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A Linear Source Recovery Method for Underdetermined Mixtures of Uncorrelated AR-Model Signals Without Sparseness
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Abstract—Conventional sparseness-based approaches for instantaneous underdetermined blind source separation (UBSS) do not take into account the temporal structure of the source signals. In this work, we exploit the source temporal structure and propose a linear source recovery solution for the UBSS problem which does not require the source signals to be sparse. Assuming the source signals are uncorrelated and can be modeled by an autoregressive (AR) model, the proposed algorithm is able to estimate the source AR coefficients from the mixtures given the mixing matrix. We prove that the UBSS problem can be converted into a determined problem by combining the source AR model together with the original mixing equation to form a state-space model. The Kalman filter is then applied to obtain a linear source estimate in the minimum mean-squared error sense. Simulation results using both synthetic AR signals and speech utterances show that the proposed algorithm achieves better separation performance compared with conventional sparseness-based UBSS algorithms.

Index Terms—Underdetermined blind source separation, source recovery, autoregressive model, Kalman filter, matrix rank

I. INTRODUCTION

Blind source separation (BSS) refers to the recovery of the source signals from their mixtures without any knowledge of the mixing process or the signals [1]–[8]. Based on whether the mixing process is memoryless or not, BSS can be classified as instantaneous or convolutive mixing. The instantaneous mixing process can mathematically be expressed as

\[ \mathbf{x}[n] = \mathbf{A}\mathbf{s}[n] + \mathbf{v}[n], \] (1)

where \( \mathbf{x}[n] = [x_1[n],...,x_M[n]]^T \) is a vector containing the \( M \) mixtures, \( \mathbf{s}[n] = [s_1[n],...,s_Q[n]]^T \) is a \( Q \times 1 \) vector of source signals, \( \mathbf{A} \) is the \( M \times Q \) mixing matrix, \( \mathbf{v}[n] \) denotes the additive noise and \( n \) is the discrete time index. In BSS, the objective is to estimate \( \mathbf{s}[n] \) given \( \mathbf{x}[n] \). When \( M \geq Q \), the problem is well-determined and can be solved using independent component analysis (ICA) [2]. However, when \( M < Q \), \( \mathbf{A} \) is non-invertible and this renders the underdetermined BSS (UBSS) a challenging problem.

The UBSS problem is often addressed via a two-stage process: blind system identification (BSI) and blind source recovery (BSR) [4]. The BSI process estimates the mixing matrix whereas the BSR stage recovers the original source signals using the estimated mixing matrix and the mixed signals.

Although many algorithms have been proposed to estimate \( \mathbf{A} \) [9]–[17], recovery of the source signals is challenging. In this work, we assume that \( \mathbf{A} \) is known a priori or can be estimated using methods such as those presented in [12]–[17] and the main objective here is to recover \( \mathbf{s}[n] \).

Many of the existing UBSS algorithms estimate \( \mathbf{s}[n] \) based on the assumption that the source signals are sparse [5], [18], i.e., only a limited number of sources are active at any time instant and hence the UBSS problem can be reformulated as a solvable determined problem. Since signals such as speech are more sparse in the time-frequency domain compared to that in the time domain, several algorithms have been proposed. These include, for example, the use of clustering and masking in the time-frequency domain. Assuming that the sources are W-disjoint, the degenerate unmixing estimation technique (DUET) [7] compares the elemental ratio of the mixed samples with the elemental ratio of each column in \( \mathbf{A} \) to identify the active source. The DUET algorithm employs two sensors and is subsequently generalized to multiple sensors (MENUET) with arbitrary geometric arrangement using K-means clustering [10]. The W-disjoint assumption in DUET and MENUET requires at most one active source at any time-frequency point. A subspace-based nondisjoint algorithm relaxes this requirement such that the number of active sources can be at most equal to \( M - 1 \) [11] or \( M \) [19]. By assuming the sparse signal as one having a Laplacian probability distribution, the UBSS problem can be transformed into a minimum \( L_1 \)-norm optimization problem [18], [20]. This optimization can then be solved efficiently using linear programming such as the simplex method, which implicitly requires the number of active sources to be less than or at most equal to \( M \) [20]. In addition, the above minimum \( L_1 \)-norm algorithm assumes that \( \mathbf{s}[n] \) is independent and identically distributed (i.i.d).

The above sparseness-based algorithms estimate the source signals by decomposing the overall underdetermined problem nonlinearly into locally well-determined problems at each time instant or time-frequency point. However, these algorithms ignore any temporal correlation of each source signal and hence they tend to generate artifacts [7], [10], [21]. It is worthwhile to note that many signals such as speech exhibit a temporal structure or correlation between neighboring samples, which can be described using the autoregressive (AR) model [22]. This temporal structure has already been exploited in well-determined BSS [3], [23]–[28] and speech enhancement [29], [30] problems to improve the performance of the algorithms.

In well-determined BSS, algorithms presented in [23], [24]...
seek to achieve temporally white input signals by removing the temporal structure and as a result, adaptive algorithms used for estimating the mixing model can achieve better performance. Decorrelation has also been employed to identify the mixing matrix [27]. Assuming that the mixtures have lower predictability than the clean source signals, an algorithm maximizing the predictability of the extracted signals has been proposed in [25]. The expectation-maximization (EM) algorithm has also been used to estimate the AR coefficients of the source signals and the mixing matrix [26]. It is important to note that the above methods require A to be invertible, and hence cannot be directly extended to the UBSS problem, as will be explained in Section II.

For speech enhancement where only a single source signal is present, the AR coefficients of the speech signal, as well as the speech signal itself, can be estimated using an iterative EM method [29], [30]. The procedure starts with an initial guess of the AR coefficients and the source AR model is then combined with the observation to form a state-space model. This model is subsequently solved by the Kalman filter to obtain a minimum mean-square error (MMSE) estimate of the source signal. The estimated source signal is then used to further refine the AR coefficients using the Levinson-Durbin algorithm [31]. However, the EM algorithm only guarantees local optimality and therefore good initialization of the AR coefficients is essential to achieve a reliable estimate of the original speech signal [30]. This algorithm requires either a reasonably high signal-to-noise ratio (SNR) or a non-Gaussian source signal in the presence of Gaussian noise, i.e., the higher-order statistics of the received signal is solely determined by the source signal. However, the UBSS problem does not satisfy either condition due to the similarity in probability distribution across the source signals and the low source-to-interference ratio (SIR) of $x[n]$, where the interfering sources correspond to noise.

In this work, we utilize the source temporal structure and develop a linear source recovery algorithm for UBSS which does not require the source signals to be sparse. Given $x[n]$ and $A$, the proposed algorithm first seeks to estimate the AR coefficients based on the assumption that the source signals are uncorrelated with each other. The source AR models are then combined with (1) to form a state-space model which can subsequently be solved by the Kalman filter to estimate the source signals. We note that the proposed algorithm does not require source sparsity but it requires the temporal structure of the source signals. While this implies that the conditions of the proposed algorithm are not milder than the sparseness-based algorithms, the main contribution of this work is to recover the source signals from a new perspective: using AR structure instead of sparsity.

The remainder of the paper is organized as follows: Section II describes the source AR models and explains why existing methods used by well-determined BSS to estimate source AR coefficients cannot be directly extended to UBSS. Section III-A discusses the estimation of source AR coefficients for UBSS, followed by formulation of the state-space model in Section III-B. In Section III-C, we prove that the UBSS problem can be converted into a determined problem by including the source AR model. We further establish the relationship between the proposed method and conventional sparseness-based methods in Section III-D. Comparison of the proposed algorithm with existing techniques are presented in Section IV while concluding remarks are discussed in Section V.

II. THE TEMPORAL STRUCTURE OF SOURCE SIGNALS

The temporal structure of speech source signals can be described by the AR model. If the source signal is given, the well-known linear prediction theory can be used to estimate the corresponding AR coefficients. In BSS problem, however, only mixtures of the source signals are available. In the case of well-determined BSS, linear prediction theory can be extended directly to solve for the source AR coefficients. This, however, does not hold true for UBSS, as will be explained next.

The temporal structure can be described using the AR model where samples of the $q$th source signal are related by

$$s_q[n] = \sum_{k=1}^{K} \alpha_{q,k} s_q[n-k] + u_q[n],$$  \hspace{1cm} (2)

where $u_q[n]$ is the AR model input, and $\alpha_{q,k}$ is the $k$th AR coefficient of the $q$th source and $K$ is the AR order. Given $s_q[n]$, the AR coefficients can be estimated by minimizing the average forward linear prediction squared error defined by [31]

$$\varepsilon_q = E \left\{ \left( s_q[n] - \sum_{k=1}^{K} \alpha_{q,k} s_q[n-k] \right)^2 \right\},$$  \hspace{1cm} (3)

where $E\{\cdot\}$ is the expectation operator. Assuming the sources are real and wide-sense stationary, the optimal $\alpha_{q,k}$ which minimizes $\varepsilon_q$ can be obtained by solving the following set of Yule-Walker equations

$$\sum_{k=1}^{K} \alpha_{q,k} r_{qq}[k-l] = r_{qq}[l], \hspace{1cm} l = 1, 2, \ldots, K,$$  \hspace{1cm} (4a)

$$r_{qq}[k-l] = E \{s_q[n-l]s_q[n-k]\},$$  \hspace{1cm} (4b)

using the well-known linear prediction coefficient (LPC) approach [31] where $r_{qq}[k-l] = r_{qq}[l-k]$ and the superscript $s$ in $r_{qq}^s$ denotes for the source signal. It is useful to note that the autocorrelation of $u_q[n]$, estimated using [31]

$$r_{uu}[0] = E \{u_q^2[n]\} = r_{qq}^s[0] - \sum_{k=1}^{K} \alpha_{q,k} r_{qq}^s[k],$$  \hspace{1cm} (5)

quantifies the degree of predictability of $s_q[n]$ -- a higher value of $r_{uu}[0]$ implies larger difference between $s_q[n]$ and its predicted value $\sum_{k=1}^{K} \alpha_{q,k} s_q[n-k]$.

When using the above LPC method for BSS, we assume that the Q uncorrelated source signals are generated by AR models of order $K$ and if the order of the source signals are different, the highest order will be taken as $K$. Considering all $Q$ sources, the vector AR (VAR) model for $s[n]$ can be described by

$$s[n] = \sum_{k=1}^{K} D_k s[n-k] + u[n],$$  \hspace{1cm} (6)

where $u[n] = [u_1[n], u_2[n], \ldots, u_Q[n]]^T$ is the VAR model input for $s[n]$ and $D_k = \text{diag}(\alpha_{1,k}, \alpha_{2,k}, \ldots, \alpha_{Q,k})$ is a $Q \times Q$
\( Q \) diagonal matrix. Considering the noiseless case and premultiplying both sides of (6) by \( A \), we obtain

\[
x[n] = \sum_{k=1}^{K} AD_k s[n-k] + Au[n].
\]

(7)

Therefore if there exists a set of matrices \( B_k \) such that

\[
B_k A = AD_k, \quad 1 \leq k \leq K,
\]

(8)

(7) can be written as

\[
x[n] = \sum_{k=1}^{K} B_k As[n-k] + Au[n] = \sum_{k=1}^{K} B_k x[n-k] + w[n]
\]

(9)

which describes the VAR model for \( x[n] \) where \( w[n] = Au[n] \) is the VAR model input. We therefore see that the LPC approach can be applied on \( x[n] \) to estimate \( B_k \). For the case of well-determined BSS where \( A \) is invertible, the source AR coefficients in \( D_k \) can then be estimated using \( A^{-1} B_k A \). However, since \( A \) is non-invertible in UBSS, the source AR coefficients in \( D_k \) cannot be solved even if \( B_k \) is available.

III. THE PROPOSED ALGORITHM

In the proposed algorithm, we first estimate the source AR coefficients which are then used to obtain a state-space model. The Kalman filter is then applied to estimate the source signals. We assume, in this work:

1) The source signals are zero mean and uncorrelated to each other.
2) The mixing matrix \( A \) has full row rank.
3) The Khatri-Rao product of \( A \) to itself given by \( A \circ A \) is of full rank and in good condition.
4) Different source signals have different AR coefficients.
5) The source AR coefficients and the elements in \( A \) are independent to each other.

The first assumption is necessary for the estimation of source AR coefficients given only their mixtures, as will be shown in Section III-A. The second assumption is fundamental in BSS to ensure spatial diversity and separability [2], [5], [7]. The third assumption is to ensure that the source AR coefficients can be estimated from the mixtures. The conditions required for the Khatri-Rao product to be full-column rank have been investigated in [32]–[35]. As explained in [12], [35], this is a mild assumption for any random mixing matrix \( A \) whose columns tend to be maximally independent. The fourth assumption is, in general, valid for independent sources and is common in BSS algorithms exploiting temporal structure of the source signals [3], [12], [28]. The fifth assumption is generally valid since \( A \) is determined by the mixing channel which, in turn, is independent to the source signals and hence to the source AR coefficients. As will be shown in Section III-C, the last two assumptions are used to convert the UBSS problem into a determined problem.

A. Estimation of source AR coefficients in UBSS

We estimate the source AR coefficients \( \alpha_{q,k} \) by exploiting the fact that the Khatri-Rao product of two rank-deficient matrices can result in a full-column rank matrix [32]. Since \( \alpha_{q,k} \) depends on \( r^s_{qq}[k] \), \( 0 \leq k \leq K \) as can be seen from (4), it is therefore desirable to estimate \( r^s_{qq}[k] \) first. For ease of representation, we first consider the noiseless case where \( v[n] = 0 \) and we will consider the noisy case at the end of the derivation.

We start by computing the mixture autocorrelation

\[
R^x[k] = E \{ x[n]x^T[n-k] \} = AR^s[k]A^T,
\]

(10)

where \( R^s[k] = E \{ s[n]s^T[n-k] \} \). Vectorizing (10) and utilizing the assumption of uncorrelated source signals,

\[
r^x[k] = (A \circ A)r^s[k],
\]

(11)

where the operator \( \circ \) denotes Khatri-Rao product, the \( M^2 \times 1 \) vector \( r^x[k] \) is obtained by concatenating columns of \( R^x[k] \) and the \( Q \times 1 \) vector

\[
r^s[k] = \text{diag}(R^s[k]) = [r^s_{11}[k], r^s_{22}[k], \ldots, r^s_{QQ}[k]]^T.
\]

(12)

It is important to note that our aim of solving for \( r^s[k] \) can be achieved if \( A \circ A \) is of full-column rank, i.e.,

\[
\text{rank}(A \circ A) = Q.
\]

(13)

If the above property holds, \( r^s[k] \) can then be solved by

\[
r^s[k] = (A \circ A)^+ r^x[k],
\]

(14)

where the pseudo-inverse

\[
(A \circ A)^+ = ((A \circ A)^T(A \circ A))^{-1}(A \circ A)^T.
\]

(15)

The AR coefficients \( \alpha_{q,k} \) can subsequently be computed by solving the Yule-Walker equation described by (4).

Note that a full-rank matrix may still be ill-conditioned. This ill-conditioning may reduce the robustness of estimating \( r^s[k] \) from noisy \( x[n] \). More specifically, in the presence of noise, (14) can now be expressed as

\[
r^s[k] = \mathcal{A}^{-1}(A \circ A)^T r^x[k] - \mathcal{A}^{-1}(A \circ A)^T r^s[k],
\]

(16)

where

\[
\mathcal{A} \triangleq (A \circ A)^T(A \circ A)
\]

(17)

and \( r^s[k] \) is obtained by vectorizing the noise autocovariance matrix \( \mathbf{R}^v[k] = E \{ v[n]v^T[n-k] \} \). According to (16), if \( \mathcal{A} \) is well-conditioned and that the elements in \( r^v[k] \) are small, a good estimate of \( r^s[k] \) can be achieved. However, the estimation performance will be reduced if \( \mathcal{A} \) is ill-conditioned. According to (17), the condition number of \( \mathcal{A} \) is determined by the condition number of \( A \circ A \). As a consequence, for the noisy case, we also assume that \( A \circ A \) is in good condition to achieve robustness in the estimation of \( r^s[k] \).

B. State-space model and the Kalman filter

After \( \alpha_{q,k} \) have been estimated for each source, the UBSS problem can be translated into a problem of finding \( s[n] \) which satisfies both (1) and (2). This problem can be reformulated linearly as the following state-space model

\[
s[n] = \Phi s[n-1] + u[n],
\]

(18a)

\[
x[n] = Hs[n] + v[n].
\]

(18b)
Equation (18a) can be obtained by expressing (2) in its companion form where the $KQ \times 1$ state vector
\[ \tilde{s}[n] = [s_1^T[n], s_2^T[n], \ldots, s_{KQ}^T[n]]^T, \] (19)
and the target source signal $s_q[n]$ can be extracted from $\tilde{s}[n]$ using $\tilde{s}_q[n] = [s_q[n-K+1], s_q[n-K+2], \ldots, s_q[n]]^T$. The $KQ \times KQ$ block-diagonal state-transition matrix $\Phi$ is given by
\[ \Phi = \text{diag}(\Phi_1, \Phi_2, \ldots, \Phi_{KQ}), \] (20a)
and
\[ \Phi_q = \begin{bmatrix} 0 & 1 & 0 & \cdots & 0 \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ 0 & 0 & 1 & \cdots & 0 \\ 0 & 0 & \cdots & 0 & 1 \end{bmatrix}, \] (20b)
where the block diagonal operation. In (20a) denotes block diagonal operation. In addition, the $KQ \times 1$ AR model input $\tilde{u}[n]$ is given by
\[ \tilde{u}[n] = [u_1^T[n], u_2^T[n], \ldots, u_{KQ}^T[n]]^T, \] (21)
where $u_q[n] = [0_{1 \times K-1}, u_q[n]^T, 0_{1 \times K-1}]$ is a $1 \times K-1$ null vector. Equation (18b) can be obtained by replacing $A$ in (1) with the $M \times KQ$ measurement sensitivity matrix
\[ H = [H_1, H_2, \ldots, H_Q], \] (22)
where the $M \times K$ matrix $H_q = [0_{M \times K-1}, a_q]$ and $a_q$ is the $q$th column of $A$.

By including the source AR models, the UBSS problem in (1) has now been converted into a determined problem described by (18), as will be explained in Section III-C. The Kalman filter can then be used to obtain, in the MMSE sense, the estimate of $\tilde{s}[n]$ [36] by first predicting the state value from the previous estimate using
\[ \tilde{s}[n|n-1] = \Phi \tilde{s}[n-1]. \] (23)
The above ensures that the temporal correlation between neighboring samples is preserved. The error covariance of the above prediction is then evaluated as
\[ P[n|n-1] = \Phi P[n-1] \Phi^T + \tilde{R}, \] (24)
where the $KQ \times KQ$ covariance matrix $R_\tilde{u}$ is given by
\[ R_\tilde{u} = \text{diag}(R_{u1}, R_{u2}, \ldots, R_{u_{KQ}}), \] (25)
with $R_{u_q} = E\{u_q[n]u_q[n]^T\} = \text{diag}(0, \cdots, 0, r_{qq}[0])$. The variable $r_{qq}[0]$ can be estimated using (5) after obtaining $\alpha_{q,k}$ and $\gamma_{qq}[k]$ as described in Section III-A. We note from (24) and (25) that $P[n|n-1]$ increases with $r_{qq}[0]$. Since a higher value of $r_{qq}[0]$ results in lower predictability of $s_q[n]$, a larger $P[n|n-1]$ is expected. The Kalman filter gain is then computed as
\[ K[n] = P[n|n-1]H^T[H P[n|n-1] H^T + \tilde{R}]^{-1}, \] (26)
where the observation noise covariance $\tilde{R} = E\{v[n]v[n]^T\}$. For the noiseless case where $v[n] = 0$, in order to regularize the inverse operation, we have used $\tilde{R} = \delta I$ where $\delta = 0.01P_{qq}[0]$ with $P_{qq}[0]$ being the average value of $r_{qq}[0]$ over $q$ and $I$ is the identity matrix. The updated state estimate $\hat{s}[n]$ is then computed using
\[ \hat{s}[n] = \hat{s}[n|n-1] + K[n] [\hat{x}[n] - H s[n|n-1]]. \] (27)

Finally, after convergence, the estimate of $s_q[n]$, denoted as $\hat{s}_q[n]$, can be extracted from $\hat{s}[n]$ using (19). The above algorithm uses the same $K$ for all sources and can directly be extended to source signals having different AR order [30], [37]. In addition, the conversion from AR model in (6) to the state-space model in (18) may be ill-conditioned for a large value of $K$ [36]. Hence, a relatively small value of $K$ (such as $K \leq 4$) is preferred as will be shown in Section IV.

The Kalman filter requires initialization and in this work we have used $\hat{s}[0] = 0$ and $P[0] = I$. When the source signals are short-term stationary, $x[n]$ can be divided into frames and the proposed algorithm can then be applied on each frame. For ease of reference, the proposed AR-Kalman algorithm is summarized in Table I.

### Table I

**SUMMARY OF THE PROPOSED AR-KALMAN ALGORITHM.**

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Compute $R^s[k]$ using time average as $R^s[k] = \frac{T}{T} \sum_{n=1}^{T} x[n]x[n-k]$.</td>
</tr>
<tr>
<td>2</td>
<td>Vectorize $R^s[k]$ to get $R^s[k]$.</td>
</tr>
<tr>
<td>3</td>
<td>Solve for $R^v[k]$ using (14).</td>
</tr>
<tr>
<td>4</td>
<td>For each source $q$, solve for $\alpha_{q,k}$ using (4).</td>
</tr>
<tr>
<td>5</td>
<td>Form $\Phi$ using (20).</td>
</tr>
<tr>
<td>6</td>
<td>Solve for $R^K$ using (25) and (5).</td>
</tr>
<tr>
<td>7</td>
<td>Apply Kalman filter on the state-space model (18) to estimate $\hat{s}[n]$ by iteratively implementing the following steps [36]:</td>
</tr>
<tr>
<td>8</td>
<td>Extract $\hat{s}_q[n]$ from state estimate $\hat{s}[n]$ according to (19).</td>
</tr>
</tbody>
</table>

with the new state estimate error covariance being
\[ P[n] = (I - K[n]H) P[n|n-1]. \] (28)

### C. Conversion of UBSS into a determined problem

The UBSS is underdetermined because given $x[n]$ and $A$, infinite number of $s[n]$ satisfies (1). However, not all of them will possess the expected source AR model. This implies that combining the source AR model with (1) to form the state-space model defined by (18) is expected to improve the degree of determinacy of the UBSS problem. Conversion of the UBSS into a determined problem requires an improvement of the determinacy to a degree such that a unique correspondence between the model observation $x[n]$ and model state $s[n]$ can be established. The unique correspondence between $x[n]$ and $s[n]$ implies that (18) is observable [36] and we now prove the observability of (18).

The observability of (18) is determined by the rank of the
The model will be observable if \(\text{rank}(\mathbf{O}) = KQ\), i.e., the dimension of \(\mathbf{s}[n]\). For clarity of presentation, we consider the case where \(K = 1\) although this proof can be extended for higher values of \(K\). For \(K = 1\), we have

\[
\mathbf{H} = \mathbf{A}, \quad \mathbf{\Phi} = \text{diag}(\alpha_{1,1}, \alpha_{2,1}, \cdots, \alpha_{Q,1}),
\]

and the model will be observable if the \(MQ \times Q\) matrix \(\mathbf{O}\) satisfies

\[
\text{rank}(\mathbf{O}) = Q. \quad (32)
\]

**Proof:** Denoting \([\cdot]_i\) as the first \(i\) rows of a matrix, (32) is proved based on the observation that \(\text{rank}([\mathbf{O}]_{1:i})\) increases with \(i\) until \(i = Q\). We first note that

\[
\text{rank}([\mathbf{O}]_{1:M}) = M, \quad (33)
\]

since \([\mathbf{O}]_{1:M} = \mathbf{H}\) and \(\text{rank}(\mathbf{H}) = M\). We next show that

\[
\text{rank}([\mathbf{O}]_{1:M+1}) = M + 1, \quad (34)
\]

which implies that the \((M+1)\)th row \(\mathbf{h}_1^T\mathbf{\Phi}\) (where \(\mathbf{h}_1^T\) is the \(1\)th row of \(\mathbf{H}\)) cannot be expressed as a linear combination of rows in \([\mathbf{O}]_{1:M}\). To show this, suppose \(\mathbf{h}_1^T\mathbf{\Phi}\) is a linear combination of rows in \([\mathbf{O}]_{1:M}\). Since \([\mathbf{O}]_{1:M} = \mathbf{H}\), there must exist a vector \(\mathbf{c} = [c_1, c_2, \cdots, c_M]^T\) such that

\[
\mathbf{c}^T\mathbf{H} = \mathbf{h}_1^T\mathbf{\Phi}. \quad (35)
\]

Solving for \(\mathbf{c}\) satisfying the above constraint would result in an over-determined problem as there are \(Q\) equations but only \(M\) unknown variables. More specifically, transposing (35), we obtain

\[
\mathbf{H}^T\mathbf{c} = \mathbf{\Phi}^T\mathbf{h}_1, \quad (36)
\]

where \(\mathbf{H}^T\) is an over-determined matrix. We show, in Appendix A, that \(\mathbf{c}\) satisfying (36) does not exist if the source AR coefficients are independent of the elements in \(\mathbf{A}\) and that the AR coefficients are independent and different across all the source signals. Failure of expressing the \((M+1)\)th row using \([\mathbf{O}]_{1:M}\) implies that

\[
\text{rank}([\mathbf{O}]_{1:M+1}) = \text{rank}([\mathbf{O}]_{1:M}) + 1 = M + 1. \quad (37)
\]

If \(M + 1 < Q\), expressing the \((M+2)\)th row of \(\mathbf{O}\) given by \(\mathbf{h}_2^T\mathbf{\Phi}\), as a linear combination of rows in \([\mathbf{O}]_{1:M+1}\), will again fail similarly. We therefore have

\[
\text{rank}([\mathbf{O}]_{1:M+2}) = \text{rank}([\mathbf{O}]_{1:M+1}) + 1 = M + 2. \quad (38)
\]

It can be verified that the increase in \(\text{rank}([\mathbf{O}]_{1:Q})\) with \(i\) will continue until \(i = Q\) such that

\[
\text{rank}([\mathbf{O}]_{1:Q}) = Q. \quad (39)
\]

Beyond that, using \([\mathbf{O}]_{1:Q}\) to express the subsequent rows in \(\mathbf{O}\) will result in a well-determined problem, of which the linear combination weight vector \(\mathbf{c}\) exist. This implies that

\[
\text{rank}(\mathbf{O}) = \text{rank}([\mathbf{O}]_{1:Q}). \quad \text{As a result, (32) and hence the observability of the state-space model is proved.}
\]

Note that for the case of \(K = 1\), \(\mathbf{\Phi}^i, 0 \leq i \leq Q - 1\) are diagonal. The observability matrix can then be formulated as the Khatri-Rao product of \(\mathbf{H}\) and a Vandermonde matrix containing the diagonal elements of \(\mathbf{\Phi}^i\). Theorems presented in [38], [39] can be exploited to prove the observability of the state-space model. However, extension of the above algorithms [38], [39] for cases of \(K > 1\) requires separate treatment since for such a case, \(\mathbf{\Phi}^i\) is not diagonal. On the other hand, the proof contained in this work follows standard algebra which can be extended for higher values of \(K\).

**D. Relationship with existing sparseness-based algorithms**

The proposed algorithm is significantly different from existing sparseness-based UBSS algorithms. Existing solutions for UBSS based on sparsity are well-determined at each time instant or time-frequency point apart from the fact that the locally active sources are unknown. In order to identify the active sources, techniques such as clustering [7], [10], maximum likelihood [5], [18], or subspace projection [11] have been used. The proposed method, on the other hand, does not require sparseness but assumes that successive samples of each source signal \(s_q[n]\) are correlated. This inter-sample correlation, described by the AR model, allows one to utilize neighboring samples for the estimation of the current source sample, as has been achieved by the Kalman filter. Therefore, the proposed algorithm exploits the total temporal structure of the source signals while existing sparseness-based algorithms exploit the source signal sparsity. Note that this does not imply that the working conditions of the proposed algorithm are milder than that used in existing sparseness-based algorithms since existing algorithms do not impose any restrictions on the temporal structure of the source signal. The main contribution of the proposed algorithm is to recover the source signals using AR structure instead of sparsity.

Although the methods differ, the assumption of source signals being uncorrelated with each other in the proposed method can be related to the sparseness assumption in conventional UBSS algorithms. More specifically, vectorizing (10) without the assumption of uncorrelated sources, we obtain

\[
\mathbf{r}^s[k] = \mathbf{\Psi} \mathbf{r}^s_1[k] \quad (40)
\]

where

\[
\mathbf{\Psi} = \mathbf{A} \otimes \mathbf{\Phi} \quad (41)
\]

and \(\otimes\) denotes the Kronecker product. The \(M^2 \times 1\) vector \(\mathbf{r}^s[k]\) and the \(Q^2 \times 1\) vector \(\mathbf{r}^s_1[k]\) are obtained by concatenating columns of \(\mathbf{R}^s[k]\) and \(\mathbf{R}^s_1[k]\), respectively. Since \(\mathbf{R}^s[k]\) and \(\mathbf{R}^s_1[k]\) are symmetrical, the dimension of (40) can be reduced by vectorizing only the lower triangular part of the matrices on both sides of (10). Such reduction results in

\[
\mathbf{r}^s_2[k] = \mathbf{\Psi} \mathbf{r}^s_1[k] \quad (42)
\]

where the \((M+1)/2 \times 1\) vector \(\mathbf{r}^s_2[k]\) is formed by vectorizing the lower triangular part of \(\mathbf{R}^s_1[k]\) and the \((Q+1)/2 \times 1\) vector \(\mathbf{r}^s_2[k]\) is formed by vectorizing the lower triangular part of
of $\mathbb{R}^+[k]$. The $M(M+1)/2 \times (Q+1)/2$ matrix $\Psi_h$ can be formed using $\Psi$ as described in Appendix B.

Since $M(M+1)/2 < Q(Q+1)/2$, given $r_h^k[k]$ and $\Psi_h$, solving for $r_h^k[k]$ using (42) will result in an underdetermined problem, which is similar to (1). While conventional approaches solve (1) by assuming that the source signals are sparse, i.e., some of the source signals are zero [5], [7], [10], here we solve (42) by assuming that the sources are uncorrelated such that elements corresponding to the correlation between different sources in $r_h^k[k]$ are zero. This will reduce the number of unknown variables in $r_h^k[k]$ from $Q(Q+1)/2$ to $Q$, which corresponds to the number of autocorrelation elements $r_q[k]$. As a result, if $M(M+1)/2 \geq Q$, it is possible to solve for $r_h^k[k]$ using (42). Thus in this work, the conventional requirement of sparseness has now been converted into a more ensemble ‘sparseness’ sense such that the correlation between different sources are zero.

IV. SIMULATION RESULTS

To evaluate the performance of the proposed AR-Kalman algorithm, simulations are conducted using both synthetic AR signals and speech utterances. The performance of the proposed algorithm is compared with the minimum $L_1$-norm method (MLN) [18], disjoint algorithm [7], [10] and subspace-based nondisjoint algorithm [11]. In this work, the separation performance is quantified in terms of source-to-interference ratio (SIR), source-to-distortion ratio (SDR), source-to-artifacts ratio (SAR) and normalized mean-squared error (NMSE). The SIR, SDR and SAR are performance measures proposed in [21] to evaluate separation of audio signals. These measures can be computed using the BSS-EVAL Toolbox [40]. Since SDR considers both interference and artifacts, it is expected to be more comprehensive than SIR and SAR [21]. The NMSE for the $q$th source is defined as

$$\text{NMSE}_q = 10 \log_{10} \left( \frac{\sum_n (\tilde{s}_q[n] - s_q[n])^2}{\sum_n s_q^2[n]} \right).$$  (43)

In addition, columns of $\mathbf{A}$ are normalized to unit norm so as to remove the scaling ambiguity.

Both the noiseless and noisy mixtures are considered. A white Gaussian noise is added into the noiseless mixtures to form the noisy mixtures. The amount of noise added to the $n$th mixture is quantified by

$$\text{SNR}_n = 10 \log_{10} \left( \frac{\sum_n x_n^2[n]}{\sum_n v_n^2[n]} \right).$$  (44)

The mixing matrix $\mathbf{A}$ is assumed to be known in this work while in practice only an estimate is available. As a consequence, simulations have been conducted to investigate the sensitivity of the proposed algorithm to any error in the estimation of $\mathbf{A}$. Note that the proposed algorithm focuses on source recovery and in order to systematically evaluate the sensitivity, the estimate $\hat{\mathbf{A}}$ in this work is generated by adding white Gaussian noise to $\mathbf{A}$ according to a predefined normalized mean-squared error

$$\text{NMSE}_{\hat{\mathbf{A}}} = 10 \log_{10} \left( \frac{\sum_{i,j} (\hat{a}_{ij} - a_{ij})^2}{\sum_{i,j} a_{ij}^2} \right).$$  (45)

where $\hat{a}_{ij}$ is the $(i,j)$th element of the estimated mixing matrix, $\hat{\mathbf{A}}$.

A. Separation of synthetic signals

The methods to generate source AR coefficients, synthetic source signals and $\mathbf{A}$ used in each simulation are described in Table II. Unless otherwise stated, we have used $M = 3$, $Q = 5$ and $K = 3$ throughout the simulations. Figure 1 shows separation results for synthetic signals using MLN and AR-Kalman. The source signals, shown in Fig. 1 (a), are used to generate the three mixtures as depicted in Fig. 1 (b). It can be seen that the source signals are not sparse and hence conventional sparseness-based methods (such as MLN) achieve poor separation performance as shown in Fig. 1 (c). By forcefully assuming that the number of non-zero sources are at most equivalent to the number of mixtures (three in this example,) significant portions of the sources are separated as zero samples which, as a consequence, lead to significant amount of artifacts and poor separation performance. On the other hand, the proposed AR-Kalman method, which does not
assume sparseness, achieves better separation performance as shown in Fig. 1 (d). It can also be seen from the first few samples of Fig. 1 (d) that the Kalman filter converges within 20 samples of the simulation.

Figure 2 shows the variation of average separation performance for $1 \leq K \leq 10$ over 100 simulation trials using synthetic signals of length 5000 samples. In this simulation, we compare the separation performance of the AR-Kalman, MLN, nondisjoint and disjoint methods. For the proposed AR-Kalman method, results are generated using both the AR coefficients estimated from the method proposed in Section III-A, and the ten true AR coefficients used in the synthetic source signal generation process. This allows us to evaluate the best separation performance as well as the amount of performance degradation when AR coefficients or AR order are unknown. Although AR-Kalman with true AR coefficients, MLN, nondisjoint and disjoint methods are independent of $K$, they are plotted against $K$ for ease of comparison. Compared with the sparseness-based MLN, nondisjoint and disjoint algorithms, the AR-Kalman algorithm achieved at least 7.5, 9.5, 6 and 7 dB improvement, respectively, in terms of SIR, SDR, SAR and NMSE when the true AR coefficients are used. The significant improvement in the separation performance validates our theory that by including the source AR models, it is possible to convert the UBSS problem into a determined problem. The proposed AR-Kalman algorithm achieved performance close to that using the true AR coefficients and more than 5.5, 8, 5 and 6 dB improvement respectively in terms of SIR, SDR, SAR and NMSE over the three sparseness-based algorithms. In Fig. 2, for all the four performance measures, the proposed AR-Kalman algorithm achieves the best performance for $K = 3$ or 4 and the performance reduces modestly beyond that. Although it is expected that $K = 10$ should achieve the best performance (since $K = 10$ has been used to generate the source signals,) additional simulations revealed that this degradation is due to an increase in the condition number of $\Phi$ with increasing $K$ [36].

Figure 3 shows the average separation performance over 100 simulation trials for different $M \times Q$ configurations. We note that, for each $M$, the separation performance reduces with increasing $Q$ as expected. Again we can see that for all the $M \times Q$ configurations the proposed algorithm achieves better performance than the conventional sparseness-based algorithms. In addition, the proposed AR-Kalman algorithm can achieve performance very close to that using the true AR coefficients.

Figure 4 shows the average separation performance for the case of noisy observations (over 100 simulation trials) for SNR = 10 to 50 dB. In this simulation, we have assumed that $A$ is known. It can be seen that the proposed AR-Kalman algorithm is robust to noise since $A \odot A$ is in good condition for randomly generated $A$. Note that the sparseness-based algorithms are also robust against noise because of the availability of $A$. For SNR = 20 dB, the proposed AR-Kalman algorithm achieves more than 5.5, 7, 4 and 4.5 dB

<table>
<thead>
<tr>
<th>Source signals</th>
<th>Generated by filtering a white Gaussian data sequence via a randomly generated source AR filter of order 10.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source AR coefficients</td>
<td>Generated by selecting poles, of the corresponding AR filter, that are randomly distributed within $[-0.8, 0.8]$ for stability.</td>
</tr>
<tr>
<td>$A$</td>
<td>Generated randomly with each element having a uniform distribution within the range $[-1, 1]$ and column-wise normalized and as explained in Section III-A, only those with $\min_{i,j \in {1:Q}, i \neq j}</td>
</tr>
<tr>
<td>$\hat{A}$</td>
<td>Generated by adding white Gaussian noise, according to a predefined N MSE $\mathbf{A}$, to $A$ obtained using the above method.</td>
</tr>
<tr>
<td>$Q$</td>
<td>5</td>
</tr>
<tr>
<td>$M$</td>
<td>3</td>
</tr>
<tr>
<td>$K$</td>
<td>3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SIR (dB)</th>
<th>0 2 4 6 8 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K$</td>
<td>0 2 4 6 8 10</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SDR (dB)</th>
<th>0 2 4 6 8 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K$</td>
<td>0 2 4 6 8 10</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SAR (dB)</th>
<th>0 2 4 6 8 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K$</td>
<td>0 2 4 6 8 10</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>NMSE (dB)</th>
<th>0 2 4 6 8 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K$</td>
<td>0 2 4 6 8 10</td>
</tr>
</tbody>
</table>

Fig. 2. Separation results on synthetic AR signals for different $K$.

Fig. 3. Separation results on synthetic AR signals for different $M \times Q$.

Fig. 4. Separation results on synthetic AR signals for different SNR.
improvement, respectively, in terms of SIR, SDR, SAR and NMSE over the three sparseness-based algorithms.

We next proceed to investigate the sensitivity of the separation performance against error mismatch in $A$. Figure 5 shows the average separation performance over 100 simulation trials for $\text{NMSE}_A = -50$ to $-10$ dB. It can be seen that the performance of AR-Kalman reduces with $\text{NMSE}_A$ as expected. Note that the source signals are not sparse and hence existing sparseness-based algorithms cannot achieve good performance even when $\text{NMSE}_A$ is low. For $\text{NMSE}_A = -30$ dB, the proposed AR-Kalman algorithm achieves more than 3.6, 5.4, 3.4 and 3.5 dB improvement, respectively, in terms of SIR, SDR, SAR and NMSE over the three sparseness-based algorithms.

### B. Separation of speech signals

Unlike synthetic signals, speech signals are only short-term stationary and hence segmentation of the signals into frames is necessary. Information pertaining to the choice of speech utterances and parameters used in this section are summarized in Table III. Since the proposed algorithm operates on each frame separately, separation results for a single frame are presented first, followed by the average performance using the whole 2 s speech utterances over 100 trials.

**TABLE III**

<table>
<thead>
<tr>
<th>Source signals</th>
<th>Randomly selected from a set of 20 speech utterances from the TIMIT database.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sampling Frequency</td>
<td>16 kHz</td>
</tr>
<tr>
<td>Signal length</td>
<td>2 s</td>
</tr>
<tr>
<td>Frame length</td>
<td>512</td>
</tr>
<tr>
<td>Frame overlap</td>
<td>50%</td>
</tr>
<tr>
<td>$A$</td>
<td>Same as in Table II</td>
</tr>
<tr>
<td>$A^*$</td>
<td>Same as in Table II</td>
</tr>
<tr>
<td>$Q$</td>
<td>5, same as in Table II</td>
</tr>
<tr>
<td>$M$</td>
<td>3, same as in Table II</td>
</tr>
<tr>
<td>$K$</td>
<td>3, same as in Table II</td>
</tr>
</tbody>
</table>

Figure 6 shows the source signals and separation results of a typical frame of five speech utterances using MLN and AR-Kalman. The source signals are illustrated in Fig. 6 (a) and we have used a randomly generated matrix

$$A = \begin{bmatrix}
-0.6534 & -0.2945 & 0.2623 & 0.7666 & -0.8504 \\
-0.5240 & 0.9492 & 0.0378 & -0.6202 & 0.2768 \\
-0.5464 & -0.1105 & -0.9643 & -0.1661 & 0.4475
\end{bmatrix}$$

to obtain the three mixtures shown in Fig. 6 (b). The five separated speech signals using MLN and AR-Kalman are illustrated in Fig. 6 (c) and (d), respectively. It can be seen that compared with MLN, the AR-Kalman algorithm can achieve better separation performance with less artifacts.

Figure 7 shows the average separation performance for $1 \leq K \leq 10$ over 100 simulation trials. We note that since speech signals are, in general, sparse the nondisjoint algorithm can achieve the best SIR performance at the expense of higher distortion and artifacts, as illustrated by its lower SDR, SAR and higher NMSE compared with the proposed AR-Kalman method. This agrees with the finding that sparseness-based UBSS algorithms tend to introduce significant amount of artifacts [7], [21]. The modestly lower SIR but higher SDR of AR-Kalman compared with the nondisjoint algorithm implies that the proposed AR-Kalman algorithm can achieve interference suppression while introducing modest amount of artifacts. Compared with MLN, AR-Kalman (with $K = 3$) achieves an improvement of approximately 7, 3, 0.5 and 2 dB in terms of SIR, SDR, SAR and NMSE, respectively.
Compared with the disjoint algorithm, AR-Kalman achieved an improvement of approximately 7, 6, 3 and 5 dB in terms of SIR, SDR, SAR and NMSE while AR-Kalman achieved 1, 1.5 and 1.5 dB improvement over the nondisjoint algorithm in terms of SDR, SAR and NMSE, respectively.

Figure 8 shows the average separation performance over 100 simulation trials for SNR = 10 to 50 dB. As before, it can be seen that AR-Kalman achieves the best performance in terms of SNR < 20 dB, AR-Kalman achieves lower SAR compared with MLN. This is attributed to the estimation mismatch in source AR coefficients caused by noise. Compared with the disjoint algorithm for SNR = 20 dB, the proposed algorithm achieved 7, 5.7, 2.7 and 5 dB improvement in terms of SIR, SDR, SAR and NMSE, respectively. Compared with MLN for the same SNR, the proposed algorithm achieved 7, 2.2 and 2 dB improvement in performance in terms of SIR, SDR and NMSE, respectively. For the same SNR, the proposed algorithm achieved 1.2, 1.6 and 1.3 dB improvement in terms of SDR, SAR and NMSE, respectively, compared to the nondisjoint algorithm.

Figure 9 shows the average separation performance over 100 simulation trials for NMSE \( A = -50 \) to -10 dB. It can be seen that AR-Kalman and nondisjoint are more sensitive to error mismatch in \( A \) compared to the MLN and disjoint algorithms. This can be attributed to the fact that AR-Kalman and nondisjoint involve more processing steps compared with the MLN and disjoint algorithms and each of the steps requires an accurate \( A \). Hence any mismatch in \( A \) may introduce more error. Compared with the subspace-based nondisjoint algorithm, the AR-Kalman achieves similar robustness in terms of SDR, SAR and NMSE, but is more robust in terms of SIR. This can be attributed to the sensitivity of the subspace projection on the error mismatch in \( A \). For NMSE \( A < -20 \) dB, the AR-Kalman achieves the best performance in terms of SDR and NMSE. For NMSE \( A = -30 \) dB, compared with MLN, the proposed AR-Kalman algorithm achieves 4.5, 0.5 and 0.5 dB improvement in terms of SIR, SDR and NMSE respectively, but is inferior in performance by 1.4 dB in terms of SAR. This is attributed to the error in estimated source temporal structure caused by the mismatch in \( A \). For NMSE \( A = -30 \) dB, compared with the nondisjoint algorithm, AR-Kalman achieves similar SIR with 1.5, 1, and 1 dB improvement in terms of SDR, SAR and NMSE.

\[ C. \text{ Computational complexity} \]

We proceed to investigate the computational complexity of the proposed algorithm in terms of the number of multiplications and divisions, which is more expensive than additions. The proposed AR-Kalman consists of two stages: The first stage of AR model estimation mainly involves the estimation of \( \mathbf{R}^x[k] \) and inversion of \( \mathbf{A} \) while the second stage involves conventional Kalman filtering. Assuming \( T \) samples have been used for the estimation of \( \mathbf{R}^x[k] \), the number of multiplications and divisions required by each stage in AR-Kalman are presented in Table IV. For clarity of presentation, the number of multiplications and divisions shown for AR model estimation is the total number required for \( T \) samples whereas the number for the conventional Kalman filtering stage is for one sample of the data. It can be seen that both stages are of polynomial computational complexity and hence can be implemented efficiently.

Given \( A \), the disjoint algorithm is only required to compute the inner product of \( \mathbf{x}[n] \) with each \( a_q^c \) in \( A \). Hence, the disjoint algorithm requires a computational complexity of \( O(MQ) \). The MLN algorithm can be solved by the simplex [20] or the interior point method [41], which, in general, have polynomial complexity. The nondisjoint algorithm operates in the combinatorial manner and hence has an exponential computational complexity of \( O(C^Q_{M-1}M^2) \). As a consequence, the disjoint algorithm is the most computationally efficient. The proposed algorithm requires similar computational complexity as MLN and both are of lower computational complexity compared to the nondisjoint algorithm.

\[ V. \text{ Conclusion} \]

A linear source recovery algorithm for UBSS has been developed for uncorrelated signals without requiring the source signals to be sparse. We described the source temporal structure using the AR model and subsequently combining it with the UBSS mixing equation to form a state-space model. Exploiting the rank change due to Khatri-Rao product, the proposed algorithm is able to estimate the source AR coefficients from \( \mathbf{x}[n] \) given \( A \) if \( A \circ A \) is of full-rank and in good
condition. By including the source AR models, the proposed algorithm is able to convert the UBS3 into a determined problem when the AR coefficients differ across all the source signals and that they are independent of A. The Kalman filter is then applied to separate the source signals linearly in the MMSE sense. We have also shown that the sparseness criterion in existing sparseness-based algorithms is transformed into a more ensemble sense such that sources are uncorrelated to each other. Simulations using both synthetic AR signals and speech signals show that the proposed AR-Kalman algorithm can achieve better performance than existing sparseness-based algorithms in terms of SDR, SIR, SAR and NMSE.

APPENDIX A

We prove that c satisfying (36) does not exist when the source signals have independent and different AR coefficients and that the source AR coefficients are independent of the elements in A. For the \( \mathbf{M} \times \mathbf{Q} \) matrix \( \mathbf{H} = \mathbf{A} \) and rank(\( \mathbf{H} \)) = \( \mathbf{M} \), at least one \( \mathbf{M} \times \mathbf{M} \) submatrix of \( \mathbf{H} \) is invertible. Without loss of generality, we assume that the submatrix consisting of the first \( \mathbf{M} \) columns of \( \mathbf{H} \) is invertible and denote it as \( [\mathbf{H}]_{1:M,1:M} \), while the submatrix containing the remaining \( \mathbf{Q} - \mathbf{M} \) columns is denoted as \( [\mathbf{H}]_{1:M,\mathbf{M}+1:Q} \). Following straightforward algebraic manipulation and noting that \( \sigma \) is a block diagonal matrix, we separate the constraints in (36) into two parts

\[
[\mathbf{H}]_{1:M,1:M}^T \mathbf{c} = [\mathbf{\Phi}]_{1:M,1:M}^T [\mathbf{h}]_{1:M,1:M}, \quad (46a)
\]

\[
[\mathbf{H}]_{1:M,\mathbf{M}+1:Q}^T \mathbf{c} = [\mathbf{\Phi}]_{1:M,\mathbf{M}+1:Q}^T [\mathbf{h}]_{1:M,\mathbf{M}+1:Q}, \quad (46b)
\]

where \( [\mathbf{\Phi}]_{1:M,1:M} \) is the upper left \( \mathbf{M} \times \mathbf{M} \) submatrix of \( \mathbf{\Phi} \) and \( [\mathbf{\Phi}]_{1:M,\mathbf{M}+1:Q} \) is the lower right \( \mathbf{Q} - \mathbf{M} \times \mathbf{Q} - \mathbf{M} \) submatrix of \( \mathbf{\Phi} \). The operator \( ^T \) refers to the transpose of \( \left[ \begin{array}{ccc} 1 & 1 & 1 \\ j = k = l \end{array} \right] \). The \( \mathbf{M} \times \mathbf{1} \) vector \( [\mathbf{h}]_{1:M,1:M} \) and the \( \mathbf{Q} - \mathbf{M} \times \mathbf{1} \) vector \( [\mathbf{h}]_{1:M,\mathbf{M}+1:Q} \) contains the first \( \mathbf{M} \) and last \( \mathbf{Q} - \mathbf{M} \) elements of \( \mathbf{h} \), respectively. Since \( [\mathbf{H}]_{1:M,1:M} \) is invertible, (46a) uniquely determines \( \mathbf{c} \) as

\[
\mathbf{c} = ([\mathbf{H}]_{1:M,1:M}^T)^{-1} [\mathbf{\Phi}]_{1:M,1:M}^T [\mathbf{h}]_{1:M,1:M}. \quad (47)
\]

Next we proceed to show that the above value of \( \mathbf{c} \) is unable to satisfy (46b) and hence \( \mathbf{c} \) satisfying (36) does not exist. Substituting (47) into (46b), we obtain

\[
[\mathbf{H}]_{1:M,\mathbf{M}+1:Q}^T \left( [\mathbf{H}]_{1:M,1:M}^T \right)^{-1} [\mathbf{\Phi}]_{1:M,1:M}^T [\mathbf{h}]_{1:M,1:M} = [\mathbf{\Phi}]_{1:M,\mathbf{M}+1:Q}^T [\mathbf{h}]_{1:M,\mathbf{M}+1:Q} \quad (48)
\]

which establishes a relationship between \( [\mathbf{\Phi}]_{1:M,1:M} \) and \( [\mathbf{\Phi}]_{1:M,\mathbf{M}+1:Q} \) and hence violates our assumption that the AR coefficients of different sources are independent. This implies that (48) will fail with probability of one when elements in \( \mathbf{\Phi} \) are drawn from a continuous probability distribution. In addition, similar to the method of separation of variables [42], if two sides of an equation are independent, in order for them to be equal, both sides must be invariant and equal to the same constant, i.e.,

\[
[\mathbf{H}]_{1:M,\mathbf{M}+1:Q}^T \left( [\mathbf{H}]_{1:M,1:M}^T \right)^{-1} [\mathbf{\Phi}]_{1:M,1:M}^T [\mathbf{h}]_{1:M,1:M} = \mathbf{c}^o, \quad (49a)
\]

\[
[\mathbf{\Phi}]_{1:M,\mathbf{M}+1:Q}^T [\mathbf{h}]_{1:M,\mathbf{M}+1:Q} = \mathbf{c}^o, \quad (49b)
\]

where the \( \mathbf{Q} - \mathbf{M} \times \mathbf{1} \) vector \( \mathbf{c}^o \) denotes the separation constant. We again note that (49) imposes a relationship between \( \mathbf{\Phi} \) and \( \mathbf{H} \) which again violates our assumption that \( \mathbf{\Phi} \) and \( \mathbf{H} \) are independent with each other. As a result, (48) will fail with probability of one, achieving the desired aim of this proof to show that \( \mathbf{c} \) satisfying (36) does not exist.

We next consider a case where all the source signals have the same AR coefficient, denoted as \( \alpha_s \), hence giving

\[
[\mathbf{\Phi}]_{1:M,1:M} = \alpha_s \mathbf{I}_M \quad \text{and} \quad [\mathbf{\Phi}]_{1:M,\mathbf{M}+1:Q} = \alpha_s \mathbf{Q} \quad \text{where} \quad \mathbf{I}_M \quad \text{is the identity matrix of size} \ \mathbf{M} \times \mathbf{M}. \quad \text{Defining} \ \mathbf{M} \times \mathbf{1} \quad \text{vector} \ \mathbf{e} = [1, 0, \ldots, 0]^T, \quad \text{it can be verified that}
\]

\[
\mathbf{c} = \alpha_s \left( [\mathbf{H}]_{1:M,1:M}^T \right)^{-1} [\mathbf{h}]_{1:M,1:M} = \alpha_s \mathbf{e}, \quad (50)
\]

satisfies both (46a) and (46b) and hence is a valid solution for (36). In such a case, the state-space model will not be observable. This is as expected since if all the sources have exactly the same AR coefficients, taking into account the source AR model does not provide any diversity that is necessary to improve the degree of determinacy. Therefore it is necessary to assume that the source signals have different AR coefficients. Note that the source AR coefficients are independent and hence the probability for the above case to happen is close to zero which will not affect the generality of the proof.

APPENDIX B

Following standard algebra, \( \mathbf{\Psi}_h \) can be formed using elements in \( \mathbf{\Psi} \). We start by defining the following index sets

\[
\mathcal{I}_M = \{i + (j - 1) \mathbf{M} : 1 \leq j \leq i \leq \mathbf{M}\}, \quad (51a)
\]

\[
\mathcal{I}_Q = \{i + (j - 1) \mathbf{Q} : 1 \leq j \leq i \leq \mathbf{Q}\}. \quad (51b)
\]

The formation of \( \mathbf{\Psi}_h \) has two steps. In the first step, the rows in \( \mathbf{\Psi} \) of indices contained in \( \mathcal{I}_M \) will be selected to form an intermediary matrix \( \mathbf{\Psi}_h \) of size \( \mathbf{M}(\mathbf{M} + 1)/2 \times \mathbf{Q}^2 \). In the second step, the columns in \( \mathbf{\Psi}_h \) of indices contained in \( \mathcal{I}_Q \) will
be selected to form $\Psi_b$, using the following operation: Noting that each index in $I_Q$ depends on both $i$ and $j$, if the index corresponds to the case where $i = j$, the column of index $i + (j − 1)Q$ will be selected from $\Psi$ and used directly as a column in $\Psi_h$. If the index corresponds to the case where $i \neq j$, column vectors in $\tilde{\Psi}$ of indices $i + (j − 1)Q$ and $j + (i − 1)Q$ will be selected and their element-wise sum will be used as the column in $\Psi_h$.
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