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SUMMARY This paper presents a fundamental locally one-dimensional (FLOD) method for 3-D thermal simulation. We first propose a locally one-dimensional (LOD) method for heat transfer equation within general inhomogeneous media. The proposed LOD method is then cast into compact form and formulated into the FLOD method with operator-free right-hand-side (RHS), which leads to computationally efficient update equations. Memory storage requirements and boundary conditions for both FLOD and LOD methods are detailed and compared. Stability analysis by means of analyzing the eigenvalues of amplification matrix substantiates the stability of the FLOD method. Additionally, the potential instability of the Douglas Gunn (DG) alternating-direction-implicit (ADI) method for inhomogeneous media is demonstrated. Numerical experiments justify the gain achieved in the overall efficiency for FLOD over LOD, DG-ADI and explicit methods. Furthermore, the relative maximum error of the FLOD method illustrates good trade-off between accuracy and efficiency.
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1. Introduction

To keep up to the pace of growth of Systems on Chips (SoC), the 3-D chip multi-processors, which is the vertical stacking of multiple silicon layers, referred to as 3-D stacking, is becoming the latest trend in processor development. The shorter interconnect length that is implemented using Through Silicon Vias (TSVs) across the layers reduces the resistivity, which results in shorter RC delays. This translates to greater performance, higher speed and a reduction in power consumption.

In spite of these benefits, a higher power density in the chip leads to higher temperature, which affects the reliability. As the number of stacked layers increases, the performance of the chip will also be affected. Therefore, it is important for chip-level thermal simulation to efficiently analyze the thermal distribution and locate the hot spots [1]–[12], not only for steady state but also for transient state.

The finite-difference method is known to be more flexible than other approaches such as finite element method for handling complex structures. However, the conventional explicit finite-difference method has its time step size restricted by the minimum cell size in the computation domain [13]. To overcome this stability constraint, an implicit algorithm based on the Douglas Gunn (DG) alternating-direction-implicit (ADI) method [14] has been introduced in [2] for transient thermal simulation.

Unfortunately, it is found in this paper that for inhomogeneous media with large time step size, potential instability will still occur for the DG-ADI method in [2]. To mitigate this potential instability, we shall propose a locally one-dimensional (LOD) method for 3-D thermal simulation within general inhomogeneous media. The 3-D LOD method can be further simplified into efficient fundamental LOD (FLOD) method with operator-free right-hand-side (RHS). This results in computationally efficient update equations. Such algorithm is similar to a family of fundamental implicit schemes in electromagnetics [15]–[17], which feature similar fundamental updating structures. Nonetheless, the LOD method in heat transfer and LOD method in electromagnetics differ in terms of their updating procedures and operators.

The organization of this paper is as follows. Section 2 describes the formulation of the heat transfer equation using finite-difference method. The 3-D DG-ADI method for heat transfer equation will be provided first. However, this DG-ADI method is potentially unstable within inhomogeneous media. To overcome this instability, a stable 3-D LOD method will be presented in Section 3. The LOD method is further formulated into the FLOD method for computationally efficient update equations. The memory storage requirements and boundary conditions for both LOD and FLOD methods are detailed and compared. Section 4 provides the stability analysis by means of analyzing the eigenvalues of amplification matrix for DG-ADI and FLOD methods. Computational efficiency of FLOD over LOD, DG-ADI and explicit methods as well as the relative maximum error of FLOD method will be demonstrated.

2. Potentially Unstable DG-ADI method

To simulate the temperature of a system, the partial differential heat transfer equation [18], [19] is written as

\[
\rho(\vec{r})C_p(\vec{r}) \frac{\partial T(\vec{r}, t)}{\partial t} = \nabla \cdot [\kappa(\vec{r}) \nabla T(\vec{r}, t)] + g(\vec{r}, t)
\]  

(1)

subject to the thermal boundary condition which will be discussed in Section 3.4. \(T\) is the time-dependent temperature at any point, \(\kappa\) is the thermal conductivity (W/m·K), \(\rho\) is the density of the material (kg/m³), \(C_p\) is the specific heat capacity (J/kg·K) and \(g\) is the heat energy generation rate (W/m³).

To simulate temperature distribution using finite-difference methods [20], discretization is performed in both
space and time domains. This is done by fixing a grid spacing of \( \Delta x \), \( \Delta y \) and \( \Delta z \) in space and \( \Delta t \) in time. The points that lie on the domain are then defined as

\[
(i, j, k, n) = (i\Delta x, j\Delta y, k\Delta z, n\Delta t)
\]

where \( i, j, k \) and \( n \) are integers. For convenience, \( T(x, y, z, t) \) is denoted as \( T^n_{i,j,k} \) for this paper. For general inhomogeneous material, the heat transfer equation can now be expanded into

\[
\rho C_p \frac{\partial T^f}{\partial t} = \frac{\partial}{\partial x} \left( \kappa \frac{\partial T^f}{\partial x} \right) + \frac{\partial}{\partial y} \left( \kappa \frac{\partial T^f}{\partial y} \right) + \frac{\partial}{\partial z} \left( \kappa \frac{\partial T^f}{\partial z} \right) + g^f(t, t)
\]

(2)

We first discretize (2) into

\[
T^n_{i,j,k} = T^n_{i,j,k} + \frac{\partial}{\partial x} \left( \frac{\partial T^f_{i,j,k}}{\partial x} \right) + \frac{\partial}{\partial y} \left( \frac{\partial T^f_{i,j,k}}{\partial y} \right) + \frac{\partial}{\partial z} \left( \frac{\partial T^f_{i,j,k}}{\partial z} \right) + G^n_{i,j,k}
\]

(3)

where

\[
r_{i,j,k} = \frac{\Delta t}{\rho C_p C_p}, \quad G^n_{i,j,k} = \frac{\Delta t}{\rho C_p C_p} g^n_{i,j,k}.
\]

According to DG-ADI method, the update equation in (3) is solved in three procedures as

For first procedure from \( n \) to \( n + \frac{1}{2} \):

\[
T^{n+\frac{1}{2}}_{i,j,k} = \frac{\partial}{\partial x} \left( \frac{\partial T^n_{i,j,k} + T^{n+\frac{1}{2}}_{i,j,k}}{2\Delta x} \right)
\]

(4a)

For second procedure from \( n + \frac{1}{2} \) to \( n + \frac{3}{2} \):

\[
T^{n+\frac{3}{2}}_{i,j,k} = \frac{\partial}{\partial y} \left( \frac{\partial T^{n+\frac{1}{2}}_{i,j,k} + T^n_{i,j,k}}{2\Delta y} \right)
\]

(4b)

For third procedure from \( n + \frac{3}{2} \) to \( n + 1 \):

\[
T^{n+1}_{i,j,k} = \frac{\partial}{\partial z} \left( \frac{\partial T^{n+\frac{1}{2}}_{i,j,k} + T^n_{i,j,k}}{2\Delta z} \right) + T^{n}_{i,j,k} + G^n_{i,j,k}
\]

(4c)

Note that all spatial derivatives are approximated using central differencing. The 3-D DG-ADI method for heat transfer equation within inhomogeneous media is still potentially unstable (to be demonstrated in Section 4.1). In order to achieve an unconditionally stable implicit method for heat transfer equation, we now propose the 3-D LOD method which will be described in the next section.

3. Proposed Stable LOD method

3.1 Formulation of LOD method

To formulate the 3-D LOD method, we rearrange (3) into compact form as

\[
\left( \begin{array}{c}
1 - \frac{1}{2} A \\
1 - \frac{1}{2} B \\
1 - \frac{1}{2} C
\end{array} \right) T^{n+1}_{i,j,k} = \left( \begin{array}{c}
1 + \frac{1}{2} A \\
1 + \frac{1}{2} B \\
1 + \frac{1}{2} C
\end{array} \right) T^n_{i,j,k} + \frac{1}{3} G^n_{i,j,k}
\]

(5a)

\[
\left( \begin{array}{c}
1 - \frac{1}{2} A \\
1 - \frac{1}{2} B \\
1 - \frac{1}{2} C
\end{array} \right) T^{n+\frac{1}{2}}_{i,j,k} = \left( \begin{array}{c}
1 + \frac{1}{2} A \\
1 + \frac{1}{2} B \\
1 + \frac{1}{2} C
\end{array} \right) T^n_{i,j,k} + \frac{1}{3} G^n_{i,j,k}
\]

(5b)

\[
\left( \begin{array}{c}
1 - \frac{1}{2} A \\
1 - \frac{1}{2} B \\
1 - \frac{1}{2} C
\end{array} \right) T^{n+\frac{3}{2}}_{i,j,k} = \left( \begin{array}{c}
1 + \frac{1}{2} A \\
1 + \frac{1}{2} B \\
1 + \frac{1}{2} C
\end{array} \right) T^n_{i,j,k} + \frac{1}{3} G^n_{i,j,k}
\]

(5c)

where

\[
AT_{i,j,k} = r_{i,j,k} \frac{\partial}{\partial x} \left( \frac{\partial T^n_{i,j,k}}{\partial x} \right), \quad BT_{i,j,k} = r_{i,j,k} \frac{\partial}{\partial y} \left( \frac{\partial T^n_{i,j,k}}{\partial y} \right), \quad CT_{i,j,k} = r_{i,j,k} \frac{\partial}{\partial z} \left( \frac{\partial T^n_{i,j,k}}{\partial z} \right).
\]

By applying central difference approximation for spatial operators in (5) and upon some arithmetic manipulations, we have

For first procedure from \( n \) to \( n + \frac{1}{2} \):

\[
-\frac{1}{2} a_{u,i,j} T_{i,j,k}^{n+\frac{1}{2}} + (1 + a_{u,i,j}) T_{i+1,j,k}^{n+\frac{1}{2}} - \frac{1}{2} \beta_{u,i} T_{i,j+1,k}^{n+\frac{1}{2}} = \frac{1}{2} a_{u,i,j} T_{i,j,k}^{n} + \frac{1}{2} \beta_{u,i} T_{i,j+1,k}^{n} + (1 - a_{u,i,j}) T_{i+1,j,k}^{n+\frac{1}{2}} + \frac{1}{3} G^n_{i,j,k}
\]

(6a)

For second procedure from \( n + \frac{1}{2} \) to \( n + \frac{3}{2} \):

\[
-\frac{1}{2} a_{v,i,j} T_{i,j,k}^{n+\frac{3}{2}} + (1 + a_{v,i,j}) T_{i,j+1,k}^{n+\frac{3}{2}} - \frac{1}{2} \beta_{v,i} T_{i+1,j,k}^{n+\frac{3}{2}} = \frac{1}{2} a_{v,i,j} T_{i,j,k}^{n} + \frac{1}{2} \beta_{v,i} T_{i+1,j,k}^{n} + (1 - a_{v,i,j}) T_{i,j+1,k}^{n+\frac{3}{2}} + \frac{1}{3} G^n_{i,j,k}
\]

(6b)
For third procedure from \( n + \frac{3}{2} \) to \( n + 1 \):

\[
\begin{align*}
-\frac{1}{2}a_{x_{i,j,k}} T_{\text{LOD}^{n+1}_{i,j,k}} + (1 + a_{z_{i,j,k}}) T_{\text{LOD}^{n+1}_{i,j,k}} - \frac{1}{2} \beta_{y_{i,j,k}} T_{\text{LOD}^{n+1}_{i,j,k+1}} \\
= \frac{1}{2} a_{z_{i,j,k}} T_{\text{LOD}^{n+\frac{3}{2}}_{i,j,k+1}} + \frac{1}{2} \beta_{y_{i,j,k}} T_{\text{LOD}^{n+\frac{3}{2}}_{i,j,k+1}} \\
+ \left( 1 - a_{x_{i,j,k}} \right) T_{\text{LOD}^{n+\frac{3}{2}}_{i,j,k}} + \frac{1}{3} G_{i,j,k}^{n+\frac{3}{2}}
\end{align*}
\]  

\[\text{(6c)}\]

where

\[
\begin{align*}
\alpha_{x_{i,j,k}} &= r_{i,j,k} \frac{k_{i,j,k} + k_{i,j,k-1}}{2\Delta x^2}, \quad \beta_{x_{i,j,k}} = r_{i,j,k} \frac{k_{i,j,k} + k_{i,j,k+1}}{2\Delta x^2}, \\
\alpha_{y_{i,j,k}} &= r_{i,j,k} \frac{k_{i,j,k} + k_{i,j,k-1}}{2\Delta y^2}, \quad \beta_{y_{i,j,k}} = r_{i,j,k} \frac{k_{i,j,k} + k_{i,j,k+1}}{2\Delta y^2}, \\
\alpha_{z_{i,j,k}} &= r_{i,j,k} \frac{k_{i,j,k} + k_{i,j,k-1}}{2\Delta z^2}, \quad \beta_{z_{i,j,k}} = r_{i,j,k} \frac{k_{i,j,k} + k_{i,j,k+1}}{2\Delta z^2}, \\
\alpha_{y_{i,j,k}} &= \frac{\alpha_{y_{i,j,k}} + \beta_{y_{i,j,k}}}{3}, \quad \alpha_{y_{i,j,k}} = \frac{\alpha_{y_{i,j,k}} + \beta_{y_{i,j,k}}}{2}, \\
\alpha_{z_{i,j,k}} &= \frac{\alpha_{z_{i,j,k}} + \beta_{z_{i,j,k}}}{2}.
\end{align*}
\]

3.2 Formulation of FLOD method

Despite having a single operator on the RHS of the updating equations, the LOD method in Section 3.1 can be further reduced into the efficient fundamental scheme similar to electromagnetics [16]. From (5a), we have

\[
\begin{align*}
\left( 1 - \frac{1}{2} A \right) T_{\text{LOD}^{n+1}} &= \left( 1 + \frac{1}{2} A \right) T_{\text{LOD}^{n}} + \frac{1}{3} G_{i,j,k}^{n} \\
&= 2 T_{\text{LOD}^{n}} - \left( 1 - \frac{1}{2} A \right) T_{\text{LOD}^{n}} + \frac{1}{3} G_{i,j,k}^{n}
\end{align*}
\]

\[\text{(7)}\]

This can be manipulated readily to give

\[
\begin{align*}
\left( 1 - \frac{1}{2} A \right) \left( T_{\text{LOD}^{n+1}} + T_{\text{LOD}^{n}} \right) = 2 T_{\text{LOD}^{n}} + \frac{1}{3} G_{i,j,k}^{n}
\end{align*}
\]

\[\text{(8)}\]

where the scalar terms in bracket may be denoted by auxiliary variable

\[V_{i,j,k}^{n+1} = T_{\text{LOD}^{n+1}} + T_{\text{LOD}^{n}}.\]

(9)

Similar manipulation applies to (5b) and (5c) which leads to auxiliary variables \(V_{i,j,k}^{n+\frac{3}{2}}\) and \(V_{i,j,k}^{n+\frac{1}{2}}\) respectively. Combining all auxiliary and field variables, we can obtain the 3-D FLOD method written as

\[
\begin{align*}
\left( \frac{1}{2} - \frac{1}{4} A \right) V_{i,j,k}^{n+1} &= T_{i,j,k}^{n+1} + \frac{1}{6} G_{i,j,k}^{n} \\
T_{i,j,k}^{n+1} &= V_{i,j,k}^{n+1} - T_{i,j,k}^{n} \\
\left( \frac{1}{2} - \frac{1}{4} B \right) V_{i,j,k}^{n+\frac{3}{2}} &= T_{i,j,k}^{n+\frac{3}{2}} + \frac{1}{6} G_{i,j,k}^{n} \\
T_{i,j,k}^{n+\frac{3}{2}} &= V_{i,j,k}^{n+\frac{3}{2}} - T_{i,j,k}^{n+\frac{1}{2}} \\
\left( \frac{1}{2} - \frac{1}{4} C \right) V_{i,j,k}^{n+\frac{1}{2}} &= T_{i,j,k}^{n+\frac{1}{2}} + \frac{1}{6} G_{i,j,k}^{n} \\
T_{i,j,k}^{n+\frac{1}{2}} &= V_{i,j,k}^{n+\frac{1}{2}} - T_{i,j,k}^{n-1}
\end{align*}
\]

\[\text{(10a)}\]

\[\text{(10b)}\]

\[\text{(10c)}\]

\[\text{(10d)}\]

\[\text{(10e)}\]

\[\text{(10f)}\]

This algorithm has no (spatial) operators on the RHS, hence it leads to a decrease in the overall flops count as well as an increase in the overall efficiency. Note that FLOD method for electromagnetics [16] is not directly applicable here because it involves two procedures with its RHS free of matrix operators \(A\) and \(B\). The FLOD method for heat transfer in (10) here involves three procedures with its RHS free from scalar operators \(A\), \(B\) and \(C\).

Both FLOD and LOD methods are one in the same. Therefore the temperature of FLOD method for each time step, i.e., \(T_{i,j,k}^{n}\), \(T_{i,j,k}^{n+\frac{3}{2}}\) and \(T_{i,j,k}^{n+\frac{1}{2}}\) directly corresponds to those of LOD method. The equivalence of both FLOD and LOD methods becomes evident here.

By applying central approximation and arithmetic manipulation for (10), we have

For first procedure from \( n \) to \( n + \frac{1}{2} \):

\[
\begin{align*}
-\frac{1}{4} a_{x_{i,j,k}} V_{i,j,k}^{n+\frac{3}{2}} + \frac{1}{2} \left( 1 + a_{z_{i,j,k}} \right) V_{i,j,k}^{n+\frac{1}{2}} - \frac{1}{2} \beta_{y_{i,j,k}} V_{i,j,k}^{n+\frac{1}{2}} \\
= T_{i,j,k}^{n} + \frac{1}{6} G_{i,j,k}^{n}
\end{align*}
\]

\[\text{(11a)}\]

\[\text{(11b)}\]

For second procedure from \( n + \frac{1}{2} \) to \( n + \frac{5}{2} \):

\[
\begin{align*}
-\frac{1}{4} a_{y_{i,j,k}} V_{i,j,k-1}^{n+\frac{3}{2}} + \frac{1}{2} \left( 1 + a_{x_{i,j,k}} \right) V_{i,j,k}^{n+\frac{1}{2}} - \frac{1}{2} \beta_{z_{i,j,k}} V_{i,j,k}^{n+\frac{1}{2}} \\
= T_{i,j,k}^{n+\frac{1}{2}} + \frac{1}{6} G_{i,j,k}^{n}
\end{align*}
\]

\[\text{(11c)}\]

\[\text{(11d)}\]

For third procedure from \( n + \frac{5}{2} \) to \( n + 1 \):

\[
\begin{align*}
-\frac{1}{4} a_{z_{i,j,k}} V_{i,j,k-1}^{n+1} + \frac{1}{2} \left( 1 + a_{z_{i,j,k}} \right) V_{i,j,k}^{n+1} - \frac{1}{2} \beta_{z_{i,j,k}} V_{i,j,k}^{n+1} \\
= T_{i,j,k}^{n+1} + \frac{1}{6} G_{i,j,k}^{n}
\end{align*}
\]

\[\text{(11e)}\]

\[\text{(11f)}\]

By comparing (6) and (11), we find that the update equations of (11) are obviously the most computationally efficient. This is due to the operator-free RHS of the FLOD algorithm.

3.3 Memory Allocation

At first sight, one might think that (11) incurs more memory resources due to the presence of auxiliary variables \(V\)'s. To clarify the memory allocation for various variables, the pseudocode of the implicit methods across iterations is shown in Figures 1 and 2.

Figure 1 presents the pseudocode of 3-D FLOD method across iterations. It can be seen that two variables, i.e., \( t \) and \( v \) are required. That is, we are able to reuse the memory spaces such that \( t \) is multi-purpose and may represent \( T_{i,j,k}^{n} \), \( T_{i,j,k}^{n+\frac{3}{2}} \), \( T_{i,j,k}^{n+\frac{1}{2}} \) and \( T_{i,j,k}^{n+1} \). Likewise, \( v \) is multi-purpose and may
3.4 Boundary Conditions

The pseudocodes in Figs. 1 and 2 present the memory allocation and the general flow of the simulated program. However, another taxing issue with the implicit methods is the setup of the boundary conditions of the computational domain. It is evident that both LOD and FLOD methods require the same amount of memory. Due to the simplicity and conciseness of the update equations for FLOD method, it is more appealing than LOD method of its implementation for solving heat transfer equation.

Fig. 1  Pseudocode of 3-D FLOD method across iterations.

\[
\begin{align*}
\text{for } n = 0, 1, 2, \ldots & \quad / t \leftarrow \text{time step in the main iteration} \\
\eta = \text{inv}(\frac{1}{2} - \frac{1}{4}A) & \quad / \eta \leftarrow \text{time step in the main iteration} \\
\eta = (1 + \frac{1}{2}B) & \quad / t \leftarrow T^n_{x,0,0}, \eta \leftarrow \text{RHS of Eq. (5a)} \\
\eta = (1 + \frac{1}{2}B) & \quad / t \leftarrow T^n_{x,0,0}, \eta \leftarrow \text{RHS of Eq. (5b)} \\
\eta = (1 + \frac{1}{2}C) & \quad / t \leftarrow T^n_{x,0,0}, \eta \leftarrow \text{RHS of Eq. (5c)} \\
\eta = (1 + \frac{1}{2}C) & \quad / t \leftarrow T^n_{x,0,0}, \eta \leftarrow \text{RHS of Eq. (5c)} \\
\end{align*}
\]

Fig. 2  Pseudocode of 3-D LOD method across iterations.

\[
\begin{align*}
\text{for } n = 0, 1, 2, \ldots & \quad / t \leftarrow \text{time step in the main iteration} \\
\eta = \text{inv}(\frac{1}{2} - \frac{1}{4}A) & \quad / \eta \leftarrow \text{time step in the main iteration} \\
\eta = (1 + \frac{1}{2}B) & \quad / t \leftarrow T^n_{x,0,0}, \eta \leftarrow \text{RHS of Eq. (5a)} \\
\eta = (1 + \frac{1}{2}B) & \quad / t \leftarrow T^n_{x,0,0}, \eta \leftarrow \text{RHS of Eq. (5b)} \\
\eta = (1 + \frac{1}{2}C) & \quad / t \leftarrow T^n_{x,0,0}, \eta \leftarrow \text{RHS of Eq. (5c)} \\
\eta = (1 + \frac{1}{2}C) & \quad / t \leftarrow T^n_{x,0,0}, \eta \leftarrow \text{RHS of Eq. (5c)} \\
\end{align*}
\]

The pseudocode of 3-D LOD method in Fig. 2 also requires two variables, i.e., \( t \) and \( \eta \) for the implementation for solving heat transfer equation. The pseudocode of 3-D LOD method across iterations represents \( V_i^{n+1}, V_i^{n+2} \) and \( V_i^{n+3} \).

3.4 Boundary Conditions

The pseudocodes in Figs. 1 and 2 present the memory allocation and the general flow of the simulated program. However, another taxing issue with the implicit methods is the setup of the boundary conditions of the computational domain.

For example, consider a simulation domain of \( i e \times j e \times ke \) grids, where the grids are indexed from 0 to \( ie \) in the \( x \)-direction, 0 to \( je \) in the \( y \)-direction and 0 to \( ke \) in the \( z \)-direction. Temperature variable \( T \) at \( T_{i,j,0}, T_{i,j,0}, T_{i,j,0}, T_{i,j,0}, T_{i,j,0}, T_{i,j,0}, T_{i,j,0}, T_{i,j,0} \) and virtual points will be out of the simulation domain. This will result in extra efforts for the implementation of the tridiagonal system of equations.

In order to cater for general thermal simulation, we shall treat the boundary by introducing

\[
\frac{\partial T(\vec{r}, t)}{\partial \vec{n}} = h_T T_{\infty} - h_T T(\vec{r}, t)
\]

(12)

where \( \partial / \partial \vec{n} \) (\( \vec{k} = x, y, z \)) is the differentiation along the outward direction normal to the boundary, \( T_{\infty} \) is a pre-specified temperature and \( h_T \) is the equivalent heat transfer coefficients on the boundary.

By discretizing (12) at various boundaries (i.e., \( 0, i \), \( j = 0, j = je, k = 0, k = ke \)), the virtual points at various time steps can be expressed as

\[
T_{i,j,k}^{n+1} = T_{i,j,k}^{n} + \frac{2\Delta x}{k_{i,j,k}} \left( h_T T_{\infty} - h_T T_{i,j,k}^{n} \right)
\]

(13a)

\[
T_{i+1,j,k}^{n+1} = T_{i,j,k}^{n} + \frac{2\Delta y}{k_{i,j,k}} \left( h_T T_{\infty} - h_T T_{i,j,k}^{n} \right)
\]

(13b)

\[
T_{i,j+1,k}^{n+1} = T_{i,j,k}^{n} + \frac{2\Delta y}{k_{i,j,k}} \left( h_T T_{\infty} - h_T T_{i,j,k}^{n} \right)
\]

(13c)

\[
T_{i,j,k+1}^{n+1} = T_{i,j,k}^{n} + \frac{2\Delta y}{k_{i,j,k}} \left( h_T T_{\infty} - h_T T_{i,j,k}^{n} \right)
\]

(13d)

\[
T_{i,j,k}^{n+1} = T_{i,j,k}^{n} + \frac{2\Delta z}{k_{i,j,k}} \left( h_T T_{\infty} - h_T T_{i,j,k}^{n} \right)
\]

(13e)

where \( h_T^+ \), \( h_T^* \), \( h_T^- \), \( h_T^+ \), \( h_T^- \), \( h_T^* \) are the effective heat transfer coefficients calculated from the equivalent thermal resistance on the boundary \( x = 0, x = ie \), \( y = 0, y = je \), \( z = 0 \) and \( z = ke \), respectively.

Figures 3 and 4 show the pseudocode of 3-D FLOD and LOD methods for first procedure of iteration respectively. For every procedure, the boundary conditions can be implemented together with the main grids within a single for-loop. Using FLOD method [c.f. Fig. 3], only two virtual point treatments, \( V_{i,j,k}^{n+1} \) and \( V_{i,j,k}^{n+1} \) (one on each boundary) are required for the update equation on the boundaries. For LOD method [c.f. Fig. 4], four virtual point treatments \( T_{i,j,k}^{n+1} \), \( T_{i,j,k}^{n+1} \), \( T_{i,j,k}^{n+1} \) and \( T_{i,j,k}^{n+1} \) (two on each boundary) are required. Moreover, with a reduction in the
number of arithmetic operations for FLOD method, the implementation of FLOD method is more desirable as compared to LOD method.

4. Numerical Experiments

4.1 Stability Analysis

To analyze the stability of 3-D DG-ADI and FLOD methods in inhomogeneous media, we consider a simulation layout of a computation domain with inhomogeneous medium shown in Fig. 5. The computation domain has dimension of $12 \times 12 \times 12$ grids with spatial step $\Delta x = \Delta y = \Delta z = 20 \text{ nm}$ and time step $\Delta t$ specified in terms of $\gamma$ where

$$
\gamma = \frac{\kappa_{i,j,k} \Delta t}{\rho_{i,j,k} C_{p,i,j,k}} \left( \frac{1}{(\Delta x)^2} + \frac{1}{(\Delta y)^2} + \frac{1}{(\Delta z)^2} \right) \leq \frac{1}{2}
$$

The materials and associated parameters used in the inhomogeneous medium are as follows: silicon (thermal conductivity $\kappa = 131 \text{ W/m-K}$, density $\rho = 2500 \text{ kg/m}^3$, specific heat $C_p = 700 \text{ J/kg-K}$), silver (thermal conductivity $\kappa = 315.82 \text{ W/m-K}$, density $\rho = 8954.5 \text{ kg/m}^3$, specific heat $C_p = 383.6 \text{ J/kg-K}$) and alumina (thermal conductivity $\kappa = 20 \text{ W/m-K}$, density $\rho = 2699 \text{ kg/m}^3$, specific heat $C_p = 901 \text{ J/kg-K}$). The effective heat transfer coefficients for all convection boundary conditions are set as $2 \times 10^4 \text{ W/m}^2\text{K}$. Ambient temperature is assumed to be $26.85 \text{^oC}$. The heat generation rate ($W/m^3$) in silver and alumina is given by

$$
g_{i,j,k}^f = \begin{cases} 
(1 + \cos(2\pi f_0 t + \pi)) \times 0.5 \times 10^{14} & \text{if } 0 \leq t \leq \frac{1}{f_0} \\
1.0 \times 10^{14} & \text{otherwise}
\end{cases}
$$

where $f_0 = 1.38 \times 10^5 \text{ Hz}$. Note that the maximum value of the heat generation rate is set at $1.0 \times 10^{14} \text{ W/m}^3$ [8].

We now investigate the eigenvalues of amplification matrix of the system for DG-ADI and FLOD methods. Note that the von-Neumann Fourier method is not applicable here due to the inhomogeneity of the computation domain. Instead, we need to consider the amplification matrix of the whole computation domain. Fig. 6 shows the scatter plot of eigenvalues of the amplification matrix for conventional 3-D DG-ADI method [c.f. (4)] for various $\gamma$. By gradually increasing $\gamma$, it is found that some eigenvalues start to deviate outside the unit semi circle around $\gamma = 30$. This further substantiates the potential instability of the conventional DG-ADI method. On the other hand, Fig. 7 shows that all the eigenvalues for FLOD method [c.f. (11)] are located inside the unit semi circle. This verifies the stability of our FLOD method.

Figure 8 shows the transient temperature at observation point $(i = 4, j = 4, k = 4)$ computed using the conventional 3-D DG-ADI method [c.f. (4)] at $\gamma = 30$. It can be seen that the transient temperature goes unbounded over time, which confirms the potential instability of the conventional DG-ADI method. However, there is no instability in the computed transient temperatures for FLOD method [c.f. (11)] for $\gamma \geq \frac{1}{2}$, as shown in Fig. 9. In addition, the explicit method is included for comparison. The results computed by FLOD method are similar with that of explicit method, which validates our proposed method.
4.2 Efficiency

Next, we conduct numerical experiments for a range of computation domains from $50 \times 50 \times 50$ to $250 \times 250 \times 250$ grids with $\gamma = 50$. The programs have been compiled using Microsoft Visual C++ under Microsoft Windows 7 operating system (OS) running on Intel Dual Core 2.66 GHz processor platform.

Table 1 shows the CPU efficiency gains of FLOD method over LOD, DG-ADI and explicit methods for various computation domains. It can be seen that the efficiency gain of FLOD method over LOD method ranges from 1.3 to 1.6. This is due to the operator-free RHS for FLOD method, [c.f. (11)], which reduces the number of arithmetic operations compared to that of LOD method, [c.f. (6)]. If FLOD method is compared to DG-ADI method, the efficiency gain increases to 3 to 4 times as the DG-ADI method involves even larger amount of RHS operators, [c.f. (4)]. If the FLOD method is further compared to explicit method, the efficiency gain improves up to 100 times. This is because the explicit method has its time step size restricted by the minimum cell size in the computation domain, while the FLOD method has its time step size 100 times ($\gamma = 50$) larger.

<table>
<thead>
<tr>
<th>Domain Size</th>
<th>Efficiency Gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>$50 \times 50 \times 50$</td>
<td>1.43 (FLOD vs LOD), 4.10 (FLOD vs DG-ADI), 91.93 (FLOD vs Explicit)</td>
</tr>
<tr>
<td>$100 \times 100 \times 100$</td>
<td>1.58 (FLOD vs LOD), 3.65 (FLOD vs DG-ADI), 104.14 (FLOD vs Explicit)</td>
</tr>
<tr>
<td>$150 \times 150 \times 150$</td>
<td>1.35 (FLOD vs LOD), 3.30 (FLOD vs DG-ADI), 93.85 (FLOD vs Explicit)</td>
</tr>
<tr>
<td>$200 \times 200 \times 200$</td>
<td>1.35 (FLOD vs LOD), 3.29 (FLOD vs DG-ADI), 100.96 (FLOD vs Explicit)</td>
</tr>
<tr>
<td>$250 \times 250 \times 250$</td>
<td>1.34 (FLOD vs LOD), 3.31 (FLOD vs DG-ADI), 100.60 (FLOD vs Explicit)</td>
</tr>
</tbody>
</table>
4.3 Numerical Results

For the numerical simulations, we consider a 3-D chip with layout of its hierarchy function blocks and power density shown in Fig. 10. The chip size is 2.4 mm × 2.8 mm × 0.4 mm and the spatial steps are \( \Delta x = \Delta y = \Delta z = 20 \, \mu m \). The effective heat transfer coefficients \( h_x^+, h_x^- \) and \( h_y^+ \) for the convection boundary conditions on the sides of the chip are set as \( 2.5 \times 10^3 \, W/m^2\cdot K \). The primary heat transfer path \( h_z^+ \) and the secondary heat transfer path \( h_z^- \) are set as \( 3 \times 10^3 \, W/m^2\cdot K \) and \( 4 \times 10^4 \, W/m^2\cdot K \), respectively.

Figure 11 shows the temperature profile of the chip at 0.1 s. The highest temperature is about 107°C. By taking an observation point at \( i = 60, j = 60, k = 12 \) on the substrate, the transient temperature results are shown in Fig. 12. It can be seen that as \( \gamma \) gets larger, the FLOD curves deviate further away from the explicit method.

Next, we investigate the error of the FLOD method by computing the relative maximum error defined as

\[
\text{Error} = \frac{\left\| T_{\text{FLOD}}_{i,j,k} - T_{\text{explicit}}_{i,j,k} \right\|_\infty}{\left\| T_{\text{explicit}}_{i,j,k} \right\|_\infty}. \tag{16}
\]

Here, \( T_x \) is the temperature recorded using the FLOD method with various \( \gamma \) and \( T_{\text{explicit}} \) is that recorded using the explicit method with \( \gamma = 0.5 \).

Figure 13 shows the relative maximum error for 3-D FLOD method with various \( \gamma \). At \( \gamma = 5 \), FLOD method allows us to choose \( \Delta t \) to be 10 times larger than that of the explicit method, at the expense of \( 9.7 \times 10^{-4} \) relative maximum error. Even at \( \gamma = 50 \), FLOD method allows us to choose \( \Delta t \) to be 100 times larger than that of the explicit method, at the expense of \( 1.1 \times 10^{-2} \) relative maximum error. This shows that FLOD method exhibits good trade-off between accuracy and efficiency.

We further simulate another example which floorplan closely resembles the Alpha 21364 processor [3]–[5] shown in Fig. 14a. The processor chip follows the dimension of 3.3 mm × 3.3 mm × 0.5 mm with a 20 nm power source layer included on top of the processor chip [7]–[9]. The power density in each hierarchical function blocks of the Alpha 21364 processor is provided in Fig. 14b. Figure 14c
shows the temperature profile at the centre of the chip in steady state. It can be seen that the core function blocks are the region with the higher temperature where the arithmetics operations and instructions are executed.

5. Conclusion

This paper has presented a FLOD method for 3-D thermal simulation. The LOD method is first proposed for heat transfer equation within general inhomogeneous media. The proposed LOD method is then cast into matrix form and formulated into the FLOD method with operator-free RHS, which leads to computationally efficient update equations. Memory storage requirements and boundary conditions for both FLOD and LOD methods have been detailed and compared. Stability analysis by means of analyzing the eigenvalues of amplification matrix has substantiated the stability of the FLOD method. Additionally, the potential instability of the DG-ADI method for inhomogeneous media has been demonstrated. Numerical experiments have justified the gain achieved in the overall efficiency for FLOD over LOD, DG-ADI and explicit methods. Furthermore, the relative maximum error of the FLOD method has also been illustrated, which exhibits good trade-off between accuracy and efficiency.
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