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We present a time-resolved photoluminescence (PL) study in real and momentum space of a polariton condensate switch in a quasi-one-dimensional semiconductor microcavity. The polariton flow across the ridge is gated by excitons inducing a barrier potential due to repulsive interactions. A study of the device operation dependence on the power of the pulsed gate beam obtains a satisfactory compromise for the on-off signal ratio and switching time of the order of 0.3 and ~50 ps, respectively. The opposite transition is governed by the long-lived gate excitons, consequently, the off-on switching time is ~200 ps, limiting the overall operation speed of the device to ~3 GHz. The experimental results are compared to numerical simulations based on a generalized Gross-Pitaevskii equation, taking into account incoherent pumping, decay, and energy relaxation within the condensate.
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I. INTRODUCTION

In recent years, the study of exciton-photon hybrid particles, polaritons [1], is not only making great advances in terms of fundamental understanding, but also in the quest for applications. Similar to cold atoms, polaritons have a bosonic character allowing them to condense into a macroscopic coherent phase. Their comparatively lighter mass makes the condensation easier regarding the temperature [2]. Optical devices incorporating such condensates are promising candidates for new ultrafast, low-power consuming information processing components [3–5]. Different structures, including one-dimensional ones, have been proposed recently for the realization of transistors [6,7], diodes [8], optical routers [9], spin current controllers [10], logic gates [11], and for building a universal set of logic AND- and NOT-type gates [12].

Seminal experiments have established the foundations for the engineering of polariton components. These works include the injection of ultrafast polariton bullets [13,14], the modulation of potential landscapes by optical means [15], the control of the spin [14,16–19] as well as hysteresis effects due to bistability and multistability [20–22]. Photogenerated excitons allow the optical manipulation of the polariton flow and its amplification in microwires [23,24] and also in more complex structures such as a one-dimensional (1D) double-barrier tunneling diodes [25] or in a Mach-Zehnder interferometer [26].

Recent experiments employ two nonresonant laser beams on 20-μm-wide ridges and have demonstrated the capability to block the polariton flow by optical means [27–29]. Different regions of the sample act as source (S), gate (G), and collector (C) in close analogy to a transistor device [see Fig. 1(a)]: a laser creates a polariton condensate at S which serves as a source of polaritons, whose propagation is controlled by a weaker, pulsed beam at G. There, photogenerated excitons induce a local potential barrier due to repulsive interaction with polaritons. In the on state, the freely flowing polaritons feed a trapped condensate $C^\kappa$ close to the edge of the ridge at C. In the case of the presence of a barrier at G, polaritons are hindered to move towards C and consequently they remain trapped temporarily in a condensate $S^\kappa G$ between S and G (off state). Recent time-resolved far- and near-field photoluminescence studies on this system report on the energy relaxation and dynamics of the polariton flow [28,29].

In this work, we investigate the dynamics of the device focusing on the operating conditions in terms of speed and on-off signal contrast. In particular, the speed is mainly limited by the off-on switching processes, which is conditioned by the lifetime of excitons at G. This paper is organized as follows. We discuss in Sec. II the sample and the experimental setup. In Sec. III, we present and discuss our results. We first show (Sec. III A) the principle of operation, i.e., we discuss the switching dynamics for a selected gate power $P_G$. In Sec. III B, we systematically investigate the dynamics of the device for varying $P_G$ in order to find an optimized operation point with an acceptable on-off signal ratio. Finally, in Sec. III C, we show that the actual two-dimensional (2D) character of the device does not affect adversely the operation for high and wide enough barriers at G, i.e., basically no significant amount of polaritons circumvents the gate. In Sec. IV, our experiments are compared with numerical simulations of the polariton condensate dynamics based on a generalized Gross-Pitaevskii equation, which is accordingly modified to account for incoherent pumping, decay, and energy relaxation within the condensate.

II. SAMPLE AND EXPERIMENTAL SETUP

Figure 1(a) shows a scanning electron microscopy image of a 20-μm-wide ridge and illustrates the nomenclature we use, in close analogy to the terminology used in conventional electronic devices. We refer to different locations on the
device as source $S$, gate $G$, and collector $C$ in accordance with the functionality of conventional transistor terminals. We assign correspondingly the symbols $\%C$ and $\%_{C,G}$ to polariton condensates at and in-between these locations, respectively. The sample consists of a high-quality 5 $\times$ 2 AlGaAs-based microcavity with 12 embedded quantum wells. Ridges with dimensions of 20 $\times$ 300 $\mu$m$^2$ have been fabricated by reactive ion etching (see Ref. [30]). In our sample, lateral confinement is insignificant as compared to much narrower 1D polariton wires [23,24,31]. The chosen ridge is in a region of the sample corresponding to resonance, i.e., the detuning between the bare exciton and bare cavity mode is $\delta \sim 0$, and the Rabi splitting is $\Omega_R \sim 9$ meV. The threshold power for condensation of polaritons under cw/pulsed excitation is $P_{\text{th}} = 7.5$ mW/$P_{\text{th}} = 1.5$ mW.

Figure 1(b) shows a scheme of the experimental setup. The sample is mounted in a cold-finger cryostat and kept at 10 K. It is excited with continuous wave (cw) and pulsed Ti:Al$_2$O$_3$ lasers, both tuned to the first high-energy Bragg mode of the microcavity at 1.512 eV. The cw laser acts as a source, and creates a continuous flow of polaritons towards both ends of the ridge. It is chopped at 300 Hz with an on-off ratio of 1:2 in order to prevent unwanted sample heating. The pulsed laser actuates as a gate at $G$ by means of 2-ps-long light pulses. The intensities and spatial positions of the $S$ and $G$ laser beams can be independently adjusted. We focus both beams on the sample through a microscope objective (O) to form two spots at $S$ and $G$ of 20 $\mu$m and 5 $\mu$m diameter, respectively. The distance between $S$ and $G$ is $\sim$75 $\mu$m ($\sim$115 $\mu$m). Although a more compact device could be realized ($S-C$ distance $\sim$50 $\mu$m), we have chosen larger separations between the terminals to clearly monitor the polariton dynamics, including the macroscopic propagation of the polariton flow. The trapping of polaritons between $S$ and $G$ ($\%_{S-G}$ formation), and the dynamics of the off-on transition at $C$. The same objective is used to collect the photoluminescence (PL) within an angular range of $\pm 18^\circ$. For momentum-space imaging [32], an additional lens (LK) is placed in the optical path in order to image the Fourier plane of the microscope objective (O). We filter out the signal from $x > 125$ $\mu$m in order to facilitate the analysis of the momentum-space images, placing a slit at the real-space image plane [Fig. 1(b)]. The PL is analyzed with a spectrometer coupled to a streak camera obtaining energy-, time-, and spatial-resolved images, with resolutions of 0.4 meV, 15 ps, and 1 $\mu$m, respectively. Time $t = 0$ corresponds to the pulse arrival at $G$.

In our experiments, polaritons propagate predominantly along the $x$ axis of the ridge, as demonstrated in Sec. III C. The propagation in the $y$ direction, if any, is not crucial for the operation of our device. Therefore, all the images in the paper, where the $y$ direction is not shown, collect the PL along the $x$ axis from a $\Delta y = 2$-$\mu$m-wide, central region of the ridge.

III. EXPERIMENTAL RESULTS AND DISCUSSION

A. Characterization of the device: Polariton flow dynamics in real and momentum space

We present a description of the polariton-flow switching dynamics in real and momentum space for a given power $P_G = 0.55 \times P_{\text{th}}$. We show that the $\%C$ emission intensity can be manipulated modulating temporarily the polariton flow by a potential barrier at $G$, which is induced by photogenerated excitons. The use of $P_G$ as a tuning parameter is of central interest in this work, and will be discussed in detail later in Sec. III B.

Figure 2 shows the energy relaxation dynamics of the switching process versus real space ($x$). The emission intensity is presented in false-color maps using a linear scale for different times. In Fig. 2(a), at $t = 100$ ps, the PL of the polariton condensates $\%C$ at $\sim$10 $\mu$m ($S$) and of the excitons located at $\sim$125 $\mu$m ($S$) are observed, respectively. The excitons at $S$, created by the cw laser, act as source and emit at 1.544 eV. This energy is considerably blue-shifted with respect to the rest of the polaritons shown in the figure due to the high carrier density and repulsive interactions at this position.

Dashed white lines in Fig. 2 outline the potential landscapes. They are the sum of potentials due to sample geometry and optically induced blue-shifts. It is experimentally impossible to separate both contributions quantitatively, however, in order to obtain an idea of the former potential, we create a
dilute polariton gas at the border of the ridge by a nonresonant and very weak pump at C (see Fig. 3). The potential trap, induced by the sample geometry, is visualized by the emission of the noncondensed polariton gas. The trap is located at a distance of ~7 μm from the end of the ridge and it is ~1 meV deep relative to the essentially flat potential away from the end of the device. By comparison with the results shown in Fig. 2, we observe that the trap is shallower in the actual experiments. This is due to the strong blue-shift induced by the high density of the condensate at C. Furthermore, we can conclude that the slope of potential along the ridge is almost entirely governed by the density of the polariton population and not by the sample geometry.

The potential slope causes polaritons to flow towards lower energies away from S to the left and right (not shown) along the x direction of the ridge. This flow is observed as a weak emission between S and C. At C the flow is stopped and polaritons accumulate at $\mathcal{E}_C$, emitting at 1.5407 eV. This energy is lower than that of the propagating polaritons as a result of a static potential, which has a minimum near the edge of the ridge [33]. $\mathcal{E}_C$ corresponds to the on state of our polariton transistor device [27–29]. At $t = 130$ ps, the barrier induced by the high carrier density created by the pulse at G hinders the polariton flow towards C [Fig. 2(b)]. At G, carriers emit at 1.543 eV. The polaritons accumulate before G and form the condensate $\mathcal{E}_{S-G}$ emitting at an energy of 1.5408 eV, lying $\Delta E = 1.1$ meV above $\mathcal{E}_C$. This configuration corresponds to the off state of the device since the polariton density at C has decreased by ~40%, compared to the situation shown in Fig. 2(a). At $t = 430$ ps [Fig. 2(c)], the barrier height at G lowers since the carrier density has decreased, allowing polaritons again to move towards C, where the emission intensity increases again. Finally, at $t = 670$ ps [Fig. 2(d)], the device is basically back in the on state.

One can obtain a wealth of useful information on the polariton dynamics of the system from the real-space dynamics. However, an analysis of the momentum-space images complements and deepens the insight into the dynamics of the device operation. Figure 4 shows PL intensity maps versus emission energy and momentum along the $k_x$ direction. The PL intensity is coded in a linear false-color scale. Figure 4(a) shows the PL at $t = -100$ ps. The flat and broad emission in momentum space, up to $k \approx -1.5 \mu m^{-1}$, at $E = 1.544$ eV stems from excitons at S, as demonstrated in the analysis made previously in real space. Below that energy, all polaritons appear to move mainly leftwards ($k_x < 0$) towards C (region enclosed by the white dashed line). Note that the right propagating flow from S has been blocked, for the sake of clarity, as mentioned in Sec. II. The peak energy and momentum of polaritons flowing towards C is 1.541 eV and $k_x = 0.8 \mu m^{-1}$, respectively. The polaritons slow down while approaching C, coming to a rest ($k_x = 0$) at an energy $E = 1.5405$ eV, where they form the trapped condensate $\mathcal{E}_C$. After the laser pulse has arrived at G, shown in Figs. 4(b) and 4(c) at $t = 15$ and 45 ps, respectively, the polaritons...
First, there is a marked PL intensity drop of \( \psi_C \) during the off state from \( \sim 50 \) to \( \sim 400 \) ps. Second, the temporal variation of the blue-shift, which is induced by carrier-density-dependent polariton-polariton interactions, gives rise to an “airfoil”-like shape of the \( \psi_{S,G} \) PL.

B. Dependence of the off state on \( P_G \)

The lateral width of the ridge is in principle a relevant parameter that should be accounted for optimizing these 1D devices. Thinner ridges than the typical extension of the excitonic reservoir (>300 \( \mu \)m\(^2\)) would ease the efficient blocking of the polariton flow and therefore improve the signal contrast between the on-off states at \( C \), but surface losses could be detrimental. Therefore, instead of varying the width of the ridge, we change the gate pump power \( P_G \), which modifies the height and width of the gate barrier. This is in some degree equivalent to changing the width, while keeping the gate power constant. Also, in practical terms, it is more convenient to change the laser power than using different devices, where different potential landscapes would influence the results in an uncontrollable manner.

After having demonstrated the working principle of the device in the previous subsection, we discuss now how to establish its optimal point of operation in the sense of a compromise between speed and an acceptable on-off signal ratio. The speed of our device is mainly determined by the exciton dynamics at \( G \). As shown in the previous section, this dynamics is of the order of hundreds of picoseconds, implying that the device can not reach the THz range. As we will show here, weaker barriers allow a faster switching. However, the signal ratio between both states diminishes, so that a tradeoff between on-off signal ratio and device speed has to be made.

In order to characterize the device operation, we present in Fig. 6 a systematic study based on the PL intensity dynamics. This is analyzed at different regions as a function of the normalized gate power \( P_G/P_0 \). Figure 6(a) shows a top-view scanning electron microscope image of the part of the ridge relevant for the experiment. The dynamics in three centrally located rectangular regions, indicated by dotted-dashed boxes, is investigated in detail. These regions correspond to the polariton flow against the gate (S-G), the gate (G), and the collector (C). Figures 6(b)–6(d) compile the PL dynamics versus \( P_G \) (logarithmic ordinate) and time (linear abscissa) in each of the aforementioned regions. The up-pointing arrows on the linear false-color bars indicate the PL intensity at \( t \leq 0 \); the left (right) down-pointing arrows mark the minimum (maximum) PL intensities. Figure 6(b) shows that for \( P_G/P_0 > 0.01 \), the PL increases after the gate pulse arrives since the G barrier blocks the polariton flow, resulting in the formation of \( \psi_{S,G} \); \( \psi_{S,G} \) persists longer for increasing \( P_G \); for \( P_G \sim P_0 \), it lasts longer than 400 ps. The white line in Fig. 6(b) identifies the time when the maximum emission intensity of \( \psi_{S,G} \) is reached as a function of \( P_G \). Note that for powers \( P_G > 0.1 \times P_0 \) there is a small decrease of the

---

There are also some other factors such as the relative distance between S-G and S-C that are out of the scope of this work.
The optimal power $P_G$ for the best on-off signal ratio is discussed in detail in Fig. 7. The three curves correspond to horizontal cuts at $P_G/P_{th} = 0.47$ in Figs. 6(b)–6(d) and show the emission intensity at the regions $S$-$G$, $G$, and $C$. In region $S$-$G$ (dashed line), there is a small dip in intensity at $t = 45$ ps as discussed previously. Thereafter, the emission intensity strongly increases and reaches its maximum at $t = 250$ ps, where it doubles the initial value. The intensity at $G$ (dotted-dashed line) quickly decreases by ~50% and recovers after a few hundred picoseconds. After recovering, it surpasses the initial value, due to the large polariton population released from the condensate $\mathcal{C}_{S-G}$. The higher value of the initial intensity at $C$ (full line) reflects the larger population in the collector as compared with the other regions of interest of the device. It drops down to ~50% of its initial value at ~150 ps. Again, as observed for $G$, there is an intensity overshoot due to the release of a large polariton flow from $\mathcal{C}_{S-G}$. Since the PL at $C$ does not drop down to zero, the on-off signal contrast $(I_{on} - I_{off})/(I_{on} + I_{off})$, is merely ~30%. This contrast is slightly better at $G$ than at $C$ due to the fact that in the former case we have a potential hill, forcing polaritons away from $G$, while in the latter one there is a potential trap for the polaritons.

The data presented as white curves in Fig. 6 are shown now in Fig. 7 as scattered data points. The symbol color encodes $P_G/P_{th}$ in a logarithmic, false-color scale, as shown by the bar at the right of the figure. For the region $S$-$G$, the full circles indicate the maximum PL intensity (ordinate) and the time when it is reached (abscissa) for different $P_G/P_{th}$. Similarly, the squares and triangles show, for $G$ and $C$, respectively, the minimum PL intensity and the time when this is obtained. As aforementioned, in region $S$-$G$, the maximum PL intensity is increased and delayed with increasing $P_G$. The minimum intensity at $G$ drops down rapidly by ~50% and then remains almost constant for $P_G/P_{th} \lesssim 0.2$. An inspection of the points corresponding to the collector reveals that the lowest emission intensities are reached also for the same $P_G$. Therefore, the PL at $t = 45$ ps, which is due to thermal effects caused by the gate pulse [34].

Together with the formation of $\mathcal{C}_{S-G}$, the blockade of the polariton flow is observed as a sudden decrease of the polariton population at $G$ and $C$, as shown in Figs. 6(c) and 6(d), respectively. The conspicuous PL drop observed in Fig. 6(c) is caused by the repulsive interactions between the photogenerated excitons and the passing polaritons at $G$. The time when the PL minimum intensity occurs is nearly independent of $P_G$, as shown by the white line in Fig. 6(c). In Fig. 6(d), the decrease of the emission intensity at $C$ is exclusively caused by the ceasing of the polariton flow. The best on-off ratio obtained at $C$ is of the order of 50%. The temporal width of the drop at $C$ increases significantly with $P_G$, as evidenced by the blue region in Fig. 6(d), reaching a value of ~380 ps at $P_G = 0.8 P_{th}$. It is worthwhile mentioning that the leading edge of the PL drop at $C$ appears at later times than that at $G$, due to the time of flow from remaining polaritons from $G$ to $C$.

The optimal power $P_G$ for the best on-off signal ratio is discussed in detail in Fig. 7. The three curves correspond to horizontal cuts at $P_G/P_{th} = 0.47$ in Figs. 6(b)–6(d) and show the emission intensity at the regions $S$-$G$, $G$, and $C$. In region $S$-$G$ (dashed line), there is a small dip in intensity at $t = 45$ ps as discussed previously. Thereafter, the emission intensity strongly increases and reaches its maximum at $t = 250$ ps, where it doubles the initial value. The intensity at $G$ (dotted-dashed line) quickly decreases by ~50% and recovers after a few hundred picoseconds. After recovering, it surpasses the initial value, due to the large polariton population released from the condensate $\mathcal{C}_{S-G}$. The higher value of the initial intensity at $C$ (full line) reflects the larger population in the collector as compared with the other regions of interest of the device. It drops down to ~50% of its initial value at ~150 ps. Again, as observed for $G$, there is an intensity overshoot due to the release of a large polariton flow from $\mathcal{C}_{S-G}$. Since the PL at $C$ does not drop down to zero, the on-off signal contrast $(I_{on} - I_{off})/(I_{on} + I_{off})$, is merely ~30%. This contrast is slightly better at $G$ than at $C$ due to the fact that in the former case we have a potential hill, forcing polaritons away from $G$, while in the latter one there is a potential trap for the polaritons.

The data presented as white curves in Fig. 6 are shown now in Fig. 7 as scattered data points. The symbol color encodes $P_G/P_{th}$ in a logarithmic, false-color scale, as shown by the bar at the right of the figure. For the region $S$-$G$, the full circles indicate the maximum PL intensity (ordinate) and the time when it is reached (abscissa) for different $P_G/P_{th}$. Similarly, the squares and triangles show, for $G$ and $C$, respectively, the minimum PL intensity and the time when this is obtained. As aforementioned, in region $S$-$G$, the maximum PL intensity is increased and delayed with increasing $P_G$. The minimum intensity at $G$ drops down rapidly by ~50% and then remains almost constant for $P_G/P_{th} \lesssim 0.2$. An inspection of the points corresponding to the collector reveals that the lowest emission intensities are reached also for the same $P_G$. Therefore, the
Figure 8 compiles the two-dimensional real-space dynamical maps versus time and the real-space direction. Real space in the y direction is integrated from y = −10 to 10 μm. The widths of the potential barriers V_L and V_H are sketched by vertical, dashed lines. The trajectories of the polariton flow are indicated by white arrows.

C. Leakage effects

So far, for the sake of simplicity, we have considered one-dimensional dynamics of polaritons, analyzing the emission along the x axis of a 2-μm-wide, central stripe only. We have discussed the effect of the G barrier height only, disregarding its lateral extension. In the following, we take into account that our system is not strictly one dimensional, i.e., we also discuss the lateral effects depending on the size of G. For a given laser spot size at G, both the resulting extent and height of the excitonic barrier depend strongly on the power of the Gaussian laser beam. We show that the choice of working parameters is essential for a proper operation of the device, minimizing leakage currents around the gate. In order to observe the dynamics of these currents, it is convenient to avoid the steady-state flow that is obtained under cw pumping at S. Therefore, we use now a pulsed laser with a power P_G = 4 P_th.

Figure 8 shows two-dimensional real-space dynamics of polariton propagation for two different gate powers P_G, keeping the laser spot size constant. The left and right columns show energy-integrated emission intensities, encoded in a logarithmic false-color scale, for P_G = 0.07 × P_th and P_G = 0.5 × P_th, respectively. The former case creates a low and small barrier V_L, sketched by a dashed circle, which still permits polaritons to flow towards C. The latter case, which corresponds to the typical off state discussed so far, induces a higher and larger barrier V_H, outlined by the bigger dashed circle.

We discuss both situations in parallel. Initially, the front of the polariton flow approaches the barriers V_L and V_H at x = 50, as shown in Figs. 8(a) and 8(e), respectively. Polaritons occupy the full width of the ridge, indicated by the dotted-dashed lines, and propagate uniformly with a well-defined velocity of v_x = −1.8 μm/ps, with negligible v_y components. Figures 8(b) and 8(f) show instants when polaritons have collided against the V_L and V_H barriers, respectively. Since V_L is significantly smaller than V_H, polaritons are able to overcome the V_L barrier, basically bypassing it laterally, close to the edge of the ridge. In contrast, this is not possible in the case of V_H, where all polaritons remain blocked by the higher and wider barrier V_H. At times 75 and 60 ps, shown in Figs. 8(c) and 8(g), respectively, polaritons continue to propagate. In Fig. 8(c), a complex structure is observed in the real-space
density distribution of polaritons in the region from \( x = 40 \) to 20 \( \mu \text{m} \). Here, polaritons, which bypass the barrier, propagate in negative \( x \) direction but with a small \( k_y \), parameter, sketched by the slanted arrows. Further apart from \( G \), there are two lobes of polaritons with \( k_y \sim 0 \), indicated by horizontal arrows. Figure 8(d) shows that at longer times polaritons do not bypass the \( V_L \) barrier anymore: the fast energy relaxation of polaritons as compared with the decay rate of \( V_L \) results in the trapping of \( \mathcal{G}_{S,G} \). Furthermore, the weak emission at \( x \sim 10 \mu \text{m} \) arises from \( \mathcal{G}_C \), formed by polaritons which have formerly overcome \( V_L \). The trapping of \( \mathcal{G}_{S,G} \) at very long times is also clearly observed in Fig. 8(h).

Figures 8(i) and 8(j) show the real-space dynamics in the \( x \) direction as PL intensity maps encoded in a logarithmic false-color scale for the two \( P_G \) values, respectively. In the \( y \) direction, the full lateral width of the ridge is integrated. The widths of the potential barriers \( V_L \) and \( V_H \) are sketched by vertical, dashed lines. The trajectories of the polariton flow are indicated by white arrows. Figure 8(i) illustrates that polaritons, having bypassed the barrier, experience a zigzag movement on the left side of \( V_L \) in the time range from \( \sim 50 \) to \( \sim 200 \) ps. They are reflected between the barrier and the potential wall at the end of the ridge [24,33], where, finally at \( \sim 250 \) ps, a part of these polaritons is trapped and form \( \mathcal{G}_C \). The main part of the initial polariton flow remains trapped between \( S \) and \( G \), also moving in a zigzag path. The polaritons gradually lose their kinetic energy, which is evidenced in the figure by the changing slope of the white lines. This is caused by a decrease of the potential gradient due to a reduced blue-shift originating from a falling carrier population. In principle, this could affect the device operation speed. However, this effect can be neglected in our device since the limiting factor is the existence of long-lived excitons at the gate. Eventually at \( \sim 250 \) ps, the stationary \( \mathcal{G}_{S,G} \) forms at \( \sim 70 \mu \text{m} \). Figure 8(j) shows the case of the higher and wider barrier \( V_H \). The high exciton density at \( G \) forms a \( \sim 20-\mu \text{m} \)-wide barrier potential. It completely blocks and reflects the polariton flow, which rapidly loses its kinetic energy. Finally, at \( \sim 100 \) ps, \( \mathcal{G}_{S,G} \) is formed at \( \sim 80 \mu \text{m} \). Movies corresponding to Fig. 8 are provided in the Supplemental Material [38]. In those movies, for times around 60 ps, the just discussed oscillations in the propagation of polaritons between \( S \) and \( G \) are clearly observed.

We have shown here the influence of \( P_G \) on the existence of leakage currents around the \( G \) barrier, which implies the worsening of the on-off ratio of the device. An alternative approach to avoid leakage could be either a geometrical constriction at \( G \) and/or the use of an elongated profile, along \( y \), for the laser spot at \( G \).

IV. MODEL

A. Simulations of the experimental results

In this section, we review the theoretical model used to simulate our experimental results, based on a phenomenological treatment of polariton energy-relaxation processes, which we have previously used to study transistor dynamics and propagation under a pulsed source [29,33]. It is important to note that energy relaxation occurs in multiple stages in our experiment. First, the nonresonant pump creates a reservoir of hot excitons, which can relax in energy to form polaritons. Given that excitons diffuse very slowly and that energy relaxation is local, these polaritons must form initially at the same position as the pump source. The polaritons then travel down a potential gradient, which is caused by repulsion between polaritons and hot excitons. It is the ability of polaritons to further relax their energy as they travel that allows them to be so sensitive to a changing potential landscape, as seen in a variety of different experiments in planar microcavities [39,40], one-dimensional microcavities [23,41], and in condensate transistors [27,28].

The polaritons, having condensed from excitons, are known to be coherent [2], which allows their description in terms of a Gross-Pitaevskii-type equation [42] for the polariton wavefunction \( \psi(x,t) \):

\[
\frac{i\hbar}{\partial t} \frac{\partial \psi(x,t)}{\partial x} = \left[ \hat{E}_{\text{LP}} + \alpha |\psi(x,t)|^2 + V(x,t) \right] \psi(x,t) + i\hbar \frac{\partial}{\partial x} \left( \hat{\mathcal{R}} \psi(x,t) \right) + \frac{\Gamma}{2} |\psi(x,t)|^2 + \frac{\Gamma}{2} |\psi(x,t)|^3
\]

Here, \( \hat{E}_{\text{LP}} \) represents the kinetic energy dispersion of polaritons, which at small wavevectors can be approximated as \( \hat{E}_{\text{LP}} = -\gamma^2/(2m) \) with \( m \) the polariton effective mass. \( \alpha \) represents the strength of polariton-polariton interactions. \( V(x,t) \) represents the effective potential acting on polaritons [43] and can allow or block the polariton propagation depending on its shape. \( V(x,t) \) can be divided into a contribution from three different types of hot exciton states, which will be described shortly, as well as a static contribution due to the wire structural potential \( V_0(x) \):

\[
V(x,t) = g[I_A(x,t) + I_R(x,t) - I_D(x,t)] + V_0(x)
\]

where subindices \( A, I, D \) refer to active, inactive, and dark excitons, respectively. Experimental characterization has revealed that the static potential \( V_0(x) \) is nonuniform along the wire and exhibits a dip in the potential near the wire edge [28,29]. The terms \( rN_A(x,t) \) and \( \Gamma/2 \) appearing in Eq. (1) represent modifications to the Gross-Pitaevskii equation that describe gain and loss in the system [43,44], caused by the condensation of polaritons from the exciton reservoir \( N_A(x,t) \) and polariton decay \( \Gamma \), respectively.

Previous studies of polariton dynamics have revealed that not all excitons are available for direct scattering into the polariton states [45]. Rather, one can distinguish between “active” excitons and “inactive” excitons [46,47]. The active excitons have the correct energy and momentum for direct stimulated scattering into the condensate [and so appear as the incoherent gain term in Eq. (1) with \( r \) the condensation rate]. However, nonresonant pumping creates initially excitons with very high energy that must first relax before becoming active. We thus identify the “inactive” reservoir that feeds the active reservoir. In principle, inactive excitons can also relax into dark exciton states that are uncoupled to polaritons. The three exciton densities \( (N_A, N_I, N_D) \) are in general spatially and time dependent. They each give a repulsive contribution to the effective polariton potential with strength described by the parameter \( g \). The dynamics of the exciton densities is
described by rate equations [29]
\[ \frac{dN_A(x,t)}{dt} = -(\Gamma_A + r)|\psi(x,t)|^2N_A(x,t) + t_RN_I(x,t), \]
\[ \frac{dN_I(x,t)}{dt} = P(x,t) - (\Gamma_I + t_R + t_D)N_I(x,t), \]
\[ \frac{dN_D(x,t)}{dt} = t_DN_I(x,t) - \Gamma_DN_D(x,t). \]

The constants \( t_R \) and \( t_D \) describe the transfer of inactive excitons into lower-energy active and dark exciton states, respectively. We neglect any nonlinear conversion between bright and dark excitons [29,48,49], which we only expect to be significant under coherent excitation resonant with the dark exciton energy. \( P(x,t) \) represents the incident pumping intensity distribution. This includes Gaussian spots for the continuous wave source and pulsed gate, which also has a Gaussian time dependence.

The final term in Eq. (1) accounts for a phenomenological energy relaxation of condensed polaritons:
\[ \mathcal{R}[\psi(x,t)] = -(\nu + \nu')|\psi(x,t)|^2(\hat{E}_{LP} - \mu(x,t))\psi(x,t), \]
where \( \nu \) and \( \nu' \) are parameters determining the strength of spontaneous and stimulated energy relaxation, respectively. The energy relaxation has been introduced in this form in several recent works [24,50–52] with justification arising from consideration of Boltzmann scattering rates [53]. Equivalently, the relaxation is due to the scattering of particles into and out of the condensate, which introduces an imaginary component to the kinetic energy operator as recently demonstrated within a Keldysh functional integral approach [54]. The local effective chemical potential \( \mu(x,t) \) is chosen to enforce particle-number conservation (see, e.g., Ref. [29] for more details).

For the calculations we used the following parameters: \( m = 7.3 \times 10^{-3} m_0 \), with \( m_0 \) the free-electron mass, \( \alpha = 2.4 \times 10^{-3} \text{ meV } \mu \text{m}^2 \), \( \Gamma = 1/18 \text{ ps}^{-1} \), \( \Gamma_A = 1/100 \text{ ps}^{-1} \), \( \Gamma_I = \Gamma_D = 1/250 \text{ ps}^{-1} \), \( t_R = t_D = 0.02 \text{ ps}^{-1} \), \( g = 0.018 \text{ ps}^{-1} \mu \text{m}^2 \), \( h\nu = 0.02 \text{ meV } \mu \text{m}^2 \), \( h\nu = 0.014 \), \( h\nu = 0.075 \mu \text{m}^2 \).

Figure 9 shows the deviation with time of the energy spectrum in space. Before the arrival of the gate pulse, polaritons are free to relax down to the collector state. As in the experiment, the application of the gate introduces a potential barrier that blocks polariton propagation. This is temporary, as at later times the excitons in the reservoir at the gate position decay and polaritons are able to once again flow to the collector region.

For simplicity, the theoretical model assumes perfect Gaussian-shaped laser spots and neglects the influence of disorder. Differences in the exact pump profiles and a complicated disorder potential give rise to a slightly different shape of the effective polariton potential in the experiments. However, the overall form of the potential is similar, allowing the theory and experiment to demonstrate the same phenomenology. The presence of disorder in the experiments also gives rise to inhomogeneous broadening, not accounted for in the theory. Fluctuations in the laser intensities may also contribute to broader experimental frequency distributions than in the theory.

Figure 10 shows the corresponding energy spectrum in reciprocal space for the same selected times as those used in Fig. 9. The results of the simulations are very similar to the experimental ones shown in Fig. 4. Before the arrival of the gate, one can identify polaritons propagating to the left, with negative in-plane wave vector, which have relaxed from the source. At the collector, these polaritons have lost their kinetic energy. The application of the gate blocks the polaritons, such that they remain trapped in a higher-energy state without kinetic energy [see Fig. 10(b)]. Polaritons become accelerated towards \( C \) again as the gate barrier disappears, recovering the initial situation [see Fig. 10(d)], in a similar fashion to that observed in the experiments.

B. Predictions for multiple switches

While we have focused on the behavior of an individual condensate transistor switch, future studies will likely be devoted to the linking of multiple elements in analogy to transistors based on coherent excitation [36]. Here, the flexibility in controlling the strength of the individual gate powers may be particularly useful in going beyond the optical replication of CMOS-type logic and considering a neural-type logic inspired by biological networks. For artificial neural networks [55], one typically aims to combine the signals of different transistors but with arbitrary controllable weights, which can be engineered to give different functionalities. The sum of the weighted signals is then compared to some
FIG. 11. (Color online) (a)–(c) Calculated PL false-color scale maps vs energy and real space (x), for a neural-type logic gate with two inputs, for different gate power combinations: $P_{G_1} = P_{G_2} > 0$, $P_{G_1} = P_{G_2} = 0$, and $P_{G_1} > P_{G_2} = 0$, respectively. (d) Calculated PL at the collector in a false-color scale versus gate powers $P_{G_1}$ and $P_{G_2}$. The powers used in panels (a)–(c) are marked by a circle, square, and triangle, respectively.

threshold to determine the result. This ability is known to allow the implementation of certain tasks with significantly fewer elements than with using chains of typical Boolean logic gates, which is why neural networks can be particularly efficient even if their individual elements may be slow.

As a theoretical example, we consider here the combination of the signals from two condensate transistors in a single polariton channel. Polaritons are excited at two source positions and travel toward the collector region, which is at the midpoint between the two sources. The weighting of the number of polaritons arriving from each source can be independently controlled by two gates. The weighted input from each source is then summed at the collector. In Fig. 11(d), we present the dependence of the collector intensity on the two gate intensities. It is well known that neural-type logic [55] can reproduce many Boolean-type logic gates. Among the conceivable regimes of operation it is, for example, possible that the device acts as an AND- or OR-type logic gate, depending on the choice of collector threshold (if the collector intensity exceeds some value the result is considered “1,” while if not it is considered “0”). Situations where the collector signal is weak and strong are shown in Figs. 11(a)–11(c), which correspond to the different points marked in Fig. 11(d) by a circle, square, and triangle, respectively. We stress that the combination of two weighted inputs at the collector is only a first step. In principle, the combination of larger numbers of inputs could also be imagined by designing patterned microcavities where multiple ridges join together.

V. CONCLUSIONS

In summary, we present a time-resolved PL study in real and momentum space of a polariton switch consisting of a 20-μm-wide ridge. A polariton flow in real space from S to C is gated by a potential barrier induced by optically generated excitons at G. By choosing comparatively low gate powers, interruption of the flow can be achieved within tens of picoseconds, while maintaining a reasonably high on-off signal contrast. However, the inverse process, i.e., switching from the off to the on state, takes hundreds of picoseconds due to the long-lived excitons at G. Numerical simulations based on the modified Gross-Pitaevskii equation reproduce well the dynamics of our device.
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