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Abstract: In fluorescence microscopy, high-speed imaging is often necessary for the proper visualization and analysis of fast subcellular dynamics. Here, we examine how the speed of image acquisition affects the accuracy with which parameters such as the starting position and speed of a microscopic non-stationary fluorescent object can be estimated from the resulting image sequence. Specifically, we use a Fisher information-based performance bound to investigate the detector-dependent effect of frame rate on the accuracy of parameter estimation. We demonstrate that when a charge-coupled device detector is used, the estimation accuracy deteriorates as the frame rate increases beyond a point where the detector’s readout noise begins to overwhelm the low number of photons detected in each frame. In contrast, we show that when an electron-multiplying charge-coupled device (EMCCD) detector is used, the estimation accuracy improves with increasing frame rate. In fact, at high frame rates where the low number of photons detected in each frame renders the fluorescent object difficult to detect visually, imaging with an EMCCD detector represents a natural implementation of the Ultrahigh Accuracy Imaging Modality, and enables estimation with an accuracy approaching that which is attainable only when a hypothetical noiseless detector is used.
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1. Introduction

In the study of subcellular dynamics with fluorescence microscopy, an event of interest is temporally sampled and recorded as a sequence of time-discretized images. Fast sampling is needed to achieve a high temporal resolution, and in the case of fast dynamics, it is often necessary in order that the acquired data can be properly visualized and analyzed. Relatively high frame rates, for example, have been used to observe and quantitatively analyze the fast movement of single molecules through nuclear pore complexes [1, 2], the fast transport of vesicles along microtubules [3], and the rapid transition of chromatin between different localized motion regimes [4]. Fast imaging has also been employed for the visualization and tracking of endosome movement in an investigation of intracellular cargo trafficking [5], and for the observation and quantitative analysis of virus transport [6].

Though the given examples differ widely in terms of the biological questions they address, a unifying theme, besides the necessity of fast imaging, is that the quantitative analysis of the data relies on the accurate extraction of information about the moving objects of interest from the acquired images. To explore the relationship between fast imaging and the accuracy of the subsequent information extraction, we consider in this paper the recording of the movement of a non-stationary fluorescent object by a detector, and investigate the effect of time discretization of the imaging process on the accuracy with which a quantity pertaining to the object can be estimated from the resulting image sequence. A fluorescent object can be any subcellular entity, such as an organelle, a vesicle, a quantum dot, a single molecule, or a cluster of quantum dots or molecules. An estimated quantity can in principle be any parameter that is of interest. It can, for example, be the starting position of the object, the direction in which the object traveled, or the speed at which the object traveled.

Intuitively, one would expect that by increasing the acquisition frame rate to produce an image sequence of higher temporal resolution, the accuracy for estimating a parameter can be improved. We demonstrate this to be the case provided that the image acquisition is carried out with a hypothetical detector that does not contribute noise to the images that it produces. In practice, however, a camera such as a charge-coupled device (CCD) detector, which is commonly used in fluorescence microscopy, adds noise to the image data. With such a detector,
the accuracy improvement conferred by increasing the temporal resolution can only be expected up to a certain frame rate before detector noise begins to worsen the accuracy. Indeed, we show that given a constant level of readout noise that is added by a CCD detector to each acquired image, the accuracy for estimating a parameter begins, at some point, to deteriorate with increasing frame rate. The deterioration in accuracy is due to a lowering of the ratio of signal to readout noise for each image in the acquired sequence, which results from the fact that whereas the amount of signal allocated to each image (i.e., the number of photons detected from the object in each image) decreases with increasing frame rate, the readout noise level per image remains unchanged. (Note that a scientific complementary metal-oxide-semiconductor (sCMOS) detector also has additive readout noise as its major noise source, and that a deterioration in parameter estimation accuracy can therefore also be expected when the frame rate is increased to a point where the readout noise significantly corrupts the photon signal.)

The applicability of a CCD detector to high-speed imaging is thus limited to relatively low acquisition frame rates that yield images where the readout noise is not significant in comparison to the photon signal. This is not unexpected, since at higher frame rates the acquired data becomes essentially a sequence of low-light images. CCD detectors are well known to be unsuitable for imaging under effectively low-light circumstances, where their readout noise corrupts the data in a substantial way. We show, however, that by using instead an electron-multiplying charge-coupled device (EMCCD) detector at a high electron multiplication gain, a parameter can be estimated with very high accuracy from an effectively low-light image sequence acquired at a high frame rate.

The EMCCD detector, an image sensor that is also commonly employed in fluorescence microscopy, is the standard low-light alternative to the CCD detector. In [7], the EMCCD detector has been demonstrated to enable high-accuracy parameter estimation when it is used in an unconventional setting where very few photons are, on average, detected in each of its pixels. In fact, the principle of the low-light imaging method described in [7], called the Ultrahigh Accuracy Imaging Modality (UAIM), is such that one can improve the accuracy for estimating a parameter by purposely reducing the photon count in each EMCCD pixel to well below an average of less than one. This might seem counterintuitive, since an image with such low pixel photon counts often makes it very difficult to detect the fluorescent object visually, and supposedly even more difficult to estimate a parameter pertaining to the object. Contrary to intuition, however, a UAIM image actually allows parameter estimation with a high accuracy approaching that which is only attainable when imaging is performed with a hypothetical noiseless detector. Since increased time discretization represents a straightforward way to significantly reduce the photon count in each pixel, EMCCD imaging at a high enough frame rate is in and of itself an implementation of UAIM, and we show in this paper that it indeed enables the high-accuracy estimation of parameters pertaining to a moving object.

While the main focus of this paper is to investigate how the temporal resolution of an acquired image sequence affects the accuracy of parameter estimation, we also consider how the spatial resolution of the image sequence affects how accurately a parameter can be estimated. In particular, we explain and demonstrate how acquiring a sequence of more finely pixelated images can further improve the already high accuracy that is achieved with UAIM.

To demonstrate the points made above on the detector-dependent effect of time discretization on the accuracy for estimating a parameter from an image sequence, we make use of a performance bound, which we refer to as a limit of accuracy, that specifies the best possible estimation accuracy that can be expected for a given set of conditions. More precisely, a limit of accuracy is defined as the square root of the Cramér-Rao lower bound [8], obtained by computing the Fisher information matrix corresponding to the particular detector type used, the particular image acquisition setting, and the specific mathematical descriptions of the object.
of interest and its movement. As such, a limit of accuracy specifies the best possible standard deviation that can be expected for the estimation of a parameter under the given conditions. To investigate the effect of time discretization, we compute limits of accuracy corresponding to different detector models and different values of the acquisition frame rate, and examine the results as functions of the acquisition frame rate.

In addition to imaging with a hypothetical noiseless detector, a CCD detector, and an EM-CCD detector, we derive and compute the performance bound corresponding to imaging with an ideal detector. Unlike the other detector types which deteriorate the image data with pixelation and/or extraneous noise, an ideal detector is one that does not introduce noise to the images that it captures, and has an infinite non-pixelated detection area that allows the position of each detected photon to be recorded with arbitrarily high precision. We refer to the performance bound corresponding to imaging with such a detector as a fundamental limit of accuracy. It is important because it puts the accuracy limits for the practical (i.e., CCD and EMCCD) detector models and the hypothetical noiseless detector model into perspective by serving as the ultimate accuracy benchmark for comparison.

Note that in the theory on which the limit of accuracy is based, it is assumed that the shape of the trajectory of the moving object is known, and that therefore the trajectory can be described deterministically, in terms of some or all of the parameters of interest. In this paper, we present theoretical results for a general deterministic trajectory, and use for our illustrations the specific realizations of a linear trajectory and a circular arc trajectory, which are given by mathematical expressions parameterized by quantities of interest such as the starting position and the speed of the moving object.

We also note that while the current work was motivated by applications in cellular microscopy, the underlying approach and results are also applicable to time-discretized imaging in other disciplines such as astronomy and computer vision.

The organization of the remainder of this paper is as follows. In Section 2, we present the theoretical background for the limits of accuracy that are used for our analyses, and provide the Fisher information matrix expressions from which limits of accuracy corresponding to different detector models can be obtained. In Section 3, we investigate the detector-dependent effect of time discretization of the imaging process on the accuracy of parameter estimation by examining limits of accuracy as functions of the acquisition frame rate. In addition, we demonstrate the effect that the spatial resolution of the acquired images has on the accuracy of parameter estimation. To further illustrate the use of limits of accuracy as an analytical tool, we also include in this section an investigation of how the levels of various noise sources might impact the selection of a detector for image acquisition. Conclusions are presented in Section 4.

2. Fisher information and limits of accuracy

We describe in this section the calculation of the limits of accuracy which are used subsequently in Section 3 to investigate the detector-dependent effect of time discretization on the accuracy of parameter estimation. Since much of the underlying mathematics has been previously described in detail [9, 10], we restrict the treatment here to a concise description of the theoretical background in Section 2.1, an explanation of how time discretization is accounted for in Section 2.2, and a brief presentation in Sections 2.3 and 2.4 of the main mathematical expressions that are utilized for the analyses in this paper.

2.1. Theoretical background

The limit of the accuracy for estimating a parameter of interest from image data is defined to be the best possible standard deviation with which the parameter can be estimated using any unbiased estimator. To calculate a limit of accuracy, we first compute and take the inverse of
the Fisher information matrix corresponding to the particular image data. For a vector $\theta$ of $n$ parameters which we wish to estimate, the Fisher information matrix $\mathbf{I}(\theta)$ is an $n \times n$ matrix where the rows and columns correspond to the $n$ parameters in the order they are arranged in $\theta$. The inverse matrix $\mathbf{I}^{-1}(\theta)$ is thus also $n \times n$, and its $j$th main diagonal element is a lower bound on the variance with which the $j$th parameter in $\theta$ can be estimated using any unbiased estimator. This lower bound is known as the Cramér-Rao lower bound, and by taking its square root, we obtain the limit of accuracy for estimating the $j$th parameter. Note that throughout this paper, we let $\theta \in \Theta$, where $\Theta$ denotes the parameter space that is an open subset of $\mathbb{R}^n$.

The key to arriving at a limit of accuracy is therefore the calculation of the Fisher information matrix, which depends on the modeling of the image data and the specific estimation problem at hand. For an image generated by a microscope and captured by a detector, a general mathematical framework for calculating the Fisher information matrix has been rigorously described in [9]. Based on this framework, expressions for Fisher information matrices and limits of accuracy pertaining to parameter estimation in the context of the imaging of a moving object have been derived in [10]. As we explain in the next section, the limits of accuracy which we compute and analyze in this paper are based on time-discretized versions of the Fisher information expressions from [10].

2.2. Time discretization

In [10], Fisher information expressions, both general and specific, are presented which correspond to a single image that is acquired of a moving object during an arbitrary time interval. The limits of accuracy computed based on these Fisher information matrices therefore apply to the estimation of parameters from a single image that captures an object’s trajectory. In this paper, we consider the scenario where an object’s trajectory is captured instead by a sequence of multiple images, and where parameters are subsequently estimated from the image sequence.

The terminology and notation which we use to describe the time discretization of the imaging process are illustrated in Fig. 1(a). A total acquisition time interval $[0, t_{N_f}]$, over which an object’s trajectory is observed, is divided into $N_f$ frame intervals $[t_{i-1}, t_i], i = 1, 2, \ldots, N_f$. One image is acquired in each frame interval, though in the most general case the actual exposure time need not span the entire frame interval. More precisely, the $N_f$ images in a sequence are acquired over the exposure intervals $[t_{i-1}, e_i], e_i \leq t_i, i = 1, 2, \ldots, N_f$. Note that the $N_f$ frame intervals need not be of the same duration. Similarly, the $N_f$ exposure intervals can in general have different durations.

To arrive at limits of accuracy for the estimation of parameters from a given sequence of $N_f$ images, a Fisher information matrix $\mathbf{I}(\theta)$ that corresponds to the entire sequence needs to be calculated. Given that the trajectory of the moving object is described deterministically as noted in Section 1, it does not in any way contribute to the stochasticity of the imaging process. The stochastic differences between the images in a sequence are therefore solely accounted for by the intrinsic stochasticity of the photon detection process and the detector’s noise processes. By the standard assumption that such processes in one exposure interval are independent of those in all the other exposure intervals, the Fisher information matrix $\mathbf{I}(\theta)$ for an entire image sequence is just the sum of the Fisher information matrices for the individual images [11], i.e.,

$$\mathbf{I}(\theta) = \sum_{i=1}^{N_f} \mathbf{I}_i(\theta),$$

where $\mathbf{I}_i(\theta)$ is the Fisher information matrix for the image acquired during the exposure interval $[t_{i-1}, e_i]$. For each image $i$, $\mathbf{I}_i(\theta)$ is then given, unless otherwise noted, by an appropriate expression from [10], which again readily provides Fisher information matrix expressions that correspond to a single image acquired during an arbitrary time interval, in this case $[t_{i-1}, e_i]$. Given $\mathbf{I}(\theta)$, limits of accuracy are then easily computed as described in Section 2.1. In Sections 2.3 and 2.4, we present specific expressions for $\mathbf{I}(\theta)$ that correspond to imaging using the various detector types considered in this paper. In Section 2.4 where the scenario of
Fig. 1. (a) Time discretization notation and terminology. An acquisition of $N_f$ frames, spanning a total acquisition time $T_{tot}$ over the time interval $[t_0, t_{N_f}]$, consists of the frame intervals $[t_{i-1}, t_i]$, $i = 1, 2, \ldots, N_f$. During each frame interval, the camera exposure begins at the start of the frame interval and stops at or before the end of the frame interval. More precisely, the exposure intervals are given by $[t_{i-1}, e_i]$, $e_i \leq t_i$, $i = 1, 2, \ldots, N_f$. (b) Schematic sketch of a linear trajectory. The trajectory is depicted as a line segment, with an arrowhead indicating the direction of movement. It is described by four parameters: the coordinates $(x_0, y_0)$ of the starting position, the angle $\phi$ specifying the direction of movement with respect to the $x$-axis, and the speed $v$ at which the object travels.

Imaging with an ideal detector is presented, we also provide explicit expressions for the limits of accuracy, under certain assumptions, for a specific estimation problem involving an object moving in a linear trajectory.

2.3. Imaging with a pixelated detector

In this section, we provide the Fisher information expressions for the case where images of a moving object are acquired by a pixelated detector in a sequence of exposure intervals. This general category includes imaging with a practical CCD or EMCCD detector, but we begin with the benchmark scenario of imaging with a hypothetical detector that introduces no noise to the acquired images. The noiseless detector scenario is important in that any practical detector scenario can be compared against it to determine the extent to which detector noise deteriorates the obtainable parameter estimation accuracy.

2.3.1. Hypothetical noiseless detector

Photon emission by an object, and accordingly the detection of those photons by a detector, are typically assumed to follow a Poisson process. Therefore, for a hypothetical noiseless detector, each image in an acquired sequence is assumed to contain just a Poisson-distributed number of photons in each of its pixels, uncorrupted by detector noise. Given such a data model, the Fisher information matrix for a sequence of $N_f$ images, comprising $N_p$ pixels each and acquired over the exposure intervals $[t_{i-1}, e_i]$, $e_i \leq t_i$, $i = 1, 2, \ldots, N_f$, is given by

$$I(\theta) = \sum_{i=1}^{N_f} I_i(\theta) = \sum_{i=1}^{N_f} \sum_{k=1}^{N_p} \frac{1}{\nu_{\theta,k,i}} \left( \frac{\partial \mu_{\theta,k,i}}{\partial \theta} \right)^T \left( \frac{\partial \mu_{\theta,k,i}}{\partial \theta} \right), \quad \theta \in \Theta,$$

where for $k = 1, 2, \ldots, N_p$ and $i = 1, 2, \ldots, N_f$, the function $\nu_{\theta,k,i} = \mu_{\theta,k,i} + \beta_{k,i}$ is the photon signal level in the $k$th pixel of the $i$th image. The summand function $\mu_{\theta,k,i}$ gives the mean of the Poisson-distributed number of photons in the $k$th pixel of the $i$th image that are detected from...
the object of interest, and it can be expressed generally as

$$\mu_{\theta,k,i} = \frac{1}{M^2} \int_{-\frac{e}{1}}^{e} \int_{C_k} \Lambda(\tau) q_{z,\theta(\tau), o_{\theta}(\tau)} \left( \frac{x}{M} - x_{\theta}(\tau), \frac{y}{M} - y_{\theta}(\tau) \right) dx dy d\tau,$$

where \((x_{\theta}(\tau), y_{\theta}(\tau), z\theta(\tau))\) and \(o_{\theta}(\tau), \tau \geq t_0, \) represent respectively the 3-dimensional (3D) trajectory and the orientation of the object of interest, \(\Lambda(\tau), \tau \geq t_0,\) denotes the rate at which photons are detected from the object of interest, \(M > 0\) denotes the lateral magnification of the microscope, \(C_k\) is the region occupied by the pixel, and \(q_{z,\theta(\tau), o_{\theta}(\tau)}\) is the image function [9, 10], which describes the image of the object of interest on the detector plane, at unit lateral magnification, when the object is located along the optical (z-)axis. The summand function \(b_{k,i}\)

gives the mean of the Poisson-distributed number of photons from the background component (i.e., photons that do not originate from the object of interest) in the \(k\)th pixel of the \(i\)th image. It is given by

$$b_{k,i} = \frac{1}{M^2} \int_{-\frac{e}{1}}^{e} \int_{C_k} \Lambda_b(\tau) b_{\tau} \left( \frac{x}{M}, \frac{y}{M} \right) dx dy d\tau,$$

where \(\Lambda_b(\tau)\) and \(b_{\tau}, \tau \geq t_0,\) denote, respectively, the rate at which photons are detected from the background component, and the image function that describes the spatial distribution of those photons at unit lateral magnification.

Note that when the background component is assumed to be absent, we have \(b_{k,i} = 0\) photons for \(k = 1, 2, \ldots, N_p\) and \(i = 1, 2, \ldots, N_f.\) Also, in our notation, subscripts to a function, besides indices referring to the image number or pixel number, are used to specify the parameters on which the function depends. The image function \(q_{z,\theta(\tau), o_{\theta}(\tau)}\), for example, depends on the \(z\)-position and orientation of the object, and both object properties in turn depend on the vector \(\theta\) of parameters to be estimated.

### 2.3.2. CCD detector

For a CCD detector (or an sCMOS detector), each image in an acquired sequence is assumed to contain, in each of its pixels, a Poisson-distributed photon signal that is corrupted by the detector’s additive readout noise. The readout noise is typically modeled as a Gaussian random variable, and in the most general case, its mean and variance can differ from one pixel to another in a given detector. Hence, for \(k = 1, 2, \ldots, N_p,\) and \(i = 1, 2, \ldots, N_f,\) we let the readout noise in the \(k\)th pixel be Gaussian-distributed with mean \(\eta_k\) and variance \(\sigma_k^2.\) For this data model, the Fisher information matrix for a sequence of \(N_f\) images, comprising \(N_p\) pixels each and acquired over the exposure intervals \([t_{i-1}, e_i], e_i \leq t_i, i = 1, 2, \ldots, N_f,\) is given by

$$I(\theta) = \sum_{i=1}^{N_f} I(\theta) = \sum_{i=1}^{N_f} \sum_{k=1}^{N_p} \left( \frac{\partial \mu_{\theta,k,i}}{\partial \theta} \right)^T \left( \frac{\partial \mu_{\theta,k,i}}{\partial \theta} \right)$$

$$\times \left( \frac{e^{-2u_{\theta,k,i}}}{2\pi\sigma_k^2} \int_{R} \frac{1}{p_{\theta,k,i}(z)} \left( \sum_{l=1}^{\infty} \frac{u_{\theta,k,i}^{l-1}}{(l-1)!} e^{-\frac{1}{2} \left( \frac{z-\eta_k}{\sigma_k} \right)^2} d\tau \right) dz - 1 \right),$$

where for \(k = 1, 2, \ldots, N_p\) and \(i = 1, 2, \ldots, N_f, p_{\theta,k,i}\) is the Poisson-Gaussian mixture probability density function given by

$$p_{\theta,k,i}(z) = \frac{e^{-u_{\theta,k,i}}}{\sqrt{2\pi\sigma_k^2}} \sum_{l=0}^{\infty} \frac{[u_{\theta,k,i}]^l}{l!} e^{-\frac{1}{2} \left( \frac{z-\eta_k}{\sigma_k} \right)^2}, \quad z \in \mathbb{R},$$

and the functions \(u_{\theta,k,i}\) and \(\mu_{\theta,k,i}\) are as defined in Section 2.3.1.
2.3.3. EMCCD detector

For an EMCCD detector, each image in an acquired sequence is assumed to contain, in each of its pixels, a Poisson-distributed photon signal that is stochastically amplified before being corrupted by the detector’s additive, Gaussian-distributed readout noise. The stochastic signal amplification is modeled here as a geometrically multiplied branching process [12]. For this data model, the Fisher information matrix for a sequence of \(N_f\) images, comprising \(N_p\) pixels each and acquired over the exposure intervals \([t_{i-1}, t_i]\), \(e_i \leq t_i, i = 1, 2, \ldots, N_f\), is given by

\[
I(\theta) = \sum_{i=1}^{N_f} I_i(\theta) = \sum_{i=1}^{N_f} \sum_{k=1}^{N_p} \left( \frac{\partial \mu_{\theta,k,i}}{\partial \theta} \right)^T \left( \frac{\partial \mu_{\theta,k,i}}{\partial \theta} \right) \times \left( \frac{1}{2\pi \sigma_k^2} \int_{\mathbb{R}} \phi_{\theta,k,i}(z) \cdot \left( \sum_{l=1}^{\infty} e^{-\frac{1}{2}(z-\mu_{l,k,i})^2} \sum_{j=0}^{l-1} \frac{(l-1)_j}{j!} \left( \frac{1-\sigma_k^2}{\eta_l} \right)^{l-j-1} \right) dz \right),
\]

where \(g\) is the electron multiplication gain (i.e., the average number of electrons that the EMCCD signal amplification produces for each detected photon), \(\eta_l\) and \(\sigma_k^2\) are the mean and variance of the Gaussian readout noise at the \(k\)th pixel, and for \(k = 1, 2, \ldots, N_p\) and \(i = 1, 2, \ldots, N_f\), \(p_{\theta,k,i}\) is the probability density function given by

\[
p_{\theta,k,i}(z) = \frac{e^{-\mu_{\theta,k,i}}}{\sqrt{2\pi \sigma_k^2}} \left[ e^{-\frac{1}{2}(z-\mu_{l,k,i})^2} + \sum_{l=1}^{\infty} e^{-\frac{1}{2}(z-\mu_{l,k,i})^2} \sum_{j=0}^{l-1} \frac{(l-1)_j}{j!} \left( \frac{1-\sigma_k^2}{\eta_l} \right)^{l-j-1} \right], \quad z \in \mathbb{R},
\]

and the functions \(\nu_{\theta,k,i}\) and \(\mu_{\theta,k,i}\) are as defined in Section 2.3.1. Note that the expression \(I_i(\theta)\) for each image \(i\) is found in [12], as opposed to [10] for the other detector types considered in this paper.

2.4. Imaging with an ideal detector

In this section, we provide the Fisher information expression for the case where images of a moving object are acquired by an ideal detector. Imaging with an ideal detector represents an important benchmark scenario, as is the case with imaging with a hypothetical noiseless detector (see Section 2.3.1). The assumptions made with an ideal detector, however, go beyond those made with a noiseless detector to eliminate all possible deterioration of the image data. Hence, the resulting limit of accuracy provides an ultimate accuracy benchmark against which the limit of accuracy computed for any of the imaging scenarios of Section 2.3 can be compared.

Not only does the ideal detector scenario assume the absence of detector noise, it assumes the detector to be non-pixelated, meaning that the precision with which the detector records the locations at which photons are detected is not limited by the dimensions of a pixel, but is instead arbitrarily high. Additionally, an ideal detector has an infinite detection area, such that no photon escapes detection by falling outside of the detection area.

Under the assumptions of the ideal detector scenario, the limit of the accuracy for estimating a parameter is, as mentioned in Section 1, referred to as a fundamental limit of accuracy. To calculate fundamental limits of accuracy for the estimation of parameters from a sequence of \(N_f\) images acquired over the exposure intervals \([t_{i-1}, t_i]\), \(e_i \leq t_i, i = 1, 2, \ldots, N_f\), the Fisher
information matrix that is needed is given by

$$
\mathbf{I}(\theta) = \sum_{i=1}^{N_f} \mathbf{I}_i(\theta) = \sum_{i=1}^{N_f} \int_{t_{i-1}}^{t_i} \Lambda^2(\tau) V^T_\theta(\tau) \times \left[ \int \int \left( \frac{\partial q_{\theta}(\tau) \cdot q_\theta(x,y)}{\partial p(\tau)} \right) \left( \frac{\partial q_{\theta}(\tau) \cdot q_\theta(x,y)}{\partial p(\tau)} \right) dxdy \right] V_\theta(\tau) d\tau,
$$

(4)

where $V_\theta(\tau) := \left[ -\frac{\partial x_\theta(\tau)}{\partial \theta} -\frac{\partial y_\theta(\tau)}{\partial \theta} \frac{\partial z_\theta(\tau)}{\partial \theta} -\frac{\partial o_\theta(\tau)}{\partial \theta} \right]^T$ and $p(\tau) := [x \ y \ z_\theta(\tau) \ o_\theta(\tau)]$, $\tau \geq t_0$, and all functions are as defined in Section 2.3.1. As can be seen from the photon detection rate $\Lambda_0$ and the photon spatial distribution function $b_\tau$ in Eq. (4), the ideal detector scenario presented here accounts for the detection of photons from a background component. In doing so, it represents a generalized version of the ideal detector scenario presented in our previous work (e.g., [9, 10]), which assumes the absence of a background component. The generalized version is easily reduced to the more specific scenario by setting the background photon detection rate to zero (i.e., by letting $\Lambda_b(\tau) = 0$, $t_0 \leq \tau \leq t_{N_f}$).

Equation (4) is specific in that it applies only to the ideal detector scenario, but is very general in the sense that it applies to the imaging of an object with any arbitrary 3D trajectory $(x_\theta(\tau), y_\theta(\tau), z_\theta(\tau))$, $\tau \geq t_0$, any arbitrary orientation $o_\theta(\tau)$, $\tau \geq t_0$, and any arbitrary image function $q_{\theta}(\tau), o_{\theta}(\tau)$. The generality of Eq. (4) makes it a very complex expression. However, the introduction of specific assumptions can lead to very simple and explicit expressions for the limits of accuracy. In this paper, for example, we consider a small fluorescent object moving in a linear trajectory that is confined to the focal plane of the microscope. The trajectory is thus 2-dimensional (2D), and has no $z$-component $z_\theta(\tau)$. As depicted in Fig. 1(b), we express the linear trajectory parametrically as $x_\theta(\tau) = x_0 + v(\tau - t_0) \cos \phi$ and $y_\theta(\tau) = y_0 + v(\tau - t_0) \sin \phi$, $t_0 \leq \tau \leq t_{N_f}$, where $(x_0, y_0)$ are the coordinates of the starting position of the object, $\phi$ is the object’s direction of movement specified as an angle with respect to the $x$-axis, and $v$ is the speed at which the object travels. We assume the object to be small enough to be modeled as a point source, and approximate the diffraction pattern formed by the detected photons with a 2D Gaussian profile [13, 14]. The image function is thus independent of the object’s orientation $o_\theta(\tau)$, and is given by

$$
q(x,y) = \frac{1}{2\pi \sigma^2_{\text{gauss}}} e^{-\frac{x^2+y^2}{2\sigma^2_{\text{gauss}}}}, \quad (x,y) \in \mathbb{R}^2,
$$

(5)

where $\sigma_{\text{gauss}} > 0$ is the standard deviation of the Gaussian function. We further assume the common scenario where the rate at which photons are detected from the object is modeled as a constant, i.e., $\Lambda(\tau) = \Lambda_0 \in \mathbb{R}^+$, $t_0 \leq \tau \leq t_{N_f}$, and where the durations of all frame intervals are configured to be equal, i.e., $t_i - t_{i-1} = t_{i+1} - t_i$, $i = 1, 2, \ldots, N_f - 1$, and the durations of all exposure intervals are configured to be equal, i.e., $e_i - t_{i-1} = e_{i+1} - t_i := T_e$, $i = 1, 2, \ldots, N_f - 1$. Additionally, we assume the absence of a background component. Given these conditions, and given that we wish to estimate the starting position, the direction, and the speed of the object’s trajectory, i.e., $\theta = (x_0, y_0, \phi, v) \in \Theta$, the fundamental limits of accuracy $\delta_{o_\theta}, \delta_{\theta_0}, \delta_\phi,$ and $\delta_v$ for...
the estimation of $x_0, y_0, \phi$, and $v$, respectively, are given by

$$
\delta_{x_0} = \delta_{y_0} = 2\sigma_{\text{gauss}} \cdot \sqrt{\frac{T_c^2 + \frac{3}{2}T_e(T_{tat} - \frac{F}{c}) + \left(\frac{T_c^2 - 3T_{tat}^2}{2T_e^2} + \frac{1}{F^2}\right)}{\Lambda_0 F T_{tat} T_e \left(\frac{T_c^2 + T_{tat}^2}{F^2}\right)}},
$$

$$
\delta_{\phi} = \frac{2\sigma_{\text{gauss}}}{v} \cdot \sqrt{\frac{3}{\Lambda_0 F T_{tat} T_e \left(\frac{T_c^2 + T_{tat}^2}{F^2}\right)}},
$$

$$
\delta_{v} = 2\sigma_{\text{gauss}} \cdot \sqrt{\frac{3}{\Lambda_0 F T_{tat} T_e \left(\frac{T_c^2 + T_{tat}^2}{F^2}\right)}},
$$

(6)

where $T_{tat} := t_{Nf} - t_0$ denotes the duration of the total acquisition time interval, and $F := N_f / T_{tat}$ denotes the acquisition frame rate. This result is stated formally as Theorem 1 in the Appendix, where a proof is also provided. The theorem includes a more general result that does not require equal frame durations and equal exposure durations, and it also includes the case where the image of the object is modeled with the classical Airy profile [15]. The simple expressions in Eq. (6) have the important advantage that they can be easily evaluated without having to explicitly calculate a Fisher information matrix.

If we additionally assume the common scenario of a continuous acquisition where there is no time gap between the end of exposure of one frame and the start of exposure of the next frame (i.e., if we set the exposure duration to be equal to the frame duration by letting $T_e = 1 / F$), then the fundamental limits of accuracy in Eq. (6) reduce to

$$
\delta_{x_0} = \delta_{y_0} = \frac{2\sigma_{\text{gauss}}}{\sqrt{\Lambda_0 T_{tat}}},
$$

$$
\delta_{\phi} = \frac{2\sqrt{3}\sigma_{\text{gauss}}}{T_{tat} \sqrt{\Lambda_0 T_{tat}}},
$$

$$
\delta_{v} = \frac{2\sqrt{3}\sigma_{\text{gauss}}}{T_{tat} \sqrt{\Lambda_0 T_{tat}}},
$$

(7)

which no longer depend on parameters related to frame intervals or exposure intervals, and instead depend only on the total acquisition time $T_{tat}$. With the time gaps between successive exposure intervals removed, the continuous acquisition scenario in the case of an ideal detector is equivalent to the recording of the entire trajectory in a single image. Accordingly, the expressions in Eq. (7) are identical to the fundamental limits of accuracy derived in [10] for the capture of an entire 2D linear trajectory in a single image under the same assumptions of a 2D Gaussian image function and a constant photon detection rate.

3. Results and discussion

Using the theoretical results of Section 2, we first illustrate in Section 3.1, using the example of a small fluorescent object moving in a linear trajectory, how time discretization of the imaging process affects the limits of accuracy corresponding to the different detector-dependent data models presented in Sections 2.3 and 2.4. We compare the practical limits of accuracy for CCD and EMCCD imaging with each other, and against the benchmarks provided by the limits of accuracy for imaging with a hypothetical noiseless detector and an ideal detector. To further illustrate the usefulness of computing and comparing limits of accuracy, we also present a study on how the levels of various noise sources might affect the selection of a detector for image acquisition. Subsequently, in Section 3.2, we present results that demonstrate the same detector-dependent effects of time discretization for an object moving in a circular arc trajectory. Lastly, in Section 3.3, we look at how increasing the spatial resolution of the detector might be used to improve the accuracy of parameter estimation.

For our illustrations, we assume the trajectory of the object to be confined to the focal plane of a microscope. We further assume a constant rate for the detection of photons from the object. We model the object as a point source, and assume its image to be given by the 2D Gaussian
image function of Eq. (5). Images of the moving object are assumed to be acquired in sequence, without any time gaps between successive exposure intervals (i.e., \( t_i = t_i, i = 1, 2, \ldots, N_f \), in Fig. 1(a)). Images in a sequence are also assumed to have equal exposure durations (i.e., \( t_i - t_{i-1} = t_{i+1} - t_i, i = 1, 2, \ldots, N_f - 1 \), in Fig. 1(a)). With the exception of an exploration of the effect of background noise on detector choice in Section 3.1.5, we additionally assume the absence of a background component, and all detected photons thus originate from the object.

3.1. Effect of acquisition frame rate

In Fig. 2, we show, as functions of the acquisition frame rate, the limits of accuracy for the estimation of the starting coordinates \( x_0 \) and \( y_0 \), the direction-specifying angle \( \phi \), and the speed \( v \) for a point source moving in a linear trajectory (see Fig. 1(b); also see Section 2.4 for the definition of a linear trajectory \((x_\theta(\tau), y_\theta(\tau))\)). Each of these four parameters of interest is given its own plot, in which limits of accuracy corresponding to different detector types are shown as the frame rate is varied from a low 5 frames per second (fps) to a high 200 fps.

3.1.1. Ideal detector provides the ultimate accuracy benchmark

In each plot of Fig. 2, the fundamental limit of accuracy is computed using the appropriate expression in Eq. (7), and is plotted as a straight line because it does not depend on the acquisition frame rate. The fact that the fundamental limit of accuracy attains the lowest numerical value of all the curves in the plot is expected, as it is meant to be the ultimate benchmark (i.e., the lowest possible standard deviation for estimating the parameter) based on the assumptions of an infinite detection area and the absence of detector noise and image pixelation.

3.1.2. Hypothetical noiseless detector yields accuracy that improves with increasing frame rate

For all four parameters of interest, it can be seen from Fig. 2 that the limit of accuracy for a hypothetical noiseless detector, computed using Eq. (1), improves (i.e., decreases in value) monotonically with increasing acquisition frame rate. Intuitively, this behavior can be attributed to the fact that a higher frame rate produces an image sequence that represents a finer temporal sampling of the trajectory, thereby capturing more information about the trajectory, and enabling the determination of the trajectory’s parameters with higher accuracy.

The plots of Fig. 2 suggest that beyond a certain frame rate (25 fps or so in this particular example), the improvement of the limit of accuracy for the hypothetical noiseless detector becomes substantially less appreciable. Moreover, one can see that the limit of accuracy levels off at a value that is higher than the fundamental limit of accuracy, and that it will therefore never attain the ultimate benchmark. Consequently, the best possible estimation accuracy that can be expected when a noiseless detector is used will always be poorer than the best possible accuracy that can be expected when an ideal detector is used. The primary reason for this is that whereas an ideal detector produces non-pixelated images of arbitrarily high spatial resolution, (i.e., images where the position at which each photon is detected is recorded with arbitrarily high precision), a noiseless detector produces pixelated images of lower spatial resolution (i.e., images where the position at which each photon is detected is recorded with a precision that is limited by the dimensions of a pixel). In other words, while the noiseless detector data model accounts for the data-deteriorating effect of image pixelation, the ideal detector data model assumes its absence. Though both of these data models are based on unrealistic assumptions, a comparison between their limits of accuracy provides a means for studying the effect of pixelation on the accuracy of parameter estimation.
Fig. 2. Limits of accuracy, shown as functions of the acquisition frame rate, for the estimation of (a) the coordinate $x_0$ and (b) the coordinate $y_0$ of the starting position, (c) the angle $\phi$ specifying the direction of movement with respect to the $x$-axis, and (d) the speed $v$, of a point source moving in a linear trajectory (see Fig. 1(b)). In each plot, the limits of accuracy correspond to imaging with an ideal detector (★), a hypothetical noiseless detector (□), a CCD detector (⋄), and an EMCCD detector (◦). For each pixelated detector type, the pixel size is $16\mu m \times 16\mu m$, and an image consists of an $8 \times 8$ pixel array. The CCD detector adds readout noise with mean $\eta_k = 0 e^-$ and standard deviation $\sigma_k = 2 e^-$ to each pixel $k$. The EMCCD detector amplifies photon signals at an electron multiplication gain of $g = 950$, and adds readout noise with mean $\eta_k = 0 e^-$ and standard deviation $\sigma_k = 24 e^-$ to each pixel $k$. The absence of a background component is assumed. The 2D Gaussian profile that models the image of the point source has a standard deviation of $\sigma_{gauss} = 84$ nm, and the rate at which photons are detected from the point source is $\Lambda_0 = 2000$ photons/s. The magnification of the microscope is $M = 100$. The values of the estimated parameters are $x_0 = y_0 = -250$ nm with respect to the optical ($z$-)axis which passes through the center of an image, $\phi = 30^\circ$, and $v = 1500$ nm/s. At any given frame rate, the total acquisition time is $T_{tot} = 0.4$ s, and is divided equally among all frames. The acquisition has no time gaps between successive exposures. The CCD limit of accuracy attains its best (i.e., lowest) value, in (a) and (d), at 15 fps, where the average photon signal level per frame and per pixel are 133 and 2.08 photons, and, in (b) and (c), at 10 fps, where the average photon signal level per frame and per pixel are 200 and 3.125 photons. In (a), (b), (c), and (d), the EMCCD limit of accuracy first attains a lower value than the CCD limit of accuracy at around 25 fps, where the average photon signal level per frame and per pixel are 80 and 1.25 photons.
3.1.3. CCD detector yields poor accuracy at high frame rates

For image acquisition with a CCD detector, the plots of Fig. 2 show that the limit of accuracy, computed using Eq. (2), improves as the frame rate is increased up to a certain point. Beyond this certain frame rate, however, the limit of accuracy steadily worsens as the frame rate continues to be increased. For example, the limit of accuracy for estimating the $x_0$ coordinate improves from 10.1 nm at 5 fps to 8.8 nm at 15 fps, but exhibits a deteriorating trend thereafter. This interesting behavior can be explained by a tradeoff between two opposing effects. On the one hand, more information about the trajectory is gained when the frame rate is increased to produce an image sequence that represents a finer temporal sampling of the trajectory. This is the same effect that is seen with the hypothetical noiseless detector (see Section 3.1.2). On the other hand, some information about the trajectory is lost when the frame rate is increased, since fewer photons are detected in each frame due to the shortened exposure interval, resulting in the readout noise in each image pixel becoming increasingly significant compared to the photon signal detected in the pixel.

When the shortened exposure interval is still long enough such that a sufficient number of photons are still detected in each frame, the deteriorative effect of a lowered signal to detector noise ratio does not entirely negate the advantage gained with the increased temporal resolution. This tradeoff in favor of the increased temporal resolution is what accounts for the improving trend that is seen for the limit of accuracy at relatively low frame rates (up to 15 fps for the $x_0$ coordinate in our example). On the contrary, when the frame rate increase shortens the exposure interval to such an extent that the advantage gained with the higher temporal resolution is eclipsed by the deteriorative effect of a lowered signal to detector noise ratio, the tradeoff in favor of the latter results in a worsening trend for the limit of accuracy. This is seen for frame rates beyond 15 fps for the $x_0$ coordinate in our example. At these higher frame rates, an average of less than 133 photons are detected per image in a given sequence.

The plots of Fig. 2 thus demonstrate that while a CCD detector is appropriate for imaging at relatively low frame rates, its readout noise renders it unsuitable for imaging at higher frame rates. This is especially the case for imaging under conditions where only a relatively low number of photons can be expected to be detected from the moving object of interest over the course of its trajectory.

Note that at any given frame rate, the limit of accuracy for a CCD detector is worse than the limit of accuracy for a hypothetical noiseless detector. This is expected, since the difference between the two imaging scenarios is the data-deteriorating effect of the CCD detector’s readout noise. The best possible estimation accuracy that can be expected when a CCD detector is used will therefore always be worse than the best possible accuracy that can be expected when a noiseless detector is used. Despite the fact that imaging with a noiseless detector is a hypothetical scenario, a comparison of its limit of accuracy with the CCD limit of accuracy represents a useful way of investigating the effect of readout noise on the accuracy of parameter estimation.

3.1.4. EMCCD detector implements UAIM and yields high accuracy at high frame rates

An EMCCD detector has readout noise just like a CCD detector, but is capable of substantially reducing the corruptive effect of the noise on the photon signal. It achieves this by amplifying the signal in a given pixel before the signal is read out, thereby producing an augmented signal that is large in comparison to the noise introduced when it is read out. The signal amplification is a stochastic process, however, meaning that it is itself a source of detector noise that deteriorates the photon signal. Nevertheless, by virtue of the signal amplification, the plots of Fig. 2 show that, unlike what is observed for the CCD scenario, the limit of accuracy for an EMCCD detector (computed using Eq. (3)) improves with increasing frame rate throughout the entire range of frame rates shown, even in the range of higher frame rates where relatively few
photons are detected per image. At frame rates of 100 fps and higher, for example, an average of no more than 20 photons are detected per image in a given sequence.

The fact that the EMCCD limit of accuracy improves rather than deteriorates at higher frame rates is explained by the noise characteristics of an EMCCD detector. Provided that a high level of signal amplification (i.e., a high electron multiplication gain) is used, a small photon signal detected in an EMCCD pixel will be less corrupted by detector noise (i.e., by both the readout noise and the stochasticity of the signal amplification) than a large photon signal [12]. In other words, the overall effect of the stochastic signal amplification and the subsequent readout of the amplified signal is such that the original signal in a given pixel will experience less corruption when it is small to begin with. Therefore, at high frame rates where the shortened exposures result in few photons being detected per frame (and, accordingly, very small amounts of signal being detected per pixel), the limit of accuracy continues to improve because the advantage gained with the increased temporal resolution is not offset by a significant loss of information due to corruption of the signals in the pixels by detector noise. This is in direct contrast to imaging with a CCD detector, where at higher frame rates the benefit of the increased temporal resolution is negated by corruption of the signal by readout noise.

Importantly, when a sufficiently high frame rate is used, such that images are produced where the photon count in each pixel generally averages less than one, the imaging method UAIM [7] is effectively implemented. A UAIM image is unusual, in that its unconventionally low pixel photon counts often make visual detection of the imaged object a difficult task. From the perspective of parameter estimation, however, such an unconventional image enables estimation with very high accuracy, owing to the fact that the very low signals in its pixels are minimally corrupted by detector noise. (Indeed, the minimal corruption when the signal level in a pixel is less than one photon, which has been demonstrated using an information-theoretic approach in [7], correlates with the fact that under such an extreme low-light regime, one can discern signal from the EMCCD detector’s readout noise with relatively high certainty (e.g., [16])). In fact, a parameter estimation accuracy can be attained that is close to the accuracy that one can only achieve when a detector that introduces no noise is used. This is demonstrated in Fig. 2, where in each plot the EMCCD limit of accuracy can be seen to approach the limit of accuracy for the hypothetical noiseless detector at high frame rates. At 200 fps (the highest frame rate shown), for example, the EMCCD limit of accuracy for estimating the \( x_0 \) coordinate is 8.0 nm, and is within 18% of the limit of accuracy of 6.8 nm for the noiseless detector. At this high frame rate, the brightest of all pixels in the entire sequence of 80 images (acquired over the total acquisition time of 0.4 s) detects an average of only 4.3 photons, and nearly 95% of the pixels in the sequence detect an average of less than 1 photon each.

Note that while the EMCCD limit of accuracy can get close to the limit of accuracy for the hypothetical noiseless detector, it will never actually attain it. As is the case with the CCD scenario, this is due to the data-deteriorating effect of detector noise, which can never be completely eliminated. Also, as can be seen in the example of Fig. 2, it is often the case that the EMCCD limit of accuracy is worse than the CCD limit of accuracy at low frame rates. This can be expected whenever the relatively long exposures at low frame rates allow enough photons to be captured in each frame to sufficiently overcome the readout noise of the CCD detector, and to render the EMCCD detector’s signal amplification unnecessary. In general, it is not always easy to determine when to use one type of detector over the other, as the answer depends on the precise experimental setting (e.g., frame rate, photon budget, detector noise parameters, magnification). However, our approach of computing and comparing limits of accuracy provides a useful means of arriving at the answer. We give examples in the next section, where we make use of limits of accuracy to examine how the levels of different noise sources might affect the choice of detector.
3.1.5. Effect of noise on detector choice

By comparing the limits of accuracy corresponding to different levels of various noise sources, we explore in this section how the readout noise level of a CCD detector, the readout noise level and signal amplification level of an EMCCD detector, and the noise level of the background component might impact the selection of a detector for image acquisition. With the exception of the noise levels which are varied, the examples considered assume the experimental setting of Fig. 2, and use the estimation of the $x_0$ coordinate for illustration. Note that the general results presented below (e.g., the shifting of the frame rate at which the CCD and EMCCD limits of accuracy intersect as a result of changing the CCD detector’s readout noise level) are also applicable to the estimation of parameters in other problems. However, the specific results (e.g., the specific frame rate at which the CCD and EMCCD limits of accuracy intersect) pertain strictly to the problem of Fig. 2.

The lower the level of readout noise, the lesser the extent to which the acquired image data is corrupted. Therefore, the lower the readout noise level of a CCD detector, the better the accuracy with which one can expect to estimate a parameter of interest from an image sequence acquired at a given frame rate. Further, it follows that when a CCD detector with a lower readout noise level is used, one can acquire images at higher frame rates and yet still expect to carry out parameter estimation with an accuracy that is superior or comparable to that which is attainable if an EMCCD detector is used instead. Figure 3(a) demonstrates both of these points with CCD limits of accuracy that correspond to readout noise standard deviations of 1, 2, and 6 electrons. At each frame rate shown, it can be seen that the detector with the low 1-electron noise level has the best (i.e., smallest) limit of accuracy, and that the detector with the high 6-electron noise level has the worst (i.e., largest) limit of accuracy. Moreover, whereas the limit of accuracy for the detector with the 2-electron noise level starts to become worse than the EMCCD limit of accuracy at around 25 fps, the limit of accuracy for the detector with the 1-electron noise level only starts to become worse than the EMCCD limit of accuracy at a significantly higher 70 fps or so. Lowering the readout noise level for the CCD detector thus shifts the intersection of the CCD and EMCCD limits of accuracy to a higher frame rate, and allows the use of a CCD instead of an EMCCD detector at higher acquisition speeds without losing any accuracy in the parameter estimation. (Note that for the detector with the 6-electron noise level, the image data is corrupted to such an extent that the limit of accuracy is worse than the EMCCD limit of accuracy across all frame rates shown.)

As in the case of a CCD detector, increasing the readout noise level of an EMCCD detector can be expected to produce image data that is more corrupted. However, given that an EMCCD detector is operated at a high level of signal amplification, as is typically the case, its readout noise level makes a relatively small impact on the extent to which the photon signal in a given pixel is corrupted. This has been reported in [7], where it was shown that when the photon signal level in a pixel is low, increasing the readout noise level results in greater signal corruption, though the effect is not substantial, in the sense that the extent of signal corruption is increased only by a relatively small amount over a large range of readout noise levels. Further, it was shown that as the photon signal level in a pixel increases, the effect of the readout noise level becomes even more insignificant. Extending this result to each pixel of an image sequence, one can expect that increasing the readout noise level of an EMCCD detector will only deteriorate the accuracy of parameter estimation by a relatively small amount. This is illustrated in Fig. 3(b), where EMCCD limits of accuracy are shown which correspond to a high electron multiplication gain of 950 and readout noise standard deviations of 12, 24, 36, and 64 electrons. At each frame rate shown, the EMCCD limit of accuracy worsens with increasing readout noise level. As expected, however, the values of the limits at a given frame rate are very close, especially at the lowest frame rates where the readout noise level has an almost negligible effect.
Fig. 3. Comparing the limits of accuracy, corresponding to imaging with CCD and EMCCD detectors at different levels of various noise sources and shown as functions of the acquisition frame rate, for the estimation of the coordinate $x_0$ of the starting position of a point source moving in a linear trajectory. In (a), the limits of accuracy correspond to CCD imaging with a readout noise standard deviation (SD) of $\sigma_k = 1 \text{ e}^- (\text{red } \circ)$, $2 \text{ e}^- (\text{black } \circ)$, and $6 \text{ e}^- (\text{blue } \circ)$ in each pixel $k$, and to EMCCD imaging ($\circ$) with an electron multiplication (EM) gain of $g = 950$ and a readout noise SD of $\sigma_k = 24 \text{ e}^- \text{ in each pixel } k$. In (b), the limits of accuracy correspond to EMCCD imaging with an EM gain of $g = 950$ and a readout noise SD of $\sigma_k = 12 \text{ e}^- (\text{green } \circ)$, $24 \text{ e}^- (\text{black } \circ)$, $36 \text{ e}^- (\text{red } \circ)$, and $64 \text{ e}^- (\text{blue } \circ)$ in each pixel $k$, and to CCD imaging ($\circ$) with a readout noise SD of $\sigma_k = 2 \text{ e}^- \text{ in each pixel } k$. In (c), the limits of accuracy correspond to EMCCD imaging with an EM gain of $g = 2000 (\text{green } \circ)$, $950 (\text{black } \circ)$, $300 (\text{red } \circ)$, and $50 (\text{blue } \circ)$, and a readout noise SD of $\sigma_k = 24 \text{ e}^- \text{ in each pixel } k$, and to CCD imaging ($\circ$) with a readout noise SD of $\sigma_k = 2 \text{ e}^- \text{ in each pixel } k$. In (a), (b), and (c), the absence of a background component is assumed. In (d), the limits of accuracy correspond to CCD imaging ($\circ$) and EMCCD imaging ($\circ$) with background noise levels of $\beta_{k,i} = 0 (\text{black})$, $5 (\text{red})$, and $10 (\text{blue})$ photons in each pixel $k$ of each frame $i$ at 5 fps. (At each noise level, the background photons are assumed to be detected at a constant rate, and to be distributed uniformly over the detector.) For CCD imaging, readout noise with an SD of $\sigma_k = 2 \text{ e}^- \text{ in each pixel } k$ is assumed. For EMCCD imaging, an EM gain of $g = 950$ and readout noise with an SD of $\sigma_k = 24 \text{ e}^- \text{ in each pixel } k$ are assumed. In (a), (b), (c), and (d), the readout noise in all cases has a mean of $\eta_k = 0 \text{ e}^- \text{ in each pixel } k$. Other details of the acquisition setting and problem description, including the values of parameters not mentioned here, are as specified in Fig. 2.
due to the relatively large photon signal levels in the pixels. At the higher frame rates, the differences in the values of the limits are a little bigger, as the readout noise level has more of an effect when the photon signal levels are smaller. Figure 3(b) further shows that due to the minor impact of the readout noise level, the performance of the EMCCD detector, relative to that of the CCD detector, is essentially unchanged. For all four readout noise levels considered, the EMCCD limit of accuracy intersects the CCD limit of accuracy at around 25 fps.

It has been shown in [12] that the effect of the EMCCD signal amplification level on the extent to which the photon signal in a given pixel is corrupted depends on the pixel’s photon signal level. When the photon signal level is low, increasing the amplification level can be expected to lessen the signal corruption. When the photon signal level is high, increasing the amplification level can potentially lead to greater signal corruption. Since an image sequence is a collection of pixels with different photon signal levels, the overall level of corruption, and hence the accuracy for estimating a parameter from the sequence, will be determined by the combined effect of the varied levels of signal corruption in the individual pixels. For a relatively low-light image sequence, one can generally expect that increasing the amplification level will lessen the overall level of corruption and yield an improved parameter estimation accuracy. This is the case for our example, where the average photon signal level ranges from 6.25 photons per pixel at 5 fps to 0.156 photons per pixel at 200 fps. In Fig. 3(c), where EMCCD limits of accuracy that correspond to electron multiplication gains of 50, 300, 950, and 2000 are plotted, it can be seen, at each frame rate shown, that increasing the signal amplification level improves the limit of accuracy. The improvement can be seen to become more substantial as the photon signal per frame decreases with increasing frame rate. Going from a relatively high gain of 300 to the highest gain of 2000, for example, the improvement in accuracy is 0.5% (from 11.88 nm to 11.82 nm) at 5 fps, compared to 4.7% (from 8.26 nm to 7.87 nm) at 200 fps. Going from a low gain of 50 to the highest gain of 2000, the improvement is more drastic, ranging from 2.6% (from 12.13 nm to 11.82 nm) at 5 fps to 21.7% (from 10.05 nm to 7.87 nm) at 200 fps. Figure 3(c) further suggests that changing the signal amplification level in the high range of 300 to 2000 does not alter very much the frame rate at which the CCD and EMCCD limits of accuracy intersect. At all three gains of 300, 950, and 2000, the EMCCD detector begins to yield better accuracies than the CCD detector at around 25 fps. The figure also shows that at the low gain of 50, the intersection occurs at around 35 fps, indicating that under a relatively low-light setting, a CCD detector can outperform an EMCCD detector up to a higher frame rate if the latter is operated at a low signal amplification level. (Note that at the low electron multiplication gain of 50, the limit of accuracy actually starts to exhibit a deteriorating trend at around 50 fps. This scenario therefore serves to demonstrate the necessity of using a high level of signal amplification when implementing UAIM.)

The background component introduces photons that originate from anything other than the object of interest, and are indistinguishably detected along with the photons originating from the object of interest. It is therefore a source of noise, and as such, it can only worsen the accuracy for estimating a parameter, regardless of the specific detector type that is used to acquire the image data. From the perspective of its interplay with detector noise, however, the effect of the background component depends on the particular detector type. For a CCD detector, the detection of background photons increases the photon signal level in each pixel, resulting in an improved signal to readout noise ratio. For an EMCCD detector, the increased photon signal level in each pixel has the undesirable effect of rendering the signal amplification less beneficial (see Section 3.1.4). Therefore, with increasing levels of background noise, the general expectation is that the CCD detector will be able to outperform the EMCCD detector up to increasingly higher frame rates. Figure 3(d) provides an illustration of the points made with CCD and EMCCD limits of accuracy corresponding to three different levels of background noise.
noise. The background photons are assumed to be distributed uniformly over the detector, and the three noise levels correspond to constant background photon detection rates that translate to the detection of an average of 0, 5, and 10 background photons per pixel at 5 fps. (Note that an average of 0 photons per pixel is equivalent to the absence of a background component.) Demonstrating that the parameter estimation accuracy worsens with increasing noise level regardless of the detector type, Fig. 3(d) shows that at any given frame rate, the CCD and EMCCD limits of accuracy worsen as the background noise level (at 5 fps) is increased from 0 to 5 to 10 photons per pixel. Demonstrating that the nature of the interplay between the background component and detector noise is such that an increased background noise level allows the CCD detector to outperform the EMCCD detector up to a higher frame rate, the figure shows that the frame rate at which the CCD and EMCCD limits of accuracy intersect changes from around 25 fps to 44 fps to 54 fps as the noise level (at 5 fps) increases from 0 to 5 to 10 photons per pixel. Another way to appreciate that the nature of the interplay favors the CCD detector is to note that even though both the CCD and EMCCD limits of accuracy worsen with increasing levels of background noise, the deterioration of the EMCCD limit of accuracy, at each frame rate shown, is more substantial than the deterioration of the CCD limit of accuracy. (Note that though not shown in Fig. 3(d), the limits of accuracy for the hypothetical noiseless detector and the ideal detector will also worsen with increasing levels of background noise.)

3.2. A second example: circular arc trajectory

In Fig. 4, the case of a point source moving in a trajectory described by a circular arc is considered. There are five parameters of interest (see Fig. 5), namely the coordinates $x_c$ and $y_c$ of the center of the circular arc, the radius $R$ of the circular arc, the angular speed $\omega$ at which the point source moves along the arc, and the angular offset $\psi_0$ that specifies the point source’s starting position with respect to the x-axis. Expressed in terms of these parameters, the trajectory is given by $x_\theta(\tau) = x_c + R\cos(\omega(\tau - t_0) + \psi_0)$ and $y_\theta(\tau) = y_c + R\sin(\omega(\tau - t_0) + \psi_0)$, $\theta = (x_c, y_c, R, \omega, \psi_0)$, $t_0 \leq \tau \leq t_{N_f}$.

For the scenarios involving a pixelated detector, the limits of accuracy shown in Fig. 4 are obtained using the Fisher information matrix expressions of Section 2.3 as in the case of the linear trajectory, but with the trajectory $(x_\theta(\tau), y_\theta(\tau))$ as defined here for the circular arc. For the ideal detector scenario, the fundamental limits of accuracy can be computed using the Fisher information matrix of Eq. (4). However, by the assumption of a continuous acquisition with no time gaps between successive exposure intervals, they can also be computed using a more specific Fisher information matrix expression that is presented in Corollary 5 in [10].

We again consider the effect of the acquisition frame rate on the limits of accuracy corresponding to the various detector-dependent data models. For each parameter, the limits of accuracy in Fig. 4 exhibit trends similar to those shown in Fig. 2 for a linearly moving point source. This example helps to demonstrate that similar results can be expected for the limits of accuracy regardless of the specific trajectory and the specific parameters of interest.

3.3. Effect of spatial resolution

As discussed in Section 3.1.4 and shown in Figs. 2 and 4, the limit of accuracy for an EMCCD detector can get close to the limit of accuracy for a hypothetical noiseless detector at high frame rates, but never actually attain it because the EMCCD detector produces images that are corrupted by detector noise. The limit of accuracy for a noiseless detector is thus a bound for the EMCCD limit of accuracy. We demonstrate in this section, however, that the bound itself can be improved, and that by improving the bound, the EMCCD limit of accuracy is also improved.

As explained in Section 3.1.2 and shown in Figs. 2 and 4, a gap exists between the limit of accuracy for a hypothetical noiseless detector and the fundamental limit of accuracy primarily
Fig. 4. Limits of accuracy, shown as functions of the acquisition frame rate, for the estimation of (a) the coordinate $x_c$ and (b) the coordinate $y_c$ of the center of the circular arc traversed by a point source, (c) the radius $R$ of the circular arc, (d) the angular speed $\omega$ at which the point source travels, and (e) the angular offset $\psi_0$ specifying the starting position of the point source with respect to the $x$-axis (see Fig. 5). In each plot, the limits of accuracy correspond to imaging with an ideal detector ($\ast$), a hypothetical noiseless detector (□), a CCD detector (○), and an EMCCD detector (◦). For each pixelated detector type, the pixel size is $16 \mu m \times 16 \mu m$, and an image consists of an $8 \times 8$ pixel array. The CCD detector adds readout noise with mean $\eta_k = 0 e^{-}$ and standard deviation $\sigma_k = 2 e^{-}$ to each pixel $k$. The EMCCD detector amplifies photon signals at an electron multiplication gain of $g = 950$, and adds readout noise with mean $\eta_k = 0 e^{-}$ and standard deviation $\sigma_k = 24 e^{-}$ to each pixel $k$. The absence of a background component is assumed. The 2D Gaussian profile that models the image of the point source has a standard deviation of $\sigma_{\text{gauss}} = 84 \text{ nm}$, and the rate at which photons are detected from the point source is $\Lambda_0 = 2000 \text{ photons/s}$. The magnification of the microscope is $M = 100$. The values of the estimated parameters are $x_c = y_c = 0 \text{ nm}$ with respect to the optical ($z$)-axis which passes through the center of an image, $R = 250 \text{ nm}$, $\omega = 6 \text{ rad/s}$, and $\psi_0 = 20^\circ$. At any given frame rate, the total acquisition time is $T_{\text{tot}} = 0.4 \text{ s}$, and is divided equally among all frames. The acquisition has no time gaps between successive exposures. The CCD limit of accuracy attains its best (i.e., lowest) value, in (a), at 5 fps, where the average photon signal level per frame and per pixel are 400 and 6.25 photons, and, in (b), (c), (d), and (e), at 15 fps, where the average photon signal level per frame and per pixel are 133 and 2.08 photons. In (a), (b), (c), (d), and (e), the EMCCD limit of accuracy first attains a lower value than the CCD limit of accuracy at around 25 fps, where the average photon signal level per frame and per pixel are 80 and 1.25 photons.
Fig. 5. Schematic sketch of a circular arc trajectory. The trajectory is depicted as a circular arc, with an arrowhead indicating the direction of movement. It is described by five parameters: the coordinates \((x_c, y_c)\) of the center of the circular arc, the radius \(R\) of the circular arc, the angular speed \(\omega\) at which the object travels along the arc, and the angular offset \(\psi_0\) specifying the object’s starting position with respect to the \(x\)-axis.

because the noiseless detector produces pixelated images that are of lower spatial resolution than the non-pixelated images produced by an ideal detector. Therefore, to improve the limit of accuracy for the noiseless detector, the idea is to increase the spatial resolution of the resulting image so that it better approximates an ideal non-pixelated image of arbitrarily high resolution. The general strategy is to somehow reduce the effective pixel size of the detector so that more finely pixelated images are produced. The finer the pixelation that one can achieve, the higher the spatial resolution of the resulting image, and the closer the image will be to an ideal non-pixelated image. While the effective pixel size of a detector can be reduced, for example, by increasing the magnification of the microscope system [7], another approach is to simply use a detector that has a smaller physical pixel size. For our illustration here, we assume that the latter approach is taken.

We revisit the estimation problem in Section 3.1, but for each pixelated detector type, we consider two detectors with different spatial resolutions. The detector with the lower resolution has \(16\mu\text{m} \times 16\mu\text{m}\) pixels, and the corresponding limits of accuracy are the ones plotted in Fig. 2, which have been duplicated in Fig. 6. The detector with the higher resolution has \(8\mu\text{m} \times 8\mu\text{m}\) pixels, and the corresponding limits of accuracy are plotted in Fig. 6 for comparison.

3.3.1. Hypothetical noiseless detector with higher spatial resolution yields improved accuracy

From the plots of Fig. 6, it can be seen that by virtue of its twofold resolution improvement in both the \(x\) and the \(y\) dimensions over its lower resolution counterpart, the higher resolution noiseless detector has a limit of accuracy curve that is lower, and hence closer to the fundamental limit of accuracy, than the curve for the lower resolution noiseless detector. At the high acquisition frame rate of 200 fps, for example, the limit of accuracy for estimating the \(x_0\) coordinate improves from 6.8 nm (within 15% of the fundamental limit of accuracy of 5.9 nm) for the low resolution detector, to 6.2 nm (within 5% of the fundamental limit of accuracy) for the high resolution detector.

3.3.2. EMCCD detector with higher spatial resolution yields improved accuracy

Analogous to what we see for the noiseless detector scenario, the plots of Fig. 6 show that the limit of accuracy curve for the higher resolution EMCCD detector is lower, and hence closer
Fig. 6. Comparing the limits of accuracy, corresponding to imaging with detectors of different spatial resolutions, for the estimation of (a) the coordinate $x_0$ and (b) the coordinate $y_0$ of the starting position, (c) the angle $\phi$ specifying the direction of movement with respect to the $x$-axis, and (d) the speed $v$, of a point source moving in a linear trajectory (see Fig. 1(b)). In each plot, limits of accuracy as functions of the acquisition frame rate are shown which correspond to imaging with an ideal detector ($*$), a hypothetical noiseless detector (□), a CCD detector (○), and an EMCCD detector (◦). For each pixelated detector type, the limits of accuracy correspond to imaging with a low resolution detector (—) having a 16$\mu$m × 16$\mu$m pixel size, and imaging with a high resolution detector (––) having an 8$\mu$m × 8$\mu$m pixel size. In either case, the size of an image is 128$\mu$m × 128$\mu$m, such that an image for the low resolution detector consists of an 8×8 pixel array, and an image for the high resolution detector consists of a 16×16 pixel array. Other details of the acquisition setting and problem description, including the values of parameters not mentioned here, are as specified in Fig. 2. Note that due to identical assumptions, the curves corresponding to the low resolution detector are the same as those shown in Fig. 2. For the high resolution detector, the CCD limit of accuracy attains its best (i.e., lowest) value, in (a), (b), and (d), at 10 fps, where the average photon signal level per frame and per pixel are 200 and 3.125 photons, and, in (c), at 5 fps, where the average photon signal level per frame and per pixel are 400 and 6.25 photons. Also for the high resolution detector, and in (a), (b), (c), and (d), the EMCCD limit of accuracy has a lower value than the CCD limit of accuracy at each frame rate shown. For analogous information on the CCD and EMCCD limits of accuracy for the low resolution detector, see Fig. 2.
to the fundamental limit of accuracy, than the curve for the lower resolution EMCCD detector. At 200 fps, for example, the limit of accuracy for estimating the $x_0$ coordinate improves from 8.0 nm (within 36% of the fundamental limit of accuracy of 5.9 nm) for the low resolution detector, to 6.8 nm (within 15% of the fundamental limit of accuracy) for the high resolution detector. Therefore, by improving the bound set by the noiseless detector scenario, we have accordingly improved the EMCCD limit of accuracy. Interestingly, in this particular example, the improvement is such that at the highest frame rates shown, the limit of accuracy for the higher resolution EMCCD detector attains the limit of accuracy for the lower resolution noiseless detector. This is something that the limit of accuracy for the lower resolution EMCCD detector cannot achieve.

The improvement observed for the EMCCD limit of accuracy is possible because time discretization and pixel size reduction go hand in hand in attaining the desirable condition that a small photon signal is detected in each EMCCD pixel, with the added benefit of producing a higher spatial resolution that cannot be achieved by time discretization alone. In other words, a detector with a smaller pixel size distributes the detected photons over more pixels, thereby increasing the spatial resolution while, at the same time, reducing the amount of signal detected in each pixel to lessen the corruption of the signal by detector noise (see Section 3.1.4).

### 3.3.3. CCD detector with higher spatial resolution yields poorer accuracy

For the CCD imaging scenario, a deterioration rather than an improvement in the limit of accuracy is observed when the spatial resolution is increased. In fact, in each plot of Fig. 6 and throughout the entire range of frame rates shown, the limit of accuracy curve for the higher resolution CCD detector can be seen to be higher, and hence worse, than the curve for the lower resolution CCD detector. This can be attributed to the fact that due to its smaller pixel size, the higher resolution CCD detector captures fewer photons per pixel, and consequently has a lower ratio of signal to readout noise in its pixels compared to the lower resolution CCD detector. The beneficial effect of the higher spatial resolution (i.e., the beneficial effect, owing to the smaller pixel size, of the increased precision with which the positions of the detected photons are recorded) is thus offset by the deteriorative effect of a lowered signal to detector noise ratio in each pixel, just as the advantage of a higher temporal resolution is negated by a lowered signal to detector noise ratio at higher frame rates (see Section 3.1.3).

It is important to note that the relationships observed at the lower frame rates between the various curves in the plots of Fig. 6 are specific to the example, and should not be expected in general. In particular, the fact that the lower resolution CCD detector outperforms the higher resolution CCD detector at the lower frame rates, and the fact that the higher resolution EMCCD detector outperforms or has comparable performance to the lower resolution CCD detector at the lower frame rates, can both be largely attributed to the relatively low photon budget (average of 800 photons for the entire acquired sequence of images) assumed in our example. These relationships could easily be reversed if, for example, the photon budget was higher by a sufficient amount.

### 4. Conclusions

In the context of fluorescence microscopy, we have investigated the effect of time discretization of the imaging process on the accuracy for estimating parameters pertaining to a non-stationary fluorescent object. For different image data models based on different detector types, we have provided Fisher information matrix expressions from which limits of accuracy for estimating a parameter can be obtained. For the case of a point source moving in a linear trajectory that is confined to the focal plane of a microscope, we have also provided explicit expressions for the fundamental limit of accuracy, which assumes the use of an ideal detector. By comparing limits
of accuracy for different data models, we have demonstrated the suitability of an EMCCD detector for imaging at high frame rates, and the appropriateness of a CCD detector for imaging at relatively low frame rates. Importantly, we have shown that by reducing the photon signal in each image pixel to very low levels, imaging with an EMCCD detector at high frame rates is a natural way of implementing UAIM, and hence allows parameter estimation with very high accuracy. In addition, we have demonstrated that the obtainable accuracy can be further improved by increasing the spatial resolution of the EMCCD detector. To provide further illustration of the use of limits of accuracy as a tool for experimental design, we have also examined how the levels of detector and background noise sources might impact the selection of a detector for image acquisition. While the current study has been carried out in the context of fluorescence microscopy, the approach taken and the results presented are also applicable to time-discretized imaging processes found in other areas such as astronomy and computer vision.

Appendix

Theorem 1. Let a sequence of $N_f$ images of a moving photon-emitting object be captured by an ideal detector (i.e., a non-pixelated, noiseless detector with infinite detection area $\mathbb{R}^2$) during the total acquisition time interval $[t_0, t_{N_f}]$, which is split up into the frame intervals $[t_{i-1}, t_i], \ i = 1, 2, \ldots, N_f$. The $N_f$ images are captured over the exposure intervals $[t_{i-1}, t_i], \ i = 1, 2, \ldots, N_f$. Let the trajectory of the object be described by a line within an xy-plane (which is orthogonal to the optical (z-)axis of the imaging system), and let it be parameterized by $\theta = (\theta_0(t), \gamma(t)) \in \Theta$, where $\theta_0$ and $\gamma$ are the coordinates of the starting position of the object, $\phi$ is the angle that specifies the object’s direction of movement with respect to the x-axis, $v$ is the speed at which the object moves, and $\Theta$ denotes the parameter space that is an open subset of $\mathbb{R}^4$. Specifically, the linear trajectory $(\theta_0(t), \gamma_0(t))$, $t_0 \leq t \leq t_{N_f}$, is given by $\theta_0(t) = \theta_0 + v(t - t_0) \cos \phi$ and $\gamma_0(t) = \gamma_0 + v(t - t_0) \sin \phi$. Let the detection of the object’s photons by the ideal detector be a spatio-temporal random process. The temporal part describes the time points at which the photons are detected, and is represented by a Poisson process with intensity given by the photon detection rate $\Lambda(t)$, $\tau \geq t_0$. The spatial part describes the positional coordinates of the detected photons, and is represented by a family of mutually independent random variables that is independent of the temporal Poisson process. For a photon that is detected at time $t$, $\tau \geq t_0$, the random variable representing its location of detection is distributed according to the probability density $f_{\theta_0}(x, y) = \frac{1}{M} q \left( \frac{y}{M} - x_0(\tau), \frac{y}{M} - y_0(\tau) \right)$, $(x, y) \in \mathbb{R}^2$, where $q$ is the image function which describes the image of the object at unit lateral magnification when the object is located at the origin of the xy-plane, and $M > 0$ is the lateral magnification of the imaging system. Let $q$ be radially symmetric, i.e., there exists a function $\tilde{q} : \mathbb{R} \rightarrow \mathbb{R}$ such that $q(x, y) = \tilde{q}(x^2 + y^2)$, $(x, y) \in \mathbb{R}^2$. Let $\gamma^2 = 4\pi \int_0^\infty r^2 / \tilde{q}(r^2) \left( \partial \tilde{q}(r^2) / \partial r \right)^2 dr$.

1) The fundamental limits of accuracy $\delta_{\theta_0}$, $\delta_{\gamma_0}$, $\delta_{\phi}$, and $\delta_{v}$ for estimating, respectively, the trajectory parameters $x_0$, $y_0$, $\phi$, and $v$, are given by

$$\delta_{\theta_0} = \delta_{\gamma_0} = \frac{1}{\gamma} \sqrt{\frac{b_3}{b_1 b_3 - b_2^2}}, \quad \delta_{\phi} = \frac{1}{\gamma} \sqrt{\frac{b_1}{b_1 b_3 - b_2^2}}, \quad \delta_{v} = \frac{1}{\gamma} \sqrt{\frac{b_3}{b_1 b_3 - b_2^2}},$$

where

$$b_1 = \sum_{i=1}^{N_f} \int_{t_{i-1}}^{t_i} \Lambda(\tau) d\tau, \quad b_2 = \sum_{i=1}^{N_f} \int_{t_{i-1}}^{t_i} \Lambda(\tau)(\tau - t_0) d\tau, \quad b_3 = \sum_{i=1}^{N_f} \int_{t_{i-1}}^{t_i} \Lambda(\tau)(\tau - t_0)^2 d\tau.$$

When the image of the object is described by a 2D Gaussian function, such that $q(x, y) = 1/(2\pi \sigma_{\text{gauss}}^2) \exp \left( -((x^2 + y^2)/(2\sigma_{\text{gauss}}^2)) \right)$, $\sigma_{\text{gauss}} > 0$, $(x, y) \in \mathbb{R}^2$, the term $\gamma$ is
given by \( \gamma := 1/\sigma_{\text{gauss}} \). When the image of the object is described by an Airy function, such that

\[ q(x, y) = J_1^2(2\pi n_a \sqrt{x^2 + y^2} / \lambda) / (\pi(x^2 + y^2)), \]

\((x, y) \in \mathbb{R}^2\), the term \( \gamma \) is given by \( \gamma := 2\pi n_a / \lambda \).

The parameters \( n_a \) and \( \lambda \) are the numerical aperture of the imaging system and the wavelength of the detected photons, respectively, and \( J_1 \) is the first order Bessel function of the first kind.

2) When the photon detection rate is a constant, i.e., \( \Lambda(\tau) = \Lambda_0 \in \mathbb{R}^+, \ t_0 \leq \tau \leq N_f t_0 \), and when the durations of all \( N_f \) frame intervals are equal, i.e., \( t_i - t_{i-1} = t_{i+1} - t_i \), \( i = 1, 2, \ldots, N_f - 1 \), and the durations of all \( N_f \) exposure intervals are equal, i.e., \( e_i - t_{i-1} = e_{i+1} - t_i := T_e \), \( i = 1, 2, \ldots, N_f - 1 \), the fundamental limits of accuracy reduce to

\[
\delta_{\theta_0} = \delta_{\phi_0} = \frac{2}{\gamma} \sqrt{\frac{\Lambda_0 F T_{\text{tat}} T_e}{T_e^2 + \frac{3}{\lambda^2} \left( T_{\text{tat}}^2 - \frac{1}{\lambda^2} \right)}} \left( T_{\text{tat}} + \frac{1}{\gamma^2} \right),
\]

\[
\delta_\theta = \frac{2}{\gamma} \sqrt{\frac{\Lambda_0 F T_{\text{tat}} T_e}{T_e^2 + \frac{3}{\lambda^2} \left( T_{\text{tat}}^2 - \frac{1}{\lambda^2} \right)}} \delta_\phi = \frac{2}{\gamma} \sqrt{\frac{\Lambda_0 F T_{\text{tat}} T_e}{T_e^2 + \frac{3}{\lambda^2} \left( T_{\text{tat}}^2 - \frac{1}{\lambda^2} \right)}} \right),
\]

where \( T_{\text{tat}} := t_{N_f} - t_0 \) denotes the duration of the total acquisition time interval \([t_0, t_{N_f}]\), and \( F := N_f / T_{\text{tat}} \) denotes the acquisition frame rate.

Proof of Theorem 1

1) It has been shown in [10] that given the conditions specified by the theorem, the general Fisher information matrix expression of Eq. (4) (with the background photon detection rate set to \( \Lambda_b(\tau) = 0 \), \( t_0 \leq \tau \leq t_{N_f} \)) simplifies to

\[
I(\theta) = 4\pi \int_{r_0}^{r_\infty} \frac{r^3}{q(r)} \left( \frac{\partial q'(r)}{\partial r} \right)^2 dr \sum_{i=1}^{N_f} \int_{t_{i-1}}^{t_i} \Lambda(\tau) \left[ \frac{\partial x_b(\tau)}{\partial \theta} \right]^T \left[ \frac{\partial x_b(\tau)}{\partial \phi} \right] \frac{\partial y_b(\tau)}{\partial \theta} \right] \frac{\partial y_b(\tau)}{\partial \phi} \right] d\tau,
\]

which can be rewritten as

\[
I(\theta) = \gamma^2 \sum_{i=1}^{N_f} \int_{t_{i-1}}^{t_i} \Lambda(\tau) \left[ \frac{\partial x_b(\tau)}{\partial \theta} \right]^T \left[ \frac{\partial y_b(\tau)}{\partial \phi} \right] d\tau,
\]

since \( \gamma^2 = 4\pi \int_{r_0}^{r_\infty} \frac{r^3}{q(r)} \left( \frac{\partial q'(r)}{\partial r} \right)^2 dr \). For the linear trajectory \( x_b(\tau) = x_0 + v(\tau - t_0) \cos \phi \), \( y_0(\tau) = y_0 + v(\tau - t_0) \sin \phi \), \( t_0 \leq \tau \leq t_{N_f} \), the partial derivatives in Eq. (10) evaluate, for \( \theta = (x_0, y_0, \phi, v) \in \Theta \), to

\[
\frac{\partial x_b(\tau)}{\partial \theta} = \begin{bmatrix} 1 & 0 & -v(\tau - t_0) \sin \phi \ (\tau - t_0) \cos \phi \end{bmatrix},
\]

\[
\frac{\partial y_b(\tau)}{\partial \theta} = \begin{bmatrix} 0 & 1 & v(\tau - t_0) \cos \phi \ (\tau - t_0) \sin \phi \end{bmatrix},
\]

and Eq. (10) becomes

\[
I(\theta) = \gamma^2 \begin{bmatrix} b_1 & 0 & -b_2 \sin \phi & b_2 \cos \phi \\ 0 & b_1 & b_2 \cos \phi & b_2 \sin \phi \\ -b_2 \sin \phi & b_2 \cos \phi & b_3 v^2 & 0 \\ b_2 \cos \phi & b_3 \sin \phi & 0 & b_3 \end{bmatrix},
\]
where \( b_1 = \sum_{i=1}^{N_f} f_{t_i} \Lambda(\tau)d\tau \), \( b_2 = \sum_{i=1}^{N_f} f_{t_i} \Lambda(\tau-t_0)d\tau \) and \( b_3 = \sum_{i=1}^{N_f} f_{t_i} \Lambda(\tau-t_0)^2d\tau \). Since this Fisher information matrix is similar in form to the Fisher information matrix found in the proof of Corollary 4 in [10], it can be inverted using the approach taken there. The fundamental limits of accuracy in Eq. (8) are then obtained by taking the square root of each of the four main diagonal elements of the inverted matrix.

2) When the photon detection rate \( \Lambda(\tau) = \Lambda_0 \in \mathbb{R}^+ \), \( t_0 \leq \tau \leq t_{N_f} \), and the durations of all \( N_f \) exposure intervals are equal, i.e., \( e_i - t_{i-1} = e_{i+1} - t_i = T_e \), \( i = 1, 2, \ldots, N_f - 1 \), the terms \( b_1, b_2, \) and \( b_3 \) from result 1 of this theorem can be expressed in terms of the photon detection rate \( \Lambda_0 \), the number of frames \( N_f \), and the duration \( T_e \) of the exposure interval:

\[
b_1 = \sum_{i=1}^{N_f} \int_{e_i-t_{i-1}}^{e_i} \Lambda_0 d\tau = \sum_{i=1}^{N_f} \int_0^{T_e} \Lambda_0 d\tau = N_f \Lambda_0 T_e, \tag{11}
\]

\[
b_2 = \sum_{i=1}^{N_f} \int_{e_i-t_{i-1}}^{e_i} \Lambda_0 (\tau + t_{i-1} - t_0)d\tau = \Lambda_0 N_f T_e^2 + \Lambda_0 T_e \sum_{i=1}^{N_f} (t_{i-1} - t_0), \tag{12}
\]

\[
b_3 = \sum_{i=1}^{N_f} \int_{e_i-t_{i-1}}^{e_i} \Lambda_0 (\tau + t_{i-1} - t_0^2)d\tau = \Lambda_0 N_f T_e^3 + \Lambda_0 T_e^2 \sum_{i=1}^{N_f} (t_{i-1} - t_0) + \Lambda_0 T_e \sum_{i=1}^{N_f} (t_{i-1} - t_0)^2. \tag{13}
\]

Since the durations of all \( N_f \) frame intervals are equal, we have \( t_{i-1} - t_0 = (i-1)T_{tat} / N_f \), where \( T_{tat} := T_{tat} - t_0 \) is the duration of the total acquisition time interval. Accordingly, the sums \( \sum_{i=1}^{N_f} (t_{i-1} - t_0) \) and \( \sum_{i=1}^{N_f} (t_{i-1} - t_0)^2 \) in Eqs. (12) and (13) can be expressed in terms of \( T_{tat} \) and \( N_f \):

\[
\sum_{i=1}^{N_f} (t_{i-1} - t_0) = T_{tat} \frac{(N_f - 1)}{2}, \quad \sum_{i=1}^{N_f} (t_{i-1} - t_0)^2 = T_{tat}^2 \frac{(N_f - 1)(2N_f - 1)}{6N_f}. \tag{14}
\]

Substituting the identities in Eq. (14) into Eqs. (12) and (13), we obtain

\[
b_2 = \Lambda_0 N_f T_e^2 + \Lambda_0 T_e T_{tat} \frac{(N_f - 1)}{2}, \tag{15}
\]

\[
b_3 = \Lambda_0 N_f T_e^3 + \Lambda_0 T_e^2 T_{tat} \frac{(N_f - 1)}{2} + \Lambda_0 T_e T_{tat}^2 \frac{(N_f - 1)(2N_f - 1)}{6N_f}.
\]

Substituting the expressions in Eqs. (11) and (15) into the expressions in Eq. (8), we obtain the fundamental limits of accuracy in Eq. (9).
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