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Abstract—We consider the design of codes for distributed storage systems that are amenable to repair. We introduce the notion of partial collaboration to capture the property that nodes participating in a repair process may collaborate to different extents, bringing more nuances to the known cases: no collaboration or full collaboration during repair. We compute for this scenario the storage (per node) when the repair bandwidth (per node) is minimal. We provide a generic code construction that enables repair of several failures through partial collaboration.

I. INTRODUCTION

When data is stored across a network of nodes, it is standard to also store a copy of it (or some other form of redundancy), to ensure that the data is not lost, should the node that stores it fail. If three copies of that data is kept on distinct nodes, this means (in terms of coding theory) that a repetition code of length 3 is used. There has been a lot of research done during these past years to replace repetition codes in distributed storage systems by more efficient erasure codes. More efficient here means first of all two things: (1) the storage overhead (or rate) of the code should be better than that of the repetition code of length 3, (2) the code should be amenable to repair. The notion of repair is not present in the design of classical erasure codes, it is a specificity of storage systems. Consider a codeword from some erasure code, and store one (or several) coefficients of this codeword across distinct network nodes. If some nodes fail, the original data will be protected by the erasure code, up to the code ability. However, if over time more nodes start failing, the system needs to trigger a repair process, that will make sure the data redundancy will be replenished, to keep the data protected over time. This is done by having nodes performing the repair contacting live nodes, downloading data from them, and computing the missing codeword coefficients. An efficient repair process may mean several things: on may desire it to be fast, to be computationally cheap, to require little repair bandwidth, or to contact a small number of live nodes only. One may refer to [1] for a survey of different code designs and constructions.

This paper focuses on the case where the distributed storage system has a threshold \( t \) of failures that it is willing to tolerate before triggering a repair, and this repair is subsequently done by having \( t \) nodes collaborating, and exchanging data among each others. This idea was introduced independently in [2], [3], where a trade-off between the amount of data each node is storing, and the bandwidth needed to repair the \( t \) failures was studied. Two particular points were of interest: when the storage at each node is minimum, and when the repair bandwidth is minimum.

Definition 1: When an object of size \( M \) is stored across \( n \) nodes, with the property that any choice of \( k \) nodes should allow the object retrieval, the amount \( \alpha \) of data stored per node has to be at least \( M/k \). The regime where it is exactly \( M/k \) is called the Minimum Storage Repair (MSR) point. For a node to be repaired successfully, it is necessary that the repair bandwidth \( \gamma \) per node is at least \( \alpha \). The regime where \( \alpha = \gamma \) is called the Minimum Bandwidth Repair (MBR) point.

When \( t \geq 1 \) failures are simultaneously repaired through collaboration, and every node participating in the repair process downloads data from \( d \) nodes, the total repair bandwidth \( \gamma_C \) per node (the subscript \( C \) refers to “collaboration”) is known to be [3], [2]:

\[
\gamma_C = \begin{cases} 
\frac{M}{k} \frac{d + t - 1}{d + t - k}, & \text{at MSR point} \\
\frac{M}{k} \frac{2d + t - 1}{2d - k + t}, & \text{at MBR point}.
\end{cases}
\]

In particular, for \( t = 1 \) failure (the subscript 1 refers to one failure), we have

\[
\gamma_1 = \begin{cases} 
\frac{M}{k} \frac{d}{d + 1 - k}, & \text{at MSR point} \\
\frac{M}{k} \frac{2d}{2d - k + 1}, & \text{at MBR point}.
\end{cases}
\]

Thus when \( t \geq 1 \) failures occur and the repair process is done without collaboration, the \( t \) failures are repaired successively, and we have a cost in bandwidth of \( \gamma_1 \) per node. This illustrates the gain brought by the collaboration process: both at MSR and MBR points, we have that

\[
\gamma_C < \gamma_1 \iff (t-1)(1-k) < 0
\]

which is true whenever \( t \geq 2 \) and \( k \geq 2 \).

The complete characterization of the region describing the trade-off between storage capacity and repair bandwidth has been computed in [4]. The design of codes for collaborative...
repair is not easy, and different code constructions have been proposed for different regimes (e.g. [5],[6]). From a security point of view, the behavior of these codes has been studied both in the case of a passive adversary which eavesdrops [7], in which case the secrecy capacity of the codes has been considered, and of an active adversary, that is rogue nodes voluntarily corrupting the data that they transmit during repair [8]. It was shown in [8] that honest nodes are critical to the repair process, since the repair bandwidth obtained to secure (from an information theoretical point of view) cooperative codes from Byzantine attacks is worse than having no collaboration at all.

The contribution of this paper is to propose storage codes whose repair processes are done in a partially collaborative way: this means that the nodes participating in the repair process do collaborate by exchanging some data, but nodes do not communicate with all other repair nodes. This idea is illustrated in Figure 1, where $t = 4$ failures are being repaired in 4 different ways: on the left, every node is repaired only by downloading data from live nodes, on the right, the 4 repair nodes fully collaborate among each others (and download less from live nodes), and in the two middle figures, nodes share respectively one and two coefficient(s) that they own.

There are two main motivations to look at this scenario: (1) It provides a range of different regimes between the two known cases, no collaboration and full collaboration, allowing more flexibility for code designs. For example, one may want to improve a bit the repair bandwidth, but keep degrees of freedom for further optimizations. (2) From a security point of view, collaboration has been shown to be harmful [8]. One way to mitigate this threat could be to reduce the amount of collaboration, and trade the loss in repair bandwidth for honest nodes by a potential gain if some nodes get corrupted.

The approach we use is by now classical. We start by a min-cut analysis (similar to that of [4], [2], [9]) in Section II, which gives a bound on the amount of data that must circulate through the network, and in turn a constraint that relates the different parameters of interest (the storage capacity $\alpha$ and the repair bandwidth $\gamma$). We then study in Section III the two extreme regimes when the storage $\alpha$ and the repair bandwidth $\gamma$ are respectively minimal. Finally in Section IV, we present a generic coding strategy which implements partially collaborative repairs. Design of optimal codes for the different trade-offs that are identified remains open.

II. A MIN-CUT BOUND

As done in [2], [4], [9], we consider an information flow graph, where the data flows from a source $S$ to a data collector (DC). The repair process of $t$ failures involves $t$ nodes, which will all download $\beta$ amount of data from $d$ live nodes, and exchange $\beta'$ amount of data with a subset of $t - s$ nodes, $1 \leq s \leq t$. The collaboration phase is assumed to be done such that every node has both incoming and outgoing degrees to be $t - s$ ($s = 1$ corresponds to full collaboration, and $s = t$ to none).

Theorem 1: Consider an information flow graph, where every node has a storage capacity of $\alpha$, and repairs are performed by a group of $t$ nodes, as described above. Suppose that a data collector $DC$ connects to a subset of $k$ nodes which were all involved in different phases of repairs, where each phase involves a group of $u_i$ nodes, $1 \leq u_i \leq t$, and $k = \sum_{i=0}^{t-1} u_i$. Then a min-cut bound between the source $S$ and the data collector $DC$ is given by

$$\min \text{cut}(S, DC) \geq \min_{\mathbf{u} \in P} \left( \sum_{i \in I} u_i \min \{ \alpha, (d - \sum_{j=0}^{i-1} u_j)\beta \} + \sum_{i \in I} u_i \min \{ \alpha, (d - \sum_{j=0}^{i-1} u_j)\beta + (t - s + 1 - u_i)\beta' \} \right)$$

(3)

where

$I = \{i, t - s + 1 - u_i \geq 0\}, \quad \bar{I} = \{i, t - s + 1 - u_i < 0\}$

and

$P = \{\mathbf{u} = (u_0, \ldots, u_{g-1}), 1 \leq u_i \leq t \text{ and } \sum_{i=0}^{g-1} u_i = k\}$

We will adopt the following notation. Repair nodes during the $i$th phase of repair are denoted by $x_{i,j}$, where $j$ counts the nodes during the $i$th phase. Every node $x_{i,j}$ is seen a logical triple $(x_{i,j}^{in}, x_{i,j}^{out}, x_{i,j}^{out})$ formed by an incoming node, a collaborating node, and an output node, to model the storage capacity and the collaborative process, as done in [2]. The main lines of the proof are similar to that of [2], but some details are nevertheless given for the sake of completeness.

Proof: Consider a data collector $DC$ that connects to $k$ output nodes corresponding to a set $K$ of nodes, say $\{x_{i,j}^{out} : (i,j) \in K\}$. We show that any cut between $S$ and $DC$ in the graph has a capacity that satisfies (3). Since we may assume
that all the edges of the data collector have infinite capacity, we only consider the cut \((U, \overline{U})\), with \(S \in U\) and \(\{x_{i,j}^S : (i,j) \in K\} \subset \overline{U}\). Let \(C\) denote the edges in the cut.

**First Repair Phase.** Let \(J\) be the set of indices such that \(\{x_{i,j}^S : j \in J\}\) are the first output nodes in \(\overline{U}\) corresponding to the first repair. The set contains \(\{x_{i,j}^S : j \in J\} = u_0\) nodes. Consider a subset \(M \subset J\) of size \(m\) such that \(\{x_{i,j}^M : j \in M\} \subset U\) and \(\{x_{i,j}^M : j \in J - M\} \subset \overline{U}\). Then \(m\) can take value between 0 and \(u_0\).

Consider firstly the \(m\) nodes \(\{x_{i,j}^M : j \in M\}\). For each node \(x_{i,j}^M \in U\), (1) either \(x_{i,j}^M \in \overline{U}\), then \(x_{i,j}^M \in C\), and the contribution to the cut is \(\alpha\), (2) or \(x_{i,j}^M \notin \overline{U}\), then \(x_{i,j}^M \notin C\), and contribution to the cut is at least \(\alpha\).

Consider next the \(u_0 - m\) other nodes \(\{x_{i,j}^M : j \in J - M\}\). For each node the contribution comes from multiple sources.

(1) The cut contains \(d\) edges carrying \(\beta\) coefficients: since \(x_{i,j}^S\) are the first output nodes in \(\overline{U}\), edges come from the output nodes in \(U\). (2) When \(t - s + 1 \geq u_0 - m\), the cut contains at least \(t - s + 1 - u_0 + m\) edges carrying \(\beta\) coefficients thanks to the coordination step: the node \(x_{i,j}^M\) has \(t - s\) incoming edges \(x_{i,j}^M \to x_{i,j}^M\). However, since \(\{x_{i,j}^M\} \cap U = u_0 - m - 1\), the cut contains at least \(t - s - (u_0 - m - 1)\) such edges. (3) When \(t - s + 1 < u_0 - m\), the least number of edges carrying \(\beta\) will be 0, that is the cut contains no edges carrying \(\beta\).

Therefore, the total contribution of those nodes when \(t - s + 1 \geq u_0 - m\) is \(c_0(m) \geq m\alpha + (u_0 - m)(d\beta + (t - s + 1 - u_0 + m)\beta')\). When \(t - s + 1 < u_0 - m\), \(c_0(m) = m\alpha + (u_0 - m)d\beta\). Since the function \(c_0\) is concave on the interval \([0, u_0]\), Jensen’s inequality yields

\[
c_0(m) \geq u_0 \min\{\alpha, d\beta + (t - s + 1 - u_0)\beta'\},
\]

or \(c_0(m) \geq u_0 \min\{\alpha, d\beta\}\).

**Second Repair Phase.** Let \(\{x_{i,j}^M : j \in J\}\) be the second output nodes in \(\overline{U}\) corresponding to a second repair. We repeat the same reasoning. We firstly consider the \(m\) nodes \(\{x_{i,j}^M : j \in M\} \subset U\), where the contribution of each node is \(\alpha\).

Then, we consider the \(u_0 - m\) nodes \(\{x_{i,j}^M : j \in \overline{U} - \overline{M}\}\). For each node, we have (1) the cut contains at least \(d - u_0\) edges carrying \(\beta\): since these \(\{x_{i,j}^M\}\) are the second output nodes in \(\overline{U}\), at most \(u_0\) edges come from output nodes in \(U\), so at least \(d - u_0\) edges come from output nodes in \(U\), (2) and similarly to the first phase, the cut contains at least \(t - s + 1 + u_0 + m\) edges carrying \(\beta\) when \(t - s + 1 \geq u_1 - m\); the cut contains no edges carrying \(\beta\), when \(t - s + 1 < u_1 - m\).

Thus the total contribution of these nodes when \(t - s + 1 \geq u_1 - m\) is \(c_1(m) \geq u_1 \min\{\alpha, (d - u_0)\beta + (t - s + 1 - u_1 + m)\beta'\}, \) and \(c_1(m) \geq u_1 \min\{\alpha, (d - u_0)\beta\}\) if \(t - s + 1 < u_1 - m\).

In general, we have for the \(i\)th repair phase that

\[
c_i(m) \geq u_i \min\{\alpha, (d - \sum_{j=0}^{i-1} u_j)\beta + (t - s + 1 - u_i)\beta'\},
\]

when \(t - s + 1 \geq u_i - m\), and when \(t - s + 1 < u_i - m\),

\[
c_i(m) \geq u_i \min\{\alpha, (d - \sum_{j=0}^{i-1} u_j)\beta\}.
\]

Summing these contributions leads to (3).

Using the Minimum cut-Maximum flow Theorem, we get that the initial file size \(M\) must satisfy

\[
M \leq \min_{u \in P} \sum_{i=1}^{g-1} u_i \min\{\alpha, (d - \sum_{j=0}^{i-1} u_j)\beta + (t - s + 1 - u_i)\beta'\} + \sum_{i=1}^{g-1} u_i \min\{\alpha, (d - \sum_{j=0}^{i-1} u_j)\beta\}
\]

where

\[
I = \{i : t - s + 1 - u_i \geq 0\}, \quad \bar{I} = \{i : t - s + 1 - u_i < 0\}
\]

and

\[
P = \{u = (u_0, \ldots, u_{g-1}) : 1 \leq u_i \leq t \quad \text{and} \quad \sum_{i=0}^{g-1} u_i = k\}.
\]

**Corollary 1:** When \(s = 1\), the collaboration phase involves all the other \(t - s = t - 1\) nodes, and

\[
M \leq \min_{u \in P} \sum_{i=1}^{g-1} u_i \min\{\alpha, (d - \sum_{j=0}^{i-1} u_j)\beta + (t - u_i)\beta'\},
\]

for \(1 \leq u_i \leq t\) such that \(\sum_{i=0}^{g-1} u_i = k\) is the known bound from [3], [2].

**Proof:** Set \(s = 1\) in (4) to get

\[
M \leq \min_{u \in P} \sum_{i=1}^{g-1} u_i \min\{\alpha, (d - \sum_{j=0}^{i-1} u_j)\beta + (t - u_i)\beta'\}
\]

Since \(\bar{I} = \{i : t - u_i < 0\}\) is now empty (\(u_i \leq t\), while \(I = \{i : t - u_i \geq 0\} = \{0, \ldots, g-1\}\) contains all the possible indices for \(i\).

**III. Minimum Storage and Bandwidth Points**

**a) The Minimum Storage Repair (MSR) Point:** At MSR point, we have \(\alpha = \frac{M}{k}\). The highest contribution from \(\beta\) comes when there is no contribution in \(\beta'\), so when \(u_i = t - s + 1\) for all \(i\). Then \(g = k/(t - s + 1)\), \(\bar{I}\) is empty, and (4) with equality becomes

\[
k/(t-s+1) \sum_{i=0}^{t-s+1} (t-s+1) \min\{\alpha, (d - i(t-s+1))\beta\} = M. \tag{5}
\]

Since \(\alpha = M/k\), each term in this sum is at most \((t - s + 1)\alpha\), and since there are \(k/(t - s + 1)\) terms in this sum, it must be that

\[
(t-s+1) \min\{\alpha, (d - i(t-s+1))\beta\} = \frac{M(t-s+1)}{k},
\]

that is

\[
(d - i(t-s+1))\beta \geq \frac{M}{k},
\]

for \(i = 0, \ldots, \frac{k}{t-s+1} - 1\). When \(i = \frac{k}{t-s+1} - 1\), we get

\[
\beta = \frac{M}{k} \frac{1}{d-k+t-s+1}.
\]
Conversely, the highest contribution from $\beta'$ comes when $u_i = 1$ for all $i$. Then $g = k$, and $i$ ranges from 0 to $k - 1$. Then (4) with equality gives
\begin{equation}
\sum_{i=0}^{k-1} \min(\alpha, (d-i)\beta + (t-s)\beta') = M
\end{equation}
and using the same argument as above, we now need
\begin{equation}
(d-i)\beta + (t-s)\beta' \geq \frac{M}{k}.
\end{equation}
Then we get
\begin{align*}
\beta' & \geq \frac{1}{t-s} \left( \frac{M}{k} - \beta(d-k+1) \right) \\
& = \frac{1}{t-s} \frac{M}{k} \left( 1 - \frac{d-k+1}{d-k+t-s+1} \right) \\
& = \frac{M}{k} \frac{1}{d-k+t-s+1} \\
\end{align*}
and the repair bandwidth is
\begin{align*}
\gamma & = d\beta + (t-s)\beta' \\
& = \frac{M}{k} \frac{1}{d-k+t-s+1}. \\
\end{align*}
To summarize, we have at MSR point
\begin{equation}
\alpha = \frac{M}{k}, \quad \gamma = \frac{M}{k} \frac{1}{d-k+t-s+1}, \\
\beta = \beta' = \frac{M}{k} \frac{1}{d-k+t-s+1}.
\end{equation}
As a sanity check, we notice that $s = 1$ indeed gives the known formulas ([2], [4])
\begin{equation}
\beta_C = \beta'_C = \frac{M}{k} \frac{1}{d-k+t}
\end{equation}
and (1a). The optimal total repair bandwidth is illustrated in Figure 2, compared with the known cases where either full collaboration or no collaboration is done.

**b) The Minimum Bandwidth Repair (MBR) Point:** To optimize $\gamma$, we let $\alpha$ grow, and (5) gives
\begin{equation}
(t-s+1) \sum_{i=0}^{k/(t-s+1)-1} (d-i(t-s+1))\beta = M,
\end{equation}
that is
\begin{equation}
\beta = \frac{M}{k} \frac{2}{2d-k+t-s+1}.
\end{equation}
We next compute $\beta'$. From (6), we get
\begin{equation}
\sum_{i=0}^{k-1} ((d-i)\beta + (t-s)\beta') = M,
\end{equation}
thus
\begin{equation}
\beta' = \frac{M}{k} \frac{1}{2d-k+t-s+1}.
\end{equation}
Finally, at MBR point, the total repair bandwidth $\gamma = d\beta + (t-s)\beta'$ is equal to the storage capacity $\alpha$, and
\begin{equation}
\gamma = \frac{M}{k} \frac{2d+t-s}{2d-k+t-s+1}.
\end{equation}
To summarize, at MBR point, we have
\begin{equation}
\alpha = \gamma = \frac{M}{k} \frac{2d+t-s}{2d-k+t-s+1}, \\
\beta = \frac{M}{k} \frac{2}{2d-k+t}, \quad \beta' = \frac{M}{k} \frac{1}{2d-k+t}
\end{equation}
and (1b) when $s = 1$.

**IV. A GENERIC CODE CONSTRUCTION**

We propose a code construction which is a slight generalization of that of [3] for full collaborative repair.

Consider an object $o$ of length $kt$ with coefficients in the finite field $\mathbb{F}_q$, and represent it as a matrix $O$ in $\mathbb{F}_q^{t \times k}$, that is
\begin{equation}
O = \begin{bmatrix} o_{1,1} & \cdots & o_{1,k} \\
\vdots & \ddots & \vdots \\
o_{t,1} & \cdots & o_{t,k} \end{bmatrix} = \begin{bmatrix} O_1 \\
\vdots \\
O_t \end{bmatrix}
\end{equation}
where $o_i$ is the $i$th row of $O$, $i = 1, \ldots, t$. Let $G \in \mathbb{F}_q^{k \times n}$ be the generator matrix of an MDS code, whose columns are denoted by $g_1, \ldots, g_n$
\begin{equation}
G = [g_1, \ldots, g_n].
\end{equation}
The $i$th node stores $Og_i$.

**Object Retrieval.** If any $k$ nodes are contacted, then the MDS property of $G$ ensures that the object is recovered.

**Repair.** The system waits for $t$ failures to have happened, before starting the repair process. Without loss of generality, we label these $t$ nodes from 1 to $t$. Then $t$ live nodes each contact $d = k$ nodes, say the $i$th node among those $t$ live nodes connect to nodes $i_1, \ldots, i_k$ and downloads
\begin{equation}
o_{i_1}g_{i_1}, o_{i_1+1}g_{i_1}, \ldots, o_{i_1+s-1}g_{i_1} \in \mathbb{F}_q, \quad j = 1, \ldots, k,
\end{equation}
where the indices are understood modulo $t$ (ranging from 1 to $t$). Again using the MDS property of $G$, the $i$th node computes $o_j, j = i, \ldots, i + s - 1$, and after the download phase, it can compute $o_j g_i, j = i, \ldots, i + s - 1$ and thus has obtained $s$ of the $t$ coefficients it needs to store. The $t-s$ missing coefficients are obtained through (partial) collaboration as follows: the $i$th node contacts nodes $i - 1, \ldots, i - (t-s)$. It already owns $o_i g_i, \ldots, o_{i+s-1} g_i$, and gets $o_{i-1} g_i, \ldots, o_{i-(t-s)} g_i$, from the other nodes.

Note that the code is such that it allows repairs in parallel, no matter the level of collaboration. This coding strategy is illustrated for $t = 4$ and $1 \leq s \leq 4$ in Figure 1.

**Lemma 1:** The above construction provides a storage code with partial collaboration, with a storage capacity of $\alpha = t$, download bandwidth $\beta = s$, exchange bandwidth $\beta' = 1$ and total repair bandwidth

$$\gamma = sk + (t-s), \quad 1 \leq s \leq t,$$

for a repair degree of $d = k$, and collaborative degree of $t-s$.

**Proof:** The size of the object is $tk$, thus $\alpha = tk/k = t$ corresponds to the minimum storage value that $\alpha$ can have. During repair, every node contacts $d = k$ live nodes, and downloads $\beta = s$ coefficients from them, accounting for $ks$, after which $t-s$ coefficients are exchanged, for a total of $sk + (t-s)$.

**Corollary 2:** If $s = 1$, the exchange process involves $t-s = t-1$ repair nodes, this is the collaborative case with

$$\gamma = \gamma_C = k + (t-1), \quad \beta_C = \beta'_C = 1.$$

If $s = t$, then there is no collaboration, and the repair process performs $t$ repairs of one failure:

$$\gamma = \gamma_1 = tk, \quad \beta_1 = t.$$

**Proof:** Indeed, set $M = kt, d = k$ in (1a) for $\gamma_C$ and in (7) for $\beta_C = \beta'_C$. Again, set $M = kt, d = k$ in (2a) for $\gamma_1$.

From (7) with $t = 1$ gives

$$\beta_1 = \frac{M}{k} \frac{1}{d-k+1}.$$

Choose $M = kt$ and $d = k$.

Recall that $d = k, \alpha = t$ and $M = tk$. Let us compare the code parameters with those found above at MSR point, since $\alpha = t = M/k$.

$$\gamma = \frac{M}{k} \frac{d+t-s}{d-k+t-s+1} = \frac{t(k+t-s)}{t-s+1},$$

$$\beta = \beta' = \frac{M}{k} \frac{1}{d-k+t-s+1} = \frac{t}{t-s+1}.$$

Assume for now that $s \neq 1$, and $k \geq 2$. We notice that:

- $\beta = \frac{1}{k+1} \leq s \iff t \geq s$, with equality when $t = s$,
- $\beta' = \frac{1}{t+1} \geq 1 \iff s \geq 1$, with equality when $s = 1$,
- $\gamma = \frac{t(k+s)}{t-s+1} \leq ks + t - s \iff t \geq s$, with equality when $t = s$.

The case $s = 1$ is discussed in Corollary 2. This shows all together that the generic construction that we proposed achieves the optimal total repair bandwidth $\gamma$ if and only if $s = 1$ or $s = t$, that is the full collaboration case, or the case with no collaboration. For all other values of $s$, the download bandwidth $\beta$ and thus the overall $\gamma$ is higher than the optimal one. The gap between the proposed generic strategy and the optimal one given by the min-cut bound analysis is shown in Figure 3. Constructions of optimal codes thus remain open.
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