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1. Introduction

As technology rapidly advances, the role of the robot is changing from that of a tool to a social entity. Radical technological changes not only have affected the role and notion of robots, but have also shaped social practices. On the one hand, artificial intelligence has the potential to facilitate the development of robots as emotional and intellectual entities, and in the future transform them into independent creatures instead of human agents. On the other hand, as human beings are becoming strongly attached to our technological devices in ways that could be perceived as extensions of ourselves, and are therefore embodied within us. "We are all already cyborgs" [1]. For thousands of years, tools have been modifications of the self. Currently, tools are becoming extensions of the self, although not just a physical extension of the self, but also an extension of the mental self.

The emergence of robotics culture, which is facilitated by the potential of cohabitation between humans and robots, not only raises issues of robot abilities but of human...
vulnerabilities [2], as well as the ways that robots effect our lives. These future-oriented, social entities often depict "technological fixes" [3].

In contemporary society, technological agents, including disembodied technologies and embodied robots, support our lives in a variety of dimensions. These agents live alongside humans as nurses [4], babysitters [5, 6], collaborators [7], playmates [8], leaders [9], and even intimate partners [10–12]. "Robot Culture" focuses on technologies that not only do things for humans, but also do things to and with humans [3]. Therefore, notions of robot culture not only rely on technology, but are also affected by the interpersonal, cultural, social, historical, ethical and psychological dynamics of these new socio-technical systems [13].

In this study we review the historical movement of robots from simple tools to luxury objects and then to members of human society, and eventually part of our culture. We then investigate the ways by which different cultures approach robotics. Finally, we reflect on the recursive impacts of robotics on human social practices.

2. Definition of Culture

The notion of culture has been studied in many disciplines under different titles [14]. Cultural researchers from different disciplines tend to concentrate on different features of culture. The word culture is used to describe activities and attitudes, points to the heritage or customs of a group, or expressions of similar rules and standards, or can be used to describe similar interests, cultural attires and food, housing and technologies, and many other, wide-ranging social practices [15, p.3].

Traditionally, culture has been studied within the field of Anthropology and Archaeology, with the focus on the external layers of culture such as artefacts, languages and customs [3]. With the increase in cross-cultural interactions, the description of culture has evolved to include human-to-human communication. It has been recognized that culture is a multi-layered, multi-dimensional construct. It has been commonly agreed that culture is distinguishably different from individuality states as it is a social concept. It is a group’s shared set of specific basic beliefs, values, practices and artefacts that are formed and retained over a long period of time [3].

In the field of computing, culture is about supporting the user with the ability to experience an interaction that is closely attributed to the fundamental aspects of his or her culture. In a way that allows him or her to engage with an augmented reality using the values and aspects of his or her personal culture [16]. This definition is based on the concept called “Kansei Mediated Interaction”, which is a form of multimedia communication that transmits non-verbal, emotional and Kansei information such as unconscious communication. It is a mixture of “Kansei Communication” (i.e., “content”) and “Kansei Media” (i.e., “form”) [17, 18].

In all of the above-mentioned descriptions, culture is described as a by-product of humanity. However, since many features of human life are shared with other animals, culture can be attributed to animals as well (e.g., animals are social, invent and use tools, communicate with each other) [15, p.9]. Similarly robots, due to their embodiment, intelligence, social abilities and other shared behaviours with humans, could potentially evolve culture; therefore, the evolution of robot culture in approaching futures is foreseeable. However, it is acknowledged that there is still a sizeable gap between human abilities and the current state-of-the-art robotics. The emerging discipline of cultural robotics, in our description, defines culture as a notion which is not only attributed to humans, but also encompasses the cultural exchanges between robots, robots and humans, as well as other intellectual and emotional entities.

3. Cultural Robotics

The roots of the concept of breathing life into an object of one’s own creation dates back to ancient Greek legends. Daudalus used quicksilver to install a voice in his statues, Hephaestus created “automata” to help in his workshops, and Pandora was made from clay at the behest of Zeus. Pygmalion, the great Cypriot sculptor, carved a woman out of ivory and with the help of Aphrodite changed her into a real woman. Re-animated constructs have been interacting with humans and Gods throughout mythology and inevitably these ideas and concepts have been later introduced to classical literature and more recently into popular, contemporary culture.

The release of Shelley’s Gothic masterpiece Frankenstein in 1818 has acted not only as inspiration to a plethora of novels that followed, but also introduced theoretical concepts that are still debated in the present day, essentially providing a prototypical framework to cyborg theory. When Victor Frankenstein bestowed animation on lifeless matter [19, 57] his creation began a long process of self-discovery. By acquiring language through listening to others and reading Milton’s Paradise Lost and Plutarch he began to question his existence: "My person was hideous and my stature gigantic. What did this mean? Who was I? What was I? Where did I come? What was my destination? These questions continually recurred, but I was unable to solve them." [19, 116].

The creature in Frankenstein was able to comprehend the world around him and his place in the world. He had freedom to act according to his own free will, allowing him to make conscious decisions on his actions. A common theme that usually arises during theoretical discussions about the relationship and the interaction between humans and robots is whether robots are capable of displaying enough qualities of self-awareness that can constitute a consciousness. David Levy, in his paper “The Ethical Treatment of Artificially Conscious Robots” [20] gives an account of various definitions of consciousness, stressing how most of them are vague. De Queinncay [21, 210] states “confusion about consciousness is widespread - even among professionals who study it”, but goes on, describing the philosophical meaning of consciousness as “the basic, raw capacity for sentence, feeling, experience, subjectivity, self-agency, intention or knowing whatsoever” [21, 210].
Levy, quoting Aleksander Igor, goes on to say that also amongst other necessities for consciousness is prediction [22] but, as he would rather avoid concentrating on philosophical questions, Levy defines consciousness using an analogy with Alan Turing’s famous test for intelligence in a machine [21, 211] which argues that “if a machine exhibits behavior of a type normally regarded as a product of human consciousness (whatever consciousness might be), then we should accept that machine has consciousness” [21, 211].

Stelarc, a renowned artist experimenting with robotic augmentations, on the other hand argues that the ‘body is biologically inadequate’. He considers the body an impersonal, evolutionary and objective structure, and constantly explores ways to redesign it. Stelarc believes that by taking a more fundamental physiological and structural approach, the human psyche might in time develop a different outlook on how the world is perceived, thus developing new thoughts and philosophies [D5]. “Our philosophies”, Stelarc continues, “are fundamentally bounded by our physiology; our peculiar kind of aesthetic orientation in the world; our peculiar five sensory modes of processing the world; and our particular kinds of technology that enhance these perceptions” [23]. As humans we are currently following a technological trend that dictates the constant development of newer technologies to drive our way of living. A few examples of these technologies include: online social networks, virtual worlds, mobile devices, medical augmentations and navigational systems. Technological gadgets are no longer acting as platforms between the interaction of two humans, but rather between humans and machines - building layer upon layer of technological mediation for our basic five senses.

Following on from this trend it would not be an exaggeration to argue that in a few years the relationship between man and machine will reach even deeper stages of fusion. The artist Orlan, famous for her frequent body transformations, believes that in “future times we’ll change our bodies as easily as our hair colour” [24, p.13,14]. Stelarc argues that “(even if) most of your body is made of mechanical, silicon or chip parts and you behave in a socially acceptable way, you respond to me in a human-like fashion, to me that would make you a kind of human subject” [23]. Going a step further, if just like in cyberpunk novels our consciousness isdownloaded into another body or a virtual avatar, will that mean that a person loses their humanity? By referring to Descartes theories about duality and the Cartesian split, the body can be considered nothing more than a vessel for the soul. As far as the soul or a consciousness remains intact, with a material personification that allows an acceptable embodiment able to interact in the world, cannot be considered less of a human subject.

As more humans are willing to accept robotic augmentations, we can be drawn to the conclusion that humans will become more inclined to accept a hybrid human-robot community. Furthermore, as robots become advanced enough to become autonomous, it is safe to assume that they will build communities of themselves, developing their own unique culture.

In this paper, we investigate the field of cultural robotics from two different perspectives: a society of humans coexisting with robots, as well as communities formed by next generation robots.

3.1. Human-Robot Culture

By human-robot culture, we refer to the recursive impact of cultural values of human society in the development of robots and the influence of robot cultural values on human beings.

Sabanovic [25] proposed the concept of a mutual shaping of robotics and society, which portrays a bidirectional interaction between society and technology. This concept suggests that social and cultural factors influence the design, application and evaluation of technologies, and affect social values and perceived norms. Different cultures have their own art, music, traditions, beliefs, and robots. In fact, robots are part of culture and are distinct due to special cultural values.

For instance, in the Jewish, Christian and Muslim faiths, idolatry is prohibited. Islam bans all icons from mosques, just as the Puritans banned icons from their churches. The Bible says, “God created man in his own image” (Genesis 1:27). This view is in opposition to the sentiments of Makoto Nishimura, a Japanese robotics pioneer, who states that “if one considers humans as the children of nature, artificial humans created by the hand of man are thus nature’s grandchildren” [26]. With this reflection in mind, it could be posited that the Japanese are more open to humanoid robots, compared to other cultural communities, since they do not suffer from the guilt of making idols.

As another instance of cultural influence on robot design, we can point to popular media as depicted in films, novels and other media. As Bartneck [27] has shown, people’s perception of robots relates to what is perpetuated by the media and entertainment industry. It is assumed that there are two types of robots: those who desire to be like humans and those who are evil and would like to destroy the world. There is little conceptual work in the popular media depicting that forthcoming robots might ultimately have their own, specific priorities and, eventually, their own value sets.

The roots of this perception date back to the ancient stories of different cultures. Whereas the passion of an assured island nation such as Japan for all types of robots, from ‘hundred foot tall war to infantile therapy robots’ is legendary, this is in sharp contrast with the equally well-known Western anxiety of automatons, initiated with the very invention of the term ‘robot’, which was coined in a Czech play performed in 1921 in which robots finally rise up and kill their human creators. This perception led Japanese robotic developers to design robots with the aim of changing daily life, while American robotic researchers generally concentrated on robots with military applications [28].

Although the commonsensical view is that Abrahamic culture should be against robots and Japanese culture passionate about them, due to globalization, cultural
exchanges and an increase in shared cultural values, this is no longer the case. In addition, deeper behaviour analysis may lead to different perspectives. For instance, a study on attitudes towards robots among Dutch, Chinese and Japanese participants proved that the Japanese participants did not have a specifically positive attitude towards robots [29]. Another study suggests that Westerners may not think the same way as Japanese, but would change their perspective when confronted with Japanese artefacts. The contemporary behaviour towards humanoids is subtler than is commonly believed [30]. Another cross-cultural study has showed that a UK sample group was less negative towards humanoid robots compared to a Japanese sample group, although the UK sample group did not want robots to perform tasks that were associated to humans, such as empathy, caring or independent decision-making [31].

While it is acknowledged that it is not necessarily the case that the Japanese are more positive towards humanoid robots when compared to the Western community, it is still true that the cultural values of each community affect the artefacts that they create, and robots are no exception.

3.2. Robot Community Culture

“Robot Community Culture” refers to the creation of values, customs, attitudes, artefacts and other cultural dimensions among the robot community or multi-agent systems. Robot community culture is emerging as artificial culture in robot societies [32].

The notion of “Robot Culture”, from this perspective, relates to the cultural construct which has emerged through purely robotic influence. Robot culture refers to values that robots themselves may hold and could eventually move towards the construction of a distinct robot culture. The prerequisites for robots to evolve “culture” in the human definition would be an independent, critical and self-reflective mind that develops in a way that leads to consciousness and, ideally, self-awareness of the robot [33]. Such a trend could lead to the creation of culture created by robots, such as robot created artefacts, robotic dance performances, robotic food, ethics and many other cultural values, and as such would be beyond the grasp of current human understanding as it would be rooted in a distinctly “robotic” condition.

Values in the context of multi-agent systems are referred to norms as part of their culture [34]. Norm modelling has been the subject of recent research on multi-agent systems [35]. In multi-agent systems, norms are categorized into rule norms, social norms, moral norms, and prudential norms that are treated as constraints on behaviour, goals to be achieved, or as obligations [36]. A variety of mechanisms are proposed for norm spreading and emergence, such as evolutionary models [37], learning from repeated local interactions in networked agent societies [38], and shared strategies in artificial agent societies [39].

Customs and attitudes would possibly evolve among robots through embodied imitation since robots are able to learn socially from one another. It is proven that repetition of a social and individual learning throughout generations brings on a cultural evolutionary process in which novelties are merged with previously developed skills, and are successfully transmitted in further generations of robots [40]. As an example, e-puck robots were used to demonstrate the emergence of artificial culture in collective robot systems. There are however limitations to cultural inheritance through imitation due to noise, the incongruousness of robots and sensor accuracy [41].

The self-replicating ability of robots could also be evidence of the possibility of artificial culture emergence among a robot society. This could be achieved by evolutionary robotic techniques, which point to the automatic creation of autonomous robots. Inspired by the Darwinian theory of selective reproduction of the fittest, robots are viewed as autonomous artificial entities that create their own skills in close interaction with the environment and without human intervention [42]. Furthermore, the ability to self-replicate and the way in which self-replication is affected by genetically encoded traits supports the creation of individuals that are shaped by several connected basic units able to coordinate and cooperate to show a coherent behaviour [43]. This coordination and coherency could support the emergence of artificial culture.

In this description we have attempted to define “robot community culture” as human-like artificial culture, programmed by humans, and human-comprehensible. However, robot-robot culture might also be alien and completely inscrutable to humans [44], which is beyond the scope of this study.

4. Embodiment

With the development of mobile and virtual forms of communications, people are mostly encountering the scenarios to perceive and act on environments that are increasingly distant and distinct from the physical world. The “Sense of Presence” enriching everyday life has attracted the attention of researchers both in the areas of remote communication and virtual environments.

The sense of presence is a multi-component and subjective concept [45] that is achieved when a person has the impression of actually being present in a remote environment. It is highly influenced by media features. Gibson-state perceptual factors help to generate this state. This includes input from some or all sensory channels, as well as more mindful intentional, perceptual, and other mental processes that assimilate incoming sensory data with current concerns and past experiences [46]. Steuer defines vividness and interactivity as determinants of tele-presence. The first vividness refers to the ability of a technology to produce a sensorially rich, mediated environment that is described as “realness” by Media artist Michael Nainiark [47], and refers to these same properties as realness. The second, interactivity, refers to the degree to which users of a medium can influence the form or content of the mediated environment [48].

To date, most researchers have worked on triggering the sense of presence and have focused on forms of mediation targeted towards the perceivable senses such as haptic stimulation and tangibility [49–53],
smell and taste transition [54][55], visual cues and augmented environments [56, 57], real-timeness [58], spatial audio[59], sensory replacement to overcome personal or technological limitations, enriching the experience [60],[61], or characterizing the nature of presence and interactivity [62]. All of the above parameters trigger the sense of presence to some extent.

Although the sense of presence requires a body, it is not exclusively a mental construct. A body is clearly missing from the experience of many virtual environments (such as those rendered using HMD) and will result in an impoverished sense of presence [63].

The more embodied, holistic, joyful, mediated stimulations are available, the more illusion of actual presence is conveyed. As an evidence of behaviours related to the importance of physical matters in the perception of presence, we can mention: creating sculptures, going to temples, the instinctual tendency of children to play with dolls and toys, the understandability of classic physics in comparison to quantum mechanics [64], etc.

Users also perceive many of the features of co-presence when they share physical proximity. Proximity is important in high fidelity communication because social entities often not only rely on verbal cues, but also non-verbal signals such as body languages, posture, facial expression, eye contact and other inputs embedded in the spatial context [65]. The importance of embodied tele-presence on communication is apparent, yet relatively little attention has been paid to the human factors of joy and playfulness (affective dimension), and human physiological factors such as the role of the body and embodiment, in fostering co-presence.

5. Limitation of Robot Intelligence

American philosopher and professor of philosophy at the University of Berkeley, Hubert Dreyfus, has presented a compelling critique on artificial intelligence, arguing that computers will never be able to replace humans or live amongst humans as equals [66]. According to Dreyfus, robots will never be able to understand the world, as it is "organized by embodied beings like us, to be coped with by beings like us". Dreyfus goes on to say that in order for a robot to not get completely lost in the space, it needs to be able to gain experiences with each action it performs, similar to a human body. A solution would be for AI researchers to replicate and instil inside the robot a model of the world and a model of the body in order for the associations to be made, which at the current time of writing is proving to be impossible. Without this condition, the world is utterly un-graspable by computers in the same sense as their human counterparts.

Another claim against the possibility of robot culture is the limitation of creativity. Creativity involves the ability to think critically. Goldenburg in his book "Creativity in Product Innovation" [67] claims that suspending criticism and thinking that any idea is possible or good may ultimately be destructive to creativity. Humans have the ability to criticize themselves, whereas robots cannot. Even though machines can write music and poetry [68] it is eventually up to humans to decide whether the work is of any worth. Will robots be able to think creatively? As creative thinking is considered to be an essential part of generating culture, it is remains a topic for further discussion.

Robots have already shown to have a number of advantages over humans [69] making them ideal for assuming various positions within society. Even though imagining now the possibility of replacing our current cultural leaders with robots might sound absurd, by observing the current technological trends, the way technology is penetrating into our daily lives and our open acceptance to the change it affords, we could argue that giving robots positions of responsibility is not only unavoidable but is rather something desired and that we are trying to achieve.

6. Robots and the Sustainability of Culture

One of the reactions of humans to robots, known as the “Uncanny Valley”, deals with unease and even revulsion at the sight of robots that mimic humans too closely [70]. Another major concern about robots from the public perspective is the safety of robots for use in society. For example, between WWI and WWII, people were worried...
that robots might be built only to revolt, extinguish mankind and go on to rule the world. Horst Albert Glaser and Sabine Rossbach [71] have followed the history of robots, androids, cyborgs and clones back to ancient Greece. The acceptance of robots in human societies is therefore one of the key discourses within cultural robotics.

The study of technological acceptance has often been explored using theoretical models such as the “Diffusion of Innovations Theory” [72] and the “Technological Acceptance Model”. Such studies focused on understanding factors that predict the likelihood of accepting or diffusing new innovations by individuals. However, they do not seek to address cultural influences on robots, nor do they provide further implications on how robotics might contribute to sustainable cultural practices. Both of these aspects, as we argue here, are crucial in ensuring the sustainability of robots. In other words, we suggest that the integration of robotics in cultural practices is the key to ensuring the acceptance of robots in human societies.

Using Giddens’ (1984) “Structuration Theory”, which argues subjectivity and objectivity of social realities as equally important, in this section we examine how robots may be imagined and theorized to contribute to the sustainability of culture. According to “Structuration Theory”, cultural context is generated and regenerated through the interplay of action and structure. It recognizes that “man actively shapes the world he lives in at the same time as it shapes him” [73]. In other words, the cumulative effect of people’s living and working within social frameworks is the production and reproduction of culture. Social structures both support and constrain the endeavours of individuals, communities and societies. This is also referred to as the duality of structure [73] seeing that institutional properties of social systems are created by human actions, and in turn shape future actions.

Through this formulation of structure, Giddens conceives of social structures as both constraining, enabling and involved in the production of actions. Additionally, structure is also a medium and outcome of actions. This is known as the “Duality of Structure”, and integral to this concept is the function of human agency as “structure is both medium and outcome of the reproduction of practices” [74, p.5]. By this formulation of structure, Giddens also posits that structure is not fixed but is fluid and recursive, and tied to the concepts of time and space.

Giddens’ concepts were further developed by Orlikowski [75] in the context of technology use. Informed by Structuration theory, she developed a recursive model (see Figure 3) of technology to demonstrate how technology both shapes and is shaped by the structure of institutions. Technology is viewed as both a product and a medium of human actions and agency, with reflexive monitoring of actions and conditions imposed on human agents in the form of institutional properties.

As illustrated, human interaction with technology (robots in our context) is always mediated by institutional conditions. In the context of cultural societies, institutional conditions are not simply organizational characteristics - they can also be cultural values, practices, interests and rituals. These conditions provide the cultural contexts by which human agents use robots (as illustrated in the arrow marked as c), but additionally, human agents project certain adaptations in using robots. In this view, human agents are not passive users and are active adapters of technology (as illustrated in the arrow marked as a). This is also supported by Suchman [76], who argues that users interact with technology using their expectations in human-to-human communication. When this happens, they shape the properties of robots using their cultural and social values. At the same time, technology is recursive: as it can present itself as a vehicle and medium for human actions (as illustrated in the arrow marked as b). The notion of technology shaping human actions is especially relevant in the case of robotics, since they can possess properties that are characteristic of interactive and intelligent artefacts [76]. In other words, any human interaction with robots is essentially a social and cultural one.

Eventually, technology is also projected as having a consequence on institutional properties (again, in our context such institutional properties refer to the cultural contexts in which human agents live and work). This is perhaps clearly seen in the cultural ramifications of robots on a typical train scene in Singapore, where people can be observed to be playing games or chatting with others on their mobile phones throughout the entire journey, even if they may be travelling with friends and family members. The use of technology changes the very cultural and social fabric of the society, thereby shaping the properties that human agents associate themselves with.

By this understanding of the recursive use of robots, we argue that robots need to be designed and used as informed by specific cultural contexts, adapted and used by human agents both as a product and a medium, and eventually manifest as cultural consequences for the society in which human agents function. Only when these conditions are satisfied can robots contribute to the sustainability of cultural practices, as well as be “sustained” by human agents, since they would have to be culturally integrated within each society.

7. Discussion and Conclusion

Looking to humankind’s prehistory, it can be argued that humanity first started to develop culture when it decided to cease a nomadic lifestyle in order to settle and aggregate land. This facilitated many things including...
the development of communities and thus the sharing of experiences. Produce from these new regions became the hallmark of a community. Fish from communities close to water, grains from communities that grew wheat, pottery from communities that settled lands of high clay content, all these seemingly basic things are the roots of all culture. The perception of culture in human prehistory seems simple, but the impact of contemporary culture today is complex. Yet from these examples, it can be said that the conditions for fostering human culture stem from two things: a fixed location and a shared experience.

Culture, from the Latin word “cultura”, denotes the improvement of a civilization though cultivation, agriculture and horticulture. In the 19th Century it came to mean the betterment of the individual through education and later on through the advent of science, was defined as the refinement of the human capacity. Currently, culture is a central concept in Anthropology that encompasses all human phenomenon.

The term “culture” in American Anthropology had two meanings: (1) the evolved human capacity to classify and represent experiences with symbols, and to act imaginatively and creatively; and (2) the distinct ways that people living in different parts of the world classified and represented their experiences, and acted creatively.

Culture can now be defined into two distinct groups, that of material culture (physical artefacts created by a society) and that of everything else (language, customs, etc.).

An epoch of the 21st Century, robotics has become an apex of culture both materially and otherwise. The attempt to create embodied artefacts in not just the construction of biomechanical mimicry, but ultimately of artificial intelligence and emotion, with advances in affective computing which have brought our collected civilization into a new era where robots increasingly inherit more complex roles in our society. No longer simply a tool to service some of the more mundane tasks required by our civilization’s operational requirements, robots have become social, taking roles in medicine, therapy and even companionship.

Running in parallel to the development of computers and their roles from personal to cooperative, to social, and now cultural, robotics development is now reaching an increased capacity that will provide them with the faculty to be contributors and even creators of culture in the near future. Robots are contemporarily defined to exist in three categories: industrial, service and social. This manuscript proposes to extend this definition of robots into the roles of consumers, collaborators and generators of culture.

In doing so we hope to inspire further thoughts on the following questions: ‘What will robotic culture look like?’ ‘Will it mimic the material and immaterial culture of humanity or will it take shape in ways that are beyond our current definitions of culture?’ Even if human researchers initiate a cultural revolution within the world of robotics, robots themselves will ultimately define what robot culture will be. Yet it must also be recognized that robotics is an ensemble of both human social practices and technology, in our manuscript we have argued that because robots are both a medium and structure of human practices, it is a social construction in its own right. In other words, there may be no universal way or definition of robotics. It will be constructed diversely in different societies, and informed by the structural features of robots that have persisted over time.

Other implicit issues and future research arise out of this conception, such as the acceptance of robots in individual societies, which again must be examined closely considering the cultural contexts of the societies in which robots are being designed and implemented. Another closely associated research agenda is the effect of robotics on people, including the extent to which they impact everyday practices or contribute to both positive and negative societal transformations.
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