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Abstract—We propose a novel approach for iris recognition in less constrained environments that takes into account imaging noise arising from image capture outside the Depth of Field (DOF) of cameras. The proposed approach utilizes stable dark regions in iris images for recognition and does not rely on special hardware or on computationally expensive image restoration algorithms. We have employed a Gabor-based model to establish that stable features, which are not sensitive to defocus, correspond to local regions in iris images with low gray-level intensity. We will also present an approach to identify stable bits from the iris code representation, which correspond to dark regions in the enrolled image. Only these stable bits are used for recognition. Experimental results based on 15,000 images with varying degree of defocus show that the proposed method achieves an average recognition performance gain of about 1.45 times over a conventional method that relies on the entire code representation for iris recognition.

Index Terms—iris recognition, dark features, defocused iris images

I. INTRODUCTION

Conventional iris recognition methods often require a high quality image input, which typically entails considerable inconvenience to users as they are subjected to various constraints during image acquisition. For example, the subject must position themselves such that their eye is within the limited DOF of the camera system. This is required as iris images captured outside the DOF of cameras are transformed by blurring caused by optical defocusing [1], which results in low recognition performance. This problem has become more severe with the growing number of secure applications in mobile handheld devices that require a good identification system in place for recognizing individuals. As these portable devices do not have provisions for constrained image capture, there is a need to devise iris recognition techniques that are able to operate in less constrained environments and robust enough to tolerate a certain degree of image defocus. In addition, as portable devices have strict requirements on performance and power efficiency, the iris recognition method must have low computation complexity.

In this paper, we present a novel and efficient method for recognizing defocused iris images captured outside the DOF of cameras. Our investigation reveals that iris features that are not sensitive to optical defocusing can be identified as local dark regions with low gray level intensity from an enrolled image. Experimental results confirm that good recognition performance can be achieved by limiting the feature extraction and pattern matching to these dark regions and its corresponding bits instead of using the entire iris code representation. The proposed method is well suited to be incorporated as part of a multi-biometric system (through integration with other biometric modality, e.g. facial [2] and hand recognition [3]) for light-weight and power sensitive mobile handheld systems as it does not rely on special hardware or compute intensive algorithms.

A preliminary version of the proposed method has been published in [4]. In our previous work, we have extracted stable dark features of an enrolled iris image by simply finding the average gray level intensity of the feature extraction blocks. In this paper, we present further investigations to show that the stable dark features can be more accurately obtained based on a new metric called the "degree of darkness" in the feature extraction blocks. Based on this new finding, we have developed a new approach for identifying stable dark features, which has resulted in better recognition accuracy than the method in [4]. In addition, in this paper, we have presented two new experiments to evaluate the recognition performance of
the proposed method when the stable bit extraction rate and distance range of image capture is varied. The new results further justify the effectiveness of proposed method for extending the DOF of iris recognition system.

The paper is organized as follows. In the following section, we discuss related work to highlight the limitations of existing approaches. Section III describes the proposed iris recognition system that relies on stable dark iris features. In Section IV, we present a method for identifying stable dark features from a single enrolled image based on our analysis of the iris feature characteristics in varying degree of image defocus. Next, experimental results are shown to demonstrate the benefits of the proposed method. Section V concludes the paper.

II. RELATED WORK

Previous work on extending the DOF of iris recognition system can be categorized into two main approaches: 1) using special hardware such as aspheric optics and 2) applying image restoration on the defocused images prior to recognition. The former approach employs specially designed aspheric optics to increase the focus invariance along the axis of the lens, while the latter uses mathematical models that are constructed based on certain image capture conditions to restore the defocused images. These two approaches have a common aim to enhance the quality of the captured images in order to improve the recognition performance for robust iris recognition systems.

In the first approach, computational imaging systems that commonly employ wave-front coded techniques are used [5][6]. These systems introduce a cubic phase mask in the standard optical system to produce large focus invariance and employ signal processing algorithms on the captured images. Various wave-front coded lenses have been proposed for iris recognition, which take into account the non-linear steps required for iris feature extraction and identification [7][8][9]. The work in [10][11] examined the utilization of wave-front coded imaging system for increasing the operational range of iris recognition by considering the absence and presence of post-processing methods to restore the optical defocus in images that are introduced by the aspheric optic. They have demonstrated that the use of such optical elements is capable of relaxing the DOF requirements without the need to restore the defocused images. The work in [12][13] proposed a pattern matching strategy for iris recognition of defocused images based on correlation filtering. However, this method can only be used for images captured with wave-front coded systems. The methods discussed above require special optical element insertion, large computations and in some cases generate images with lower Signal-to-Noise Ratio (SNR) [10], which must undergo post-processing prior to recognition.

The second approach aims to construct a mathematic model for restoring the defocused images prior to iris recognition. A real-time iris image restoration method based on inverse filtering was introduced in [14][15]. However, this method did not consider noise factors. In addition, the point spread function (PSF) was heuristically determined without taking into consideration the camera optics, and this resulted in recognition performance degradation. A non-blind de-convolution algorithm to restore iris images and extend the DOF was proposed in [1]. The authors estimated the PSF using the focus score that was measured from the high frequency components of the iris regions after irrelevant objects such as eyelashes and eyelids were removed. However, the Gaussian smoothness term used in the algorithm tend to over-smooth the restored image. An iris restoration algorithm using more accurate information pertaining to the image capture conditions that are computed from the iris images was proposed in [16], which achieves better performance on both synthetic and real data set when compared with the state-of-art iris restoration algorithm. While some of the image restoration methods have shown promising results, the biggest challenge in these approaches lie in obtaining suitable information pertaining to the image capture conditions that is required to construct the mathematic model for restoring the defocused images [16]. In addition, similar to the first approach, techniques relying on image restoration algorithms have high computational complexity and do not lend themselves well towards the power sensitive requirements of mobile handheld devices.

A. Main Contribution

We proposed a method that is capable of recognizing defocused iris images captured outside the DOF of cameras without the need for special hardware or time consuming image restoration algorithms. Our investigation reveals that dark iris features are not sensitive to optical defocusing and they can be represented as stable bits in the iris code representation. Experimental results show that high recognition accuracy can be achieved by exploiting these stable bits for recognition. While previous work in [17]-[21] have reported on the prospects of using stable iris features for recognition, to the best of our knowledge, our work is the first to establish the relationship between dark features in iris images and its insensitivity to noise introduced when the images are captured outside DOF of cameras.

III. PROPOSED IRIS RECOGNITION SYSTEM

The proposed iris recognition system in less constrained environment is shown in Fig. 1. During enrollment, image acquisition obtains a high quality iris image that is captured in sharp focus within the camera DOF. For authentication, only a single iris image is needed, which may be captured at different distances from the camera's DOF.

Each image undergoes a pre-processing step consisting of localization and normalization to eliminate any non-related information (e.g. sclera, pupil, etc.) and to obtain an iris area with uniform size and shape. We have adopted the pre-processing method presented in [22] to obtain a normalized image with a resolution of 512×64.
In order to ensure that the image used for recognition contains minimal irrelevant information, we can extract a smaller region of the normalized image for feature extraction. Based on the work in [23], we chose the mid-top area, i.e. about 40% of the whole normalized image as it has been shown to exclude features caused by irrelevant objects most of the time. The resolution of the reduced normalized image is 260×32 pixels.

In the proposed method, the stable features correspond to dark regions, which are identified from the image after pre-processing. Feature extraction is then performed on these dark regions to identify the stable bits. For feature extraction, we have applied the 2D Gabor filter [24] on the stable dark features’ location in normalized iris texture images, extracted the complex phase information, and mapped them to binary codes based on their location on the complex plane as shown in Fig. 2. For example, if the phase vector (consisting of real and imaginary parts) lie in the top-right quadrant of the complex plane, it will be mapped to “11”. As a result, a feature code matrix is generated for each iris image. The real part and imaginary part, each a matrix, is stored separately to facilitate our analysis on the changes in the individual bit characteristics due to the imaging noise.

The main focus of our work lies in the step to identify stable dark regions, which will be described in detail in the following section. As can be observed in Fig. 1, the stable bits in the iris code representation, which correspond to the stable features, will be stored in the database. During authentication, only the stable bits of a single individual’s iris image will be matched against the stable bits in the database.

IV. IDENTIFYING DARK REGIONS FOR IRIS RECOGNITION

A. Experimental Setup

For the purpose of this study, we have employed an iris image sampling system that is controlled by a stepping motor. This enabled us to obtain 31 iris images with a fixed sampling interval of 2mm for a single eye. Fig. 3 shows an example of an iris image sequence, where the 16th image is in sharp focus as it is captured within the camera DOF. The 30 images captured before and after the clear image are subjected to varying degree of defocusing. The resolution of each image is 640×480 pixels.

The first half of the images shows the gradual decrease in defocus from the 1st image to the 16th image, while the second half of the images shows the gradual increase in defocus of the remaining images. As the sampling process of a sequence is performed with a fixed interval (i.e. 2mm apart), we can represent the degree of defocus using the image number in the sequence.
For this study, we have selected 50 people, where each of their left and right eyes are sampled 5 times using the iris image sampling system. Each sampling sequence of the same eye may differ due to lighting conditions, position of the iris during image capture, etc. Incorporating such variations during image acquisition of a single eye enable us to obtain a dataset that can provide more realistic evaluations. Hence, our dataset consists of 100 classes, where each class has 5 sampling sequences and there are 31 images in each sequence. The total number of images in the dataset is 15,500 (100×5×31).

B. Stable Bits in Iris Feature Code

In this study, we aim to determine iris features that are robust to imaging noise. These features are prevalent in all the iris images of a particular sequence. As discussed above, each iris image can be converted into two feature code matrices consisting of bit patterns. Features that are invariant to imaging noise can therefore be identified by a constant bit value in the same position of the feature code matrices of the entire image sequence. Hence, our goal is to identify feature clusters from iris image sequences of an individual and perform classification of sequences from different individuals. We first make the following definitions.

Definition 1. Sensitivity: Each bit position in a feature code matrix can be defined as an intrinsic feature if the value (1 or 0) is found to be dominant across the entire sequence of images. It is defined as a sensitive feature otherwise. Sensitivity is defined as the probability of a particular bit position in the feature code matrix being a sensitive feature (in terms of %) in a sequence.

Definition 2. Stable Bit and Sensitive Bit: A bit position in the feature code matrix is defined as a stable bit when its sensitivity is lower than the predefined sensitive threshold. On the other hand, if the sensitivity is higher than the predefined sensitive threshold, we denote the corresponding bit position as a sensitive bit.

Based on Definition 1 and 2, Equation (1) is used to determine whether the bit position of the feature code matrix at coordinate (x, y) is a stable bit. $F_j(i, j)$ is the feature code matrix of the $k^{th}$ image in the sequence, $n$ is the number of images in the sequence, and $t$ is the predefined sensitive threshold.

$$
\begin{align*}
\{ (x, y) \in \{(i, j) | G(i, j) \leq T_u \text{ or } G(i, j) \geq T_b \} \\
G(i, j) = \sum_{k=1}^{n} F_j(i, j) \\
T_u = \frac{n \times t}{1} \\
T_b = n - \frac{n \times t}{1} + 1
\end{align*}
$$

Based on (1), Fig. 4 shows the iris feature code consisting of stable and sensitive bits for images in two classes (i.e. 1-1 and 1-2 are images from different sequences in the same class, and 9-1 and 9-2 are images from different sequences of another class). The sensitive threshold is set at 30%. The black regions correspond to the stable bits while white regions correspond to the sensitive bits. We can observe from Fig. 4 that the distribution of stable bits from different sequences in the same class is similar with each other. In addition, the distribution of stable bits from different classes varies significantly. These observations demonstrate the feasibility of using stable bits for pattern matching to discriminate defocus iris images of different individuals.

C. Feasibility Study of Utilizing Regions with Low Intensity as Stable Features

In this section, we describe our investigation which reveals that the stable bits in enrolled images correspond to regions with local low gray level intensity, while the sensitive bits correspond to regions with higher local gray level intensity.

Definition 3. Degree of darkness: The degree of darkness for a feature extraction block (obtained when a 17x17 Gabor filter is applied to the normalized iris image) is computed by first applying a 5x5 sub-block template to each pixel in the feature extraction block and finding the sum of all the gray values in the sub-block template. Let’s denote the sum of all the gray levels in the sub-block template as the weight of the sub-block template. The degree of darkness of a particular feature extraction block is computed as the sum of weights of 25% of all the sub-block templates with the lowest weight.

For each sharp focus image in an iris image sequence, the feature extraction blocks that correspond to the stable and sensitive bits (determined using (1)) are first identified. The average degree of darkness of the stable blocks and sensitive blocks are then computed separately. Based on this, the average degree of darkness of the stable blocks and sensitive blocks with respect to each iris class is obtained (each iris class has 5 image sampling sequences) and plotted in Fig. 5. In particular, Fig. 5 shows the average dark gray level intensity distribution of stable feature regions and sensitive feature regions of 30 different normalized iris classes. It can be observed that the stable features are mainly associated with lower average dark gray level intensity compared to the sensitive features in normalized iris images. The reason for the small difference between the two curves is due to the sub-block template size and shape that we have used in this analysis, which has resulted in the loss of certain dark features and the addition of certain irrelevant features. However, this analysis sufficiently demonstrates that in most cases, the stable bits in the iris code representation correspond to dark features in the iris images.

![Figure 4. Iris feature codes from two classes (1 and 9)](image_url)
Furthermore, we have applied the Gabor filter model to a synthetic image with 256 different gray level blocks that changes gradually as shown in Fig. 6. The gradual change in intensity of the generated image bears similar characteristics with the image defocus variations when the iris image is captured with increasing/decreasing distance from the camera. The corresponding encoding results (imaginary part of iris code representation) can be seen in Fig. 7. It can be observed in Fig. 7 that the encoding results for the lighter regions vary more significantly when compared to the encoding results in the darker regions. This experiment further reinforces our finding that dark features are more stable to optical defocusing of images.

**D. Extracting Stable Features from Enrolled Image**

Based on our finding, we devised the following method for identifying stable bits from an enrolled image. We first apply a sub-block template of window size 5x5 on each pixel in every feature extraction block of the normalized enrolled iris image to compute the degree of darkness. The degree of darkness of all the feature extraction blocks is then sorted. Based on a predefined stable bit extraction rate, we select the blocks with lowest degree of darkness as stable features. The centers of each of the selected blocks are then subjected to feature extraction using the Gabor filter to generate the stable bits for recognition.

**V. EXPERIMENTAL RESULTS**

In this section, we present experimental results based on 15,500 images to demonstrate the feasibility of the proposed approach for iris recognition which relies on the stable dark features that are identified using the method discussed in the previous section.

We have implemented a conventional approach for iris recognition of defocused image that relies on the entire code representation (as opposed to using only stable bits in the proposed method) for purpose of comparison. In the proposed method, we have used a stable bit extraction rate of 70% to obtain the stable features from the sharp focus image for each class (the 16th image in the first sequence of each class). The experiments for the proposed method are based on images in the dataset that have not been used for identifying the stable bits.

We first evaluate the recognition performance of the proposed method that is based on identifying the stable bits from the dark regions of the iris image. Next, we evaluate the effects of changing the stable bit extraction rate on the recognition performance. Finally, we will evaluate the recognition performance of the proposed method when the images that are subjected to recognition are captured within certain predefined range from the camera.

**A. Recognition Performance**

Fig. 8 shows the inter-class and intra-class Hamming distance of the images in the dataset. Note that for the conventional method, the entire feature code matrix is used to calculate the Hamming distance, while only the stable bits are used in the proposed methods for calculating the Hamming distance. It can be observed from Fig. 8 that the intersection between the intra-class and inter-class distance distributions of the proposed method is smaller than the conventional method. It can be seen in Table I, that although the average inter-class and intra-class distance has been reduced in the proposed method, the intra-class distance reduction is significantly larger (i.e. 0.0346 compared to 0.0023). This results in a sharp increase in the average difference between inter-class and intra-class distances in the proposed method (i.e. 0.0915 for the conventional method, compared to 0.1238 for the proposed method).
As shown in Table I, this leads to higher recognition performance in the proposed method. In particular, when the False Acceptance Rate (FAR) is 0.5% for both methods, the False Rejection Rate (FRR) of the conventional and proposed method is 65.86% and 47.92% respectively. Based on the Equal Error Rate (ERR), proposed method has a recognition performance gain of about 1.45 times over the conventional method respectively. These results demonstrate that the proposed methods, which rely on stable bits that are tolerant to the optical defocusing for iris recognition, are capable of discriminating iris features of individuals from different classes.

B. Effects of Stable Bit Extraction Rate on Performance

The stable bit extraction rate $T$, which is used to determine whether a bit position in the feature code matrix is a stable bit or not, is an important parameter as it affects the recognition performance. Table II shows how the average recognition performance (in terms of EER) changes when different stable bit extraction rates are used in the proposed method. In particular, we have used stable bit extraction rates that are set to 60%, 65%, 70%, 75% and 80% to obtain the stable bits and evaluated the iris recognition performance for all the images in the dataset.

It can be observed that the recognition performance increases when the stable bit extraction rate is increased from 60% to 70%. Thereafter, the recognition performance decreases with further increase in the stable bit extraction rate. The effects of the stable bit extraction rate on the recognition performance is expected, as choosing a very small stable bit extraction rate will restrict the number of stable bits for recognition which could lead to low inter-class variability. On the other hand, defining a very large value for the stable bit extraction rate will lead to higher number of stable bits that are sensitive to the imaging noise and this will result in large intra-class variability, which leads to lower recognition performance.

In practice, we can also determine a suitable stable bit extraction rate to obtain a good trade-off between the recognition performance and the computational complexity of the iris recognition process.

C. Effects of Sampling Range on Recognition Performance

In order to increase the recognition performance in a non-intrusive iris recognition system, the user can be guided to position him/her-self within a certain image capture distance from the camera. It is noteworthy that such a system should not impose strict requirements on the user to position him/her-self such that the image will be captured within the DOF of the camera. Instead, the system should provide a distance range for image capture such that the entire process is comfortable to the user and can be completed fast. In this section, we evaluate the effects of varying the distance range of image capture on the recognition performance. We have chosen images under different sampling range in the iris image dataset to create the test sets. The sixteen test sets are shown in Table III, where each set contains images from varying distance range of image capture.

We evaluated the recognition performance of each test set using the conventional and proposed methods. It can be observed from Fig. 9 that the EER of both methods decreases as the distance range of image capture increases. However, the EER of the proposed method is lower than the EER of the conventional method in all cases. In addition, the EER of the conventional method increases more drastically than the proposed method. These results further justify the effectiveness of using stable dark features to extend the DOF of iris recognition system.

VI. CONCLUSION

In this paper, we proposed a method to identify stable features in iris images that are tolerant to imaging noise, which is introduced when the images are captured outside the camera DOF. Our analysis reveals that the stable bits
### TABLE I.
**Comparison of recognition performance between conventional and proposed method**

<table>
<thead>
<tr>
<th>Evaluation Standard</th>
<th>Conventional Method</th>
<th>Proposed Method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Intra-class</td>
<td>Inter-class</td>
</tr>
<tr>
<td>Average Hamming</td>
<td>0.2448</td>
<td>0.3363</td>
</tr>
<tr>
<td>distance</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FRR(%) (FAR=0.5%)</td>
<td>65.86</td>
<td>47.92</td>
</tr>
<tr>
<td>EER(%)</td>
<td>23.55</td>
<td>16.28</td>
</tr>
</tbody>
</table>

### TABLE II.
**Recognition performance with varying stable bit extraction rate**

<table>
<thead>
<tr>
<th>Performance Standard</th>
<th>Stable Bit Extraction Rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>60</td>
</tr>
<tr>
<td>EER(%)</td>
<td>18.24</td>
</tr>
</tbody>
</table>

### TABLE III.
**Test sets that contain images from varying distance range of image capture**

<table>
<thead>
<tr>
<th>Test set No.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image No. in sequence</td>
<td>16</td>
<td>15-17</td>
<td>14-18</td>
<td>13-19</td>
<td>12-20</td>
<td>11-21</td>
<td>10-22</td>
<td>9-23</td>
</tr>
<tr>
<td>Range of image capture (mm)</td>
<td>0</td>
<td>4</td>
<td>8</td>
<td>12</td>
<td>16</td>
<td>20</td>
<td>24</td>
<td>28</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Test set No.</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image No. in sequence</td>
<td>8-24</td>
<td>7-25</td>
<td>6-26</td>
<td>5-27</td>
<td>4-28</td>
<td>3-29</td>
<td>2-30</td>
<td>1-31</td>
</tr>
<tr>
<td>Range of image capture (mm)</td>
<td>32</td>
<td>36</td>
<td>40</td>
<td>44</td>
<td>48</td>
<td>52</td>
<td>56</td>
<td>60</td>
</tr>
</tbody>
</table>
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