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Abstract

In this paper, we propose a new multi-manifold metric learning (MMML) method for the task of face recognition based on image sets. Different from most existing metric learning algorithms that learn the distance metric for measuring single images, our method aims to learn distance metrics to measure the similarity between manifold pairs. In our method, each image set is modeled as a manifold and then multiple distance metrics among different manifolds are learned. With these distance metrics, the intra-class manifold variations are minimized and inter-class manifold variations are maximized simultaneously. For each person, we learn a distance metric by using such a criterion that all the learned distance metrics are person-specific and thus more discriminative. Our method is extensively evaluated on three widely studied face databases, i.e., Honda/UCSD database, CMU MoBo database and Youtube Celebrities database, and compared to the state-of-the-arts. Experimental results are presented to show the effectiveness of the proposed method.
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1. Introduction

Over the past few decades, face recognition has attracted great research interest in a wide range of applications in security and commerce. A large number of methods of face recognition based on single-shot images have been proposed in the literature [1, 2, 3, 4, 5, 6, 7, 8], which have already achieved satisfying performance under controlled conditions. However, most of these methods can not guarantee a reliable recognition performance in many practical environments, where face images are usually captured under unconstrained conditions with large variations in illumination, expression, pose, occlusion, and etc.

Compared with a single face image, an image set is able to provide more useful information to cover the variations of a person’s facial appearance. Hence, more discriminative information can be exploited from image sets to model the appearances of human faces. Generally, an image set can be a collection of unordered images from different views or frames from a video clip, even the video clip is not continuous. With the rapid development of social networks, a large number of social media sharing websites, such as Facebook, YouTube and Flickr, have emerged. Everyday hundreds of millions of people are posting their personal photos and videos onto these social media networks. With the massive data, video sequences and multiple still images of an individual are much easier to obtain than before. This motivates us to investigate the problem of face recognition based on image sets in this paper, where an input is an image set that needs to be classified to one of the classes in the gallery dataset, in which each reference is also an image set.

In this work, we propose a new multi-manifold metric learning (MMML) method for face recognition based on image sets. Given a face image set, we consider it as a manifold and model it using a collection of affine hulls. Based on this description, the manifold-to-manifold distance is transformed to the pairwise affine hull distance. To make these affine hulls more separable, we learn multiple distance metrics, one for each person, such that the inter-class manifold variations can be maximized and the intra-class manifold variations can be minimized simultaneously. In the classification phase, a probe image set is also modeled as a collection of affine hulls and compared with each gallery set associated with the learned distance metric. For a better illustration, Fig. 1 shows the basic idea of our proposed method. The key features of the proposed MMML are summarized as follows:
Figure 1: An illustration of our proposed multi-manifold metric learning method. For each image set, we first model it as a manifold, which is then approximated by a collection of affine hulls. For each person, we learn a person-specific distance metric to maximize the inter-class manifold variations and minimize the intra-class manifold variations simultaneously, such that more discriminative information can be exploited for recognition. In the testing phase, the probe image set is compared with each gallery image set that is associated with a learned distance metric, and then a label is assigned according to the nearest neighbor rule.

- MMML learns discriminant metrics. These metrics are able to maximize the separability of neighboring manifolds from different classes, and at the same time minimize the compactness of manifolds from the same class.

- MMML learns class-specific metrics. In contrast to existing metric learning and subspace learning algorithms that learn only one single distance metric or a global linear transformation for all the samples from different classes, the proposed MMML learns a collection of discriminative distance metrics, one for each class. The class-specific distance metrics are able to better differentiate the current class from others than a unified metric, since face images from different classes may lie on different manifolds with different intrinsic dimensions.
• MMML learns set-based metrics. Most existing metric learning methods are instance-based methods that cannot deal with the comparisons among image sets. In the scenario of classification based on image sets, the proposed distance metric is more suitable to measure the distances between manifolds.

The rest of this paper is organized as follows. In Section II, we review the related work on the problem of face recognition based on image sets. Then we propose a Multi-Manifold Metric Learning (MMML) method in Section III, which utilizes the discriminative property of the metric learning step to enhance the recognition performance of multi-model based methods. For better illustrations and comparisons, our method is extensively evaluated on three popular and widely used face databases and compared to the state of the arts. Experimental results are presented in Section IV to show the effectiveness of the proposed method. Finally, Section V concludes the paper.

2. Related Works

In this section, we briefly review the existing work on two related topics: 1) face recognition based on image sets, and 2) metric learning.

2.1. Face Recognition Based on Image Sets

Recently, a number of methods have been proposed for face recognition based on image sets [9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31], which can be mainly classified into three categories: model-free methods, parametric methods and nonparametric methods.

For the model-free methods, there is usually no mathematical model used to describe a face image set. To compute the set-to-set distance, these methods compare two image sets by directly calculating the distances between pair-wise samples across different sets [15] [32] or adopt the minimum linear reconstruction error as the distance between sets [28]. All of these methods suffer a limit that the computational complexity rises with the increasing size of each image set.

For parametric methods, an image set is usually modeled as a predefined parametric distribution [11, 12, 13], such as a multivariate Gaussian distribution or Gaussian Mixture Models (GMM), and then a probability similarity measure such as the Kullback-Leibler divergence is utilized to measure the similarity between two such models. However, the multivariate Gaussian
distribution is generally insufficient to represent an image set containing the complex variations [14]. Thus a more principled model known as GMM was proposed to model such complex sets. Unfortunately, the GMM model usually requires a very high computational complexity. One main shortcoming of parametric methods is that they need to address a challenging problem of parameter estimation, which may fail to work properly when there are weak statistical relationships between the training and testing image sets. Furthermore, the classification performance could be affected if the practical data sets do not follow the predefined densities. Due to these limitations, nonparametric methods have attracted more and more research attention in face recognition based on image set in recent years.

In the last decade, many nonparametric methods have been proposed to measure the similarity between two image sets [18, 19, 10, 20, 23, 25, 26, 9, 30, 31]. Representative nonparametric models include linear subspace, affine subspace, convex hull, regularized hull, etc. Among these models, the linear subspace model that requires the lowest computational complexity was adopted in [18, 19, 10, 20]. However, a linear subspace is a rather loose representation compared to a convex/regularized hull, which was utilized in [9, 30]. These linear models can fill-in the missing data for each image set and show robustness to the outliers. However, most existing nonparametric methods only used certain similarity measurements to compute the distance between two image sets, whereas a discriminative learning procedure was absent. Hence, some discriminative information may not be effectively exploited in the classification phase. More recently, Wang and Chen [33] proposed a manifold discriminant analysis method to learn a linear subspace such that the image sets from different classes can be separated. Unfortunately, only one single subspace was learned in their method, which may not be discriminative enough because face images from different classes may lie on different manifolds with different intrinsic dimensions. Another way to exploit discriminative information is by use of sparse representations [29, 31]. However, the improvements on recognition performance come with a significant increase in the computational complexities.

Motivated by the above work, in this paper we propose a multi-manifold metric learning method by learning multiple distance metrics such that the person-specific and discriminative features can be exploited for recognition.
2.2. Metric Learning

A number of distance metric learning methods have been proposed in recent years [34, 35, 36, 37, 38, 39], which can be mainly classified into two categories: unsupervised and supervised. Generally, supervised methods are more popular for classification because more discriminative information can be exploited in the learned distance metric. While a number of distance functions have been developed for different metric learning methods, the Mahalanobis metric is the most popular one because it has shown good generalization ability.

However, most existing metric learning methods only learn the distance metric from single image instances and cannot deal with image sets directly. A possible solution is to make use of each sample within an image set independently to learn a distance metric. However, the relations between these samples within an image set are ignored and some discriminative information fails to be exploited. Motivated by this, we first model each image set as a manifold and then learn distance metrics from these manifolds, rather than from single image instances [34, 35, 36, 37, 38, 39]. Hence, our proposed method is complementary to the existing metric learning methods, and it is more suitable for the problem of face recognition based on image sets.

3. Proposed Method

3.1. Multi-Affine Hulls Model

Consider $N$ training sets from $C$ classes. For each set, the face images are assumed to lie on or near an underlying nonlinear and intrinsically low-dimensional manifold $\mathbf{M}$. To better capture the characteristic of each manifold, we adopt multiple local models rather than a single model. Existing multi-model based methods [33, 40] first divide a nonlinear manifold $\mathbf{M}$ into several subsets $\{s_1, s_2, \cdots, s_m\}$ and each subset $s_i, i \in \{1, 2, \cdots, m\}$, is then described by a linear subspace, such that a collection of linear subspaces is used to model the manifold $\mathbf{M}$. However, considering that the linear subspace is a rather loose approximation of a subset, we use more compact representations, i.e., a collection of affine hulls to characterize a manifold $\mathbf{M} = \{\mathbf{h}_1, \mathbf{h}_2, \cdots, \mathbf{h}_m\}$, where $\mathbf{h}_i, i \in \{1, 2, \cdots, m\}$, is an affine hull. Since the mean information is important to characterize an affine hull $\mathbf{h}_i$ because it reflects the averaged positions of face images within a set, we divide an image set into multiple subsets by using the spectral clustering algorithms [41] [42]
such that a stable and representative mean vector can be obtained for each affine hull.

The spectral clustering: The spectral clustering algorithms [41] [42] cluster the data points based on the first $k$ eigenvectors of a normalized Laplacian matrix $L$ of $S$, which is an adjacency matrix storing the similarities between pairwise points of a data set $X$. Then the objective function aims to find a collection of orthogonal embeddings of the data set denoted as $V$, which consists of the approximations of the cluster indicator vectors:

$$\max_{V \in \mathbb{R}^{n \times k}} \text{tr} (V^T L V) \quad s.t. \quad V^T V = I,$$

where the optimal $V$ contains the first $k$ eigenvectors of the symmetric normalized Laplacian matrix $L$ as columns. Then each row vector of $V$ can be normalized and used to assign a data point to one of the $k$ clusters through the $k$-means algorithm [43]. The spectral clustering algorithm has many nice properties such as well-defined mathematic framework, more discriminative nature for clustering, good performance on clusters with arbitrary shapes, and etc.

The affine hull model for each subset: For a subset $s_i = [x_{i1}, x_{i2}, \cdots, x_{in}]$, its affine hull approximation $h_i$ is defined as

$$h_i = \{ x_i = \mu_i + U_i v_i | v_i \in \mathbb{R}^D \},$$

where sample $x_i \in \mathbb{R}^D$, $\mu_i$ is the mean vector of the subset $s_i$, $U_i$ is the orthonormal basis that spans the whole affine hull and $v_i$ is a vector of free parameters of $x_i$ within the affine hull. $U_i$ is obtained from the singular vectors of Singular Value Decomposition (SVD) on $[x_{i1} - \mu_i, x_{i2} - \mu_i, \cdots, x_{in} - \mu_i]$. By using an affine hull, a subset can be compactly represented since the affine subspace is able to reduce more redundant dimensions than a linear subspace that is forced to go through the origin.

Differences from the AHISD method [9]: The method that utilizes affine hulls or convex hulls to represent image sets was first proposed in [9]. In this AHISD method, an image set is modeled by using a single affine hull or convex hull. In contrast, we first cluster an image set into multiple subsets through a spectral clustering method, and model each subset as an affine hull. Then the whole image set is described by using a collection of affine hulls, i.e., $M = \{ h_1, h_2, \cdots, h_m \}$. Thus, our proposed method has a stronger capability to characterize an image set with nonlinear distributions.
3.2. Affine Hull-Based Distance Metric

Most existing work such as [10], [40] design the manifold-to-manifold distance measure as the dissimilarity between the most similar parts of two image sets, i.e.,

\[
d(M_p, M_q) = \min_{h_i \in M_p} \min_{h_j \in M_q} d(h_i, h_j),
\]

where \(d(M_p, M_q)\) denotes the distance between manifolds \(M_p\) and \(M_q\), and \(d(h_i, h_j)\) denotes the distance between affine hulls \(h_i\) and \(h_j\).

Instead of directly comparing the two affine hulls, we compare them by using a learned distance metric. The conventional metric learning algorithms learn a Mahalanobis distance metric that is an instance-based metric. However, in the considered scenario, an affine hull-based distance metric is needed. Hence, we define a distance metric over affine hulls as:

\[
d_{\text{aff}}(h_i, h_j; A) = \alpha \frac{(\mu_i^T A \mu_j)^2}{(\mu_i^T A \mu_i)(\mu_j^T A \mu_j)} + (1 - \alpha)\text{tr}(\Lambda),
\]

where \(\alpha\) is a scalar parameter and \(\Lambda\) is obtained from the SVD of \((\tilde{U}_i^T A \tilde{U}_j)\), i.e., \((\tilde{U}_i^T A \tilde{U}_j) = Q_{ij} \Lambda Q_{ji}^T\). \(U_i\) and \(U_j\) are orthonormal bases that span two affine hulls respectively. Before we explain \(\tilde{U}_i\) and \(\tilde{U}_j\) that are transformed from \(U_i\) and \(U_j\), we first introduce a decomposition of \(A\), where \(A = WW^T\) and \(W \in \mathbb{R}^{D \times d}\). This makes the parameter matrix \(A\) be a \(D \times D\) symmetric and positive semidefinite matrix such that the affine hull-based metric is a valid metric that satisfies non-negativity, symmetry and triangle inequality. Then we use \(WW^T\) instead of \(A\) such that Eq. (4) can be rewritten as

\[
d_{\text{aff}}(h_i, h_j, W) = \alpha \frac{(\mu_i^T W W^T \mu_j)^2}{(\mu_i^T W W^T \mu_i)(\mu_j^T W W^T \mu_j)} + (1 - \alpha)\text{tr}(\Lambda)
\]

\[
= \alpha \left[ (W^T \mu_i)^T (W^T \mu_j) \right]^2 + (1 - \alpha)\text{tr}(\Lambda)
\]

where \(\Lambda\) is obtained from the SVD: \((\tilde{U}_i^T (WW^T) \tilde{U}_j) = (W^T \tilde{U}_i)^T (W^T \tilde{U}_j) = Q_{ij} \Lambda Q_{ji}^T\). It is observed that \(\Lambda\) contains the principal angles between ma-
trices \((W^T \tilde{U}_i)\) and \((W^T \tilde{U}_j)\) when the two matrices are orthonormal basis matrices of subspaces. Although \(U_i\) and \(U_j\) are orthonormal matrices, in the subspace \(W\), \((W^T U_i)\) and \((W^T U_j)\) are not generally orthonormal basis matrices. Thus, to obtain the orthogonalized matrices \((W^T \tilde{U}_i)\) and \((W^T \tilde{U}_j)\), we orthogonalize \((W^T U_i)\) and \((W^T U_j)\) by applying the QR decomposition

\[
\begin{align*}
W^T U_i &= \Phi_i R_i \\
W^T U_j &= \Phi_j R_j
\end{align*}
\]  

(6)

where \(\Phi_i\) and \(\Phi_j\) are orthogonal matrices and \(R_i\) and \(R_j\) are invertible upper-triangular matrices. The orthogonalized matrices \((W^T \tilde{U}_i)\) and \((W^T \tilde{U}_j)\) can be obtained as follows

\[
\begin{align*}
\Phi_i &= (W^T U_i) \cdot R_i^{-1} = W^T \cdot (U_i R_i^{-1}) = W^T \tilde{U}_i \\
\Phi_j &= (W^T U_j) \cdot R_j^{-1} = W^T \cdot (U_j R_j^{-1}) = W^T \tilde{U}_j
\end{align*}
\]  

(7)

where

\[
\begin{align*}
\tilde{U}_i &= U_i R_i^{-1} \\
\tilde{U}_j &= U_j R_j^{-1}
\end{align*}
\]  

(8)

In Eq. (4) and Eq. (5), \(tr(\Lambda)\) describes the correlation between two orthonormal basis matrices. Furthermore, \(tr(\Lambda) \geq 0\) due to the fact that the principal angles are defined in the range of \([0, \frac{\pi}{2}]\). Since \(U_i\) and \(U_j\) are two different coordinate systems with respect to \(\mu_i\) and \(\mu_j\) respectively, the first term in Eq. (4) and Eq. (5) denotes how far away the origins of the two coordinate systems \(U_i\) and \(U_j\) are from each other in the subspace \(W\). Whereas the second term in Eq. (4) and Eq. (5) indicates that if the two coordinate systems are both shifted to the same origin, how relevant the two subspaces are. Based on Eq. (5), we observe that learning a good distance metric is equivalent to learn the linear transformations \(W\) for image sets in the original space.

### 3.3. Parameter Matrix Learning for Distance Metric

With \(N\) image sets from \(C\) classes, \(N\) intrinsically low dimensional manifolds \(M_1, M_2, \cdots, M_N\) are embedded in the high dimensional ambient space. In order to give a more compact description of a manifold meanwhile avoid the curse of dimensionality, a nonlinear dimension reduction procedure
Figure 2: An illustration of the basic idea of the learning procedure for the $i$th class. For class $i$, we learn a distance metric $W_i$ that pushes the manifolds of class $i$ away from neighboring manifolds of other classes meanwhile pulls affine hulls inside the same manifold closer.

Based on the proof [3] that the Laplacian of a graph can be considered as a good approximation of Laplace-Beltrami operator defined on the manifold, many graph embedding algorithms have been proposed to linearly map a manifold from a high dimensional Euclidean space to a low dimensional subspace, such that the embedding is defined everywhere. However, these methods [3], [33] treated all the training samples from different classes with the same embedding and ignored that manifolds across classes might distribute very differently, i.e., there are large variations in the intrinsic structures across different classes. In view of this, we learn a class-specified distance metric $d_{\text{aff}}^c(h_i, h_j, W_c)$ for each class $c$. Then the proposed method aims to learn a collection of linear transformations $W_1, W_2, \cdots, W_C$ from multiple manifolds.

There are $N$ manifolds $M_1, M_2, \cdots, M_N$ that constitute the whole training dataset $X = [x_{1,1}, x_{1,2}, \cdots, x_{1,l_1}, \cdots, x_{N,1}, x_{N,2}, \cdots, x_{N,l_N}]$. For nota-
tion simplicity, $\mathbf{X}$ is denoted as $[\mathbf{x}_1, \mathbf{x}_2, \cdots, \mathbf{x}_l]$ where $l = \sum_{i=1}^{N} l_i$. From the classification perspective, we expect that the learned transformations $\mathbf{W}_1, \mathbf{W}_2, \cdots, \mathbf{W}_C$ are able to maximize the scatterness between neighboring manifolds but from different classes, and minimize the compactness of manifolds from the same class simultaneously. Fig. 2 shows the basic idea of the learning procedure for the $i$th class. To achieve this goal, we maximize the discriminability of training data by solving the following objective function for the $c$th class:

$$\max_{\mathbf{W}_c} f_b(\mathbf{W}_c), \quad \text{s.t.} \quad f_w(\mathbf{W}_c) = 1, \quad (9)$$

where

$$f_b(\mathbf{W}_c) = \sum_{i,j} \|\mathbf{W}_c^T \mathbf{x}_i - \mathbf{W}_c^T \mathbf{x}_j\|^2 G_b^{(c)}(i,j), \quad (10)$$

$$f_w(\mathbf{W}_c) = \sum_{i,j} \|\mathbf{W}_c^T \mathbf{x}_i - \mathbf{W}_c^T \mathbf{x}_j\|^2 G_w^{(c)}(i,j), \quad (11)$$

respectively.

For the $c$th class, the penalty graph $G_b^{(c)}$ that describes the between-class scatterness introduces a penalty of $\|\mathbf{W}_c^T \mathbf{x}_i - \mathbf{W}_c^T \mathbf{x}_j\|$ if $\mathbf{x}_i$ and $\mathbf{x}_j$ is near to each other but from different classes, whereas the intrinsic graph $G_w^{(c)}$ encourages $\mathbf{W}_c^T \mathbf{x}_i$ and $\mathbf{W}_c^T \mathbf{x}_j$ to get closer if $\mathbf{x}_i$ and $\mathbf{x}_j$ are from the same class. The penalty graph $G_b^{(c)}$ and intrinsic graph $G_w^{(c)}$ are defined as:

$$G_b^{(c)}(i,j) = \begin{cases} 
  e^{-\frac{\|\mathbf{x}_i - \mathbf{x}_j\|}{t_b}}, & \text{if } \mathbf{M}(\mathbf{x}_j) \in N_k(\mathbf{M}(\mathbf{x}_i)) \text{ where only } \mathbf{x}_i \in \text{class } c, \\
  0, & \text{otherwise},
\end{cases} \quad (12)$$

$$G_w^{(c)}(i,j) = \begin{cases} 
  e^{-\frac{\|\mathbf{x}_i - \mathbf{x}_j\|}{t_w}}, & \text{if both } \mathbf{x}_i, \mathbf{x}_j \in \text{class } c, \\
  0, & \text{otherwise},
\end{cases} \quad (13)$$

where $t_b$ and $t_w$ are parameters of the heat kernels that follow an Gaussian distribution approximately in a local area. $\mathbf{M}(\mathbf{x}_i)$ denotes the manifold to which $\mathbf{x}_i$ belongs, and $N_k(\mathbf{M}(\mathbf{x}_i))$ denotes the manifolds that are the $k$ nearest neighbors of manifold $\mathbf{M}(\mathbf{x}_i)$. In Eq. (13), when the value of $t_w$ approximates zero (e.g., $t_w \leq 10^{-6}$), the heat kernel in intrinsic graph becomes increasingly localized and tends to the Dirac delta function, which makes that the intrinsic graph $G_w^{(c)}$ tends to an identity matrix. In this situation, the constraint matrix $G_w^{(c)}$ is not a Laplacian of the penalty graph but an identity matrix.
for scale normalization.

For ease of analysis, we simplify $f_b(W_c)$ in Eq. (10) as:

$$f_b(W_c) = \sum_{i,j} \|W_c^T x_i - W_c^T x_j\|^2 G_b^{(c)}(i, j)$$

$$= tr\left\{ W_c^T \left[ \sum_{i,j} (x_i - x_j)(x_i - x_j)^T G_b^{(c)}(i, j) \right] W_c \right\}$$

$$= tr\left\{ W_c^T \left[ \sum_{i,j} x_i G_b^{(c)}(i, j)x_i^T - \sum_{i,j} x_j G_b^{(c)}(i, j)x_i^T 
- \sum_{i,j} x_i G_b^{(c)}(i, j)x_j^T + \sum_{i,j} x_j G_b^{(c)}(i, j)x_j^T \right] W_c \right\}$$

$$= tr\left\{ W_c^T \left[ \sum_i x_i D_b^{(c)}(i, i)x_i^T - XG_b^c X^T 
- XG_b^c X^T + \sum_j x_j D_b^{(c)}(j, j)x_j^T \right] W_c \right\}$$

$$= 2tr \left( W_c^T X D_b^{(c)} X^T W_c - W_c^T X G_b^{(c)} X^T W_c \right)$$

$$= 2tr \left( W_c^T X L_b^{(c)} X^T W_c \right),$$

where $D$ is a diagonal matrix with $D_b^{(c)}(i, i) = \sum_j G_b^{(c)}(i, j)$ and $L_b^{(c)} = D_b^{(c)} - G_b^{(c)}$ is the Laplacian of the penalty graph $G_b^{(c)}$.

Similarly, $f_w(W_c)$ in Eq. (11) can be simplified as:

$$f_w(W_c) = \sum_{i,j} \|W_c^T x_i - W_c^T x_j\|^2 G_w^{(c)}(i, j)$$

$$= 2tr \left( W_c^T X L_w^{(c)} X^T W_c \right).$$

Thus, the optimal transformation matrix $W_c$ can be derived by solving a generalized eigen-decomposition of matrices $L_w^{(c)}$ and $L_b^{(c)}$:

$$X L_b^{(c)} X^T w = \lambda X L_w^{(c)} X^T w.$$  

(16)
The largest \( d \) eigenvectors \( \{ w_1, w_2, \cdots, w_d \} \) that correspond to the largest \( d \) eigenvalues \( \{ \lambda_1, \lambda_2, \cdots, \lambda_d \} \), where \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_d \geq 0 \), are chosen as the transformation matrix \( W_c \). On this basis, in the learning phase we compute \( W_1, W_2, \cdots, W_C \) for each class respectively.

3.4. Recognition

Having obtained a collection of discriminant parameter matrices \( W_1, W_2, \cdots, W_C \), the recognition procedure is conducted on a probe image set, whose manifold is denoted as \( M_p \). The probe set is first divided into \( m_p \) clusters by using a spectral clustering algorithm and then characterized as a set of affine hulls \( M_p = [h_1^{(p)}, h_2^{(p)}, \cdots, h_{m_p}^{(p)}]. \) Similarly, a gallery set from class \( c \) is also described as \( M_g(c) = [h_1^{(c,g)}, h_2^{(c,g)}, \cdots, h_{m_g}^{(c,g)}] \). To compare the probe manifold to the gallery manifold, we directly match them using the manifold-to-manifold distance metric associated with the parameter matrix \( W_c \):

\[
d_{\text{mf}}(M_p, M_g) = \min_{h_i^{(p)} \in M_p} \min_{h_j^{(c,g)} \in M_g} d_{\text{aff}}(h_i^{(p)}, h_j^{(c,g)}, W_c).
\]

Then the probe manifold is assigned to a class that has the nearest distance to the probe.

To speed up the proposed algorithm, we let \( \alpha = 1 \) in Eq. (5). Thus the affine hull distance metric becomes:

\[
d_{\text{aff}}(h_i^{(p)}, h_j^{(c,g)}, W_c W_c^T) = \frac{\mu_i^{(p)T} W_c W_c^T \mu_j^{(c,g)}}{(\mu_i^{(p)T} W_c W_c^T \mu_i^{(p)})(\mu_j^{(c,g)T} W_c W_c^T \mu_j^{(c,g)})},
\]

where the mean vectors \( \mu_j^{(c,g)} \) and \( \mu_i^{(p)} \) are used as descriptors of affine hulls \( h_j^{(c,g)} \) and \( h_i^{(p)} \) respectively. Under such circumstances, the Euclidean distance between two mean vectors \( \mu_i^{(p)} \) and \( \mu_j^{(c,g)} \) can be used as an alternative affine hull distance metric:

\[
d_{\text{aff}}(h_i^{(p)}, h_j^{(c,g)}, W_c W_c^T) = \sqrt{(\mu_i^{(p)} - \mu_j^{(c,g)})^T W_c W_c^T (\mu_i^{(p)} - \mu_j^{(c,g)})}.
\]

4. Experiments

In this section, we evaluate the proposed MMML method on the task of face recognition based on image sets. Given a query face image set, its
The nearest gallery set is determined by using a collection of parameter matrices $W_1, W_2, \ldots, W_C$ and the nearest neighbor classifier.

4.1. Experimental Setup

Goals: Through the extensive experiments, we attempt to evaluate the performance of the proposed MMML method from different aspects to verify its effectiveness.

- In experiment 1, in order to demonstrate the effectiveness of using affine hull models, we compare the performance of the methods based on the affine hull model to that based on the linear subspace model (PCA model).

- In experiment 2, in order to show the effectiveness of using multiple class-specific subspaces, we test the performance of the methods based on multiple class-specific subspaces and one unified subspace respectively.

- In experiment 3, we illustrate the effect of the number of affine hulls on the recognition performance of the proposed MMML method.

- In experiment 4, we show the effect of the number of dimensions of each class-specific subspace on the recognition performance of the proposed MMML method.

- In experiment 5, we compare the proposed MMML method with five state of the arts on three widely studied face video databases to demonstrate the effectiveness of the proposed method.

Databases: Three widely studied face video databases, i.e., the Honda/UCSD database [44], the CMU MoBo database [45] and the Youtube Celebrities database [46], are considered in our experiments, where each video sequence is broken into frames and saved as an image set.

- The Honda/UCSD Database: The Honda/UCSD database [44] was built for evaluating algorithms on the video based face tracking and face recognition tasks. All the video sequences in this database were captured in indoor environment where the noises and the variations in lighting conditions were limited. However, the person in each video rotates his/her head and makes different expressions, which may
lead to large variations in pose, expression, occlusion and scaling. The Honda/UCSD database consists of 59 videos from 20 persons. The original resolution of the frame of each video sequence is $640 \times 480$ pixels. We apply the Viola-Jones algorithm [47] to detect faces in each image set and resize each face image to $20 \times 20$ pixels as in [40, 48]. Some exemplar face images from the Honda/UCSD database are shown in Fig. 3.

- **CMU MoBo database**: The CMU Motion of body (MoBo) database [45] was created for biometric identification of humans based on the characteristics of subjects, which contains 96 video sequences from 24 different individuals and the number of frames for each video sequence is 300. For each person, there are 4 video clips corresponding to four walk patterns, i.e., slow walk, fast walk, incline walk and walk with a ball. This results in a large number of variations in the pose and expression of face images. By applying the Viola-Jones algorithm [47], the gray scale face images can be detected and cropped to the size of $40 \times 40$ pixels as described in [48]. Some exemplar face images from the CMU MoBo database are shown in Fig. 4. In our experiments, each histogram equalized face image is divided into patches of size $8 \times 8$ pixels and then a uniform Local Binary Pattern feature can be extracted from each patch as the local descriptor.

- **The Youtube Celebrities Database**: The YouTube Celebrities database [46] was built for evaluating algorithms on the tasks of face tracking and recognition. From the Youtube website, 1910 video sequences
were collected from 47 celebrities and each video sequence contained hundreds of frames. These videos were captured from famous persons including actors/actresses and politicians. Compared to Honda/UCSD and CMU MoBo databases where the videos were captured under controlled conditions, the videos in Youtube Celebrities database were obtained in real life environments where there exist very large variations in face appearances, poses and expressions, together with low quality, misalignments and occlusions. Thus the existing face detection algorithms often fail to work properly on this database. To overcome this problem, we apply an incremental visual tracking algorithm [49] to track faces in each frame of the Youtube Celebrities database, as mentioned in [48]. The first face cropped from each video sequence is provided by [46], and each gray scale face image is cropped and resized to 50 × 50 pixels. Some exemplar face images are illustrated in Fig. 5. To minimize the effect of illuminations, the histogram equalization is performed as a preprocessing step.

4.2. Experiment 1: Affine Hulls vs Linear Subspaces

In the proposed MMML method, we adopt the affine hulls instead of linear subspaces to represent a nonlinear manifold. In general, an affine hull is a more compact representation than a linear subspace from the geometric viewpoint. Thus the affine hull-based methods are expected to perform better than the linear subspace-based methods in terms of the recognition performance. To verify the advantage of the proposed MMML method, we
Figure 5: Some exemplar face images cropped from videos of four persons from the YouTube Celebrities database.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Average Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear subspace-based method</td>
<td>87.2% ± 4.1%</td>
</tr>
<tr>
<td>Affine hull-based method</td>
<td>95.4% ± 3.3%</td>
</tr>
</tbody>
</table>

Table 1: Experimental results of experiment 1 on the Honda/UCSD database.

design experiment 1 as follows. From the Honda/UCSD database, we select 20 video sequences as gallery sets, with the remaining 39 videos as probe sets. For fair comparisons between the affine hull-based method and the linear subspace-based method, we adopt the same algorithm in each step except the modeling part, where each subset is modeled using the affine hulls and linear subspaces respectively. It is noted that this experiment does not involve any learning stage for reducing the computational complexity. Under such conditions, we randomly repeat the experiment 30 times. Then the averaged recognition results are given in Table 1 for the two methods respectively.

In Table 1, it is obvious that the affine hull-based method, which achieves a recognition rate of 95.4%, significantly outperforms the linear subspace-based method by around 8.2%.

4.3. Experiment 2: Multiple Class-Specific Subspaces vs One Unified Subspace

Different from the existing methods that only learn a unified subspace for all the training samples, the proposed MMML method learns a collection of class-specific subspaces $\mathbf{W}_1, \mathbf{W}_2, \cdots, \mathbf{W}_C$ based on the observation that the
Table 2: Experimental results of experiment 2 on the CMU MoBo database.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Average Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unified based method</td>
<td>95.8% ± 1.3%</td>
</tr>
<tr>
<td>Class-specific based method</td>
<td>98.6% ± 2.3%</td>
</tr>
</tbody>
</table>

manifolds in different classes distribute differently. To illustrate the effectiveness of the proposed method that utilizes multiple class-specific subspaces, we design experiment 2 as follows. From the CMU MoBo database, one image set per person is randomly selected for training, with the remaining three image sets used for testing. For fair comparisons between the class-specific subspace-based method and the unified subspace-based method, we adopt the same algorithm in each step except the learning part, where multiple class-specific subspaces and one unified subspace are learned respectively. With these settings, we repeat the experiment 30 times for each method. Then the averaged results of experiment 2 on the CMU MoBo database are listed in Table 2.

We can observe from Table 2 that the recognition performance of the proposed method based on multiple class-specific subspaces reaches 98.6%, which outperforms that of the method based on one unified subspace.

4.4. Experiment 3: The Effect of the Number of Affine Hulls

In the proposed MMML method, the spectral clustering algorithm is adopted to divide an image set into multiple clusters. The number of affine hulls, which is denoted as $k$, equals to the number of clusters. To investigate how the number of affine hulls affects the recognition performance, we conduct a series of experiments on Honda/UCSD database where 50 frames of each video are used. Since the number of frames of each video varies from 29 to 50, we test the MMML method with varying values of $k$ (from 1 to 29). For each $k$, we repeat the experiment 30 times and the averaged recognition rates are recorded. Then the averaged recognition rate with regard to $k$ is shown in Fig. 6.

From Fig. 6, it is observed that the performance of the proposed MMML method is robust to the choice of $k$. When $k=1$, the recognition rate of MMML method only reaches 70% since the whole image set is directly put into the discriminative learning stage without division. With an increase in $k$, the recognition rate of MMML first rises and then stabilizes around 89% when $k$ varies from 4 to 29. Thus it is apparent that the proposed MMML
method is insensitive to $k$. Hence, there is a large space for us to choose a suitable number of affine hulls for the proposed MMML method.

4.5. Experiment 4: The Effect of the Dimensions of Each Subspace

For a better illustration of the robustness of the proposed MMML method, we evaluate its performance with an increase in the dimensions of each subspace in experiment 4. Similar to experiment 2, 96 face image sets from the CMU MoBo database are used. One image set per individual is randomly selected for learning, with the remaining three image sets per person used as the probe sets. We repeat the random selection 30 times for each subspace of fixed dimensions, and then increase the dimensions with step size 1. Then the averaged recognition rates are shown in Fig. 7 and Fig. 8, with respect to the number of dimensions of each discriminative subspace. Fig. 7 shows the recognition rates when the number of dimensions varies from 1 to 60. To better illustrate the effect of the dimension on the performance of the proposed method, Fig. 8 demonstrates the recognition rates when the number of dimensions varies from 1 to 12.

From Fig. 7 and Fig. 8, we observe that the performance of the proposed MMML method improves with an increase in the number of dimensions of each discriminative subspace. In Fig. 8, the recognition rate is only around
Figure 7: The recognition performance of the proposed MMML method with respect to the number of dimensions (from 1 to 60) of each discriminative subspace.

9.72% when the number of dimensions equals to one and quickly rises up to 37.5%, 72.22%, 81.94% and 84.72% with dimensions 2, 3, 4 and 5, respectively. However, when the number of dimensions keeps increasing beyond 12, the improvement in the recognition performance of the proposed MMML
method is limited, as shown in Fig. 7. This demonstrates a robustness of the proposed MMML method to the dimension of each subspace. Thus there is a large space to choose a suitable number of dimensions of each subspace for the proposed MMML method to work properly.

4.6. Experiment 5: Comparisons with Five State of the Arts

We compare the proposed MMML method with five existing image classification methods based on image sets, i.e., Affine hull-based Image Set Distance (AHISD) [9], Discriminant Canonical Correlation Analysis (DCC) [10], Manifold-to-Manifold Distance (MMD) [40], Manifold Discriminant Analysis (MDA) [33] and Sparse Approximated Nearest Points (SANP) [48]. The source codes of these five methods are provided by respective authors. For fair comparisons, the key parameters of each method are tuned and optimized as follows:

1) For DCC, PCA is applied to preserve 90% energy of each subspace such that the dimension of each subspace is 10 and the dimension of the embedding subspace is set to 150. 2) For MMD and MDA, 12 nearest neighbors are used to compute the geodesic distance and the ratio between geodesic distance and Euclidean distance is tuned to 1.1 to achieve the optimal performance. The other parameters are chosen following the experimental settings in the respective papers. 3) For MMD, the principal angles that are used in the manifold-to-manifold distance are the first 10 angles. 4) For SANP, the same weights are chosen as in [48] for convex optimization. 5) For the proposed MMML method, we adopt the affine hull-based distance metric defined in Eq. (18) and (19) to speed up the algorithm, where the affine hull distance is computed by using their mean vectors. For all these methods, we use the nearest neighbor classifier for recognition.

Experiments on the Honda/UCSD Database: We adopt the same configurations as in [9, 44, 48] where 20 video sequences are selected for training, with the remaining 39 videos for testing the classification performance. Similar to [48], we evaluate the proposed MMML and the existing methods in the following cases: 50 frames selected from each video sequence, 100 frames selected from each video sequence, and full length of each video sequence. The number of $k$ nearest affine hulls is set to neighboring 7. Then the experimental results are summarized and shown in Table 3.

From Table 3, it is apparent that the proposed MMML method achieves the best recognition rate 93.1% on average. With a discriminative learning procedure, DCC, MDA and the proposed MMML outperform MMD and
Table 3: Experimental results on the Honda/UCSD database.

<table>
<thead>
<tr>
<th>Methods</th>
<th>50 Frames</th>
<th>100 Frames</th>
<th>Full Length</th>
<th>Average Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCC</td>
<td>79.5%</td>
<td><strong>92.3%</strong></td>
<td>94.9%</td>
<td>88.9%</td>
</tr>
<tr>
<td>MMD</td>
<td>82.1%</td>
<td>84.6%</td>
<td>94.9%</td>
<td>87.2%</td>
</tr>
<tr>
<td>MDA</td>
<td>76.9%</td>
<td>89.7%</td>
<td><strong>100%</strong></td>
<td>88.9%</td>
</tr>
<tr>
<td>AHISD</td>
<td>87.2%</td>
<td>84.6%</td>
<td>89.7%</td>
<td>87.2%</td>
</tr>
<tr>
<td>SANP</td>
<td>84.6%</td>
<td><strong>92.3%</strong></td>
<td>89.7%</td>
<td>92.3%</td>
</tr>
<tr>
<td>MMML</td>
<td><strong>89.7%</strong></td>
<td><strong>92.3%</strong></td>
<td>97.22%</td>
<td><strong>93.1%</strong></td>
</tr>
</tbody>
</table>

AHISD, which directly compare the models of image sets without any learning procedure. Although SANP does not involve any discriminative learning steps, it reconstructs a sample point using sparse affine coefficients that introduce the discriminative information into the sparse representations, thus SANP is also able to achieve a comparable performance of 92.3%. With a decrease in the length of the frames, i.e., 50 frames in each image set, the performance of MDA and DCC degrades heavily because there is not sufficient training samples for discriminative learning. On the other hand, MMML describes an image set using a collection of affine hulls that can “fill-in” the missing data, thus a reasonably good performance can be achieved, even with less training samples.

**Experiments on the CMU MoBo Database:** We adopt the following configurations. One image set per person is randomly selected for training, with the remaining three image sets for testing. We repeat the random selection 30 times for each method and the averaged results are illustrated in Table 4.

Table 4: Experimental results on the CMU MoBo database.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Average Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCC</td>
<td>94.9% ± 2.3%</td>
</tr>
<tr>
<td>MMD</td>
<td>94.4% ± 3.0%</td>
</tr>
<tr>
<td>MDA</td>
<td>95.8% ± 1.9%</td>
</tr>
<tr>
<td>AHISD</td>
<td>94.4% ± 1.9%</td>
</tr>
<tr>
<td>SANP</td>
<td>97.8% ± 1.1%</td>
</tr>
<tr>
<td>MMML</td>
<td><strong>98.6% ± 2.5%</strong></td>
</tr>
</tbody>
</table>

From Table 4, we observe that the proposed MMML achieves 98.6%,
which is the best performance of all methods. Compared to the Honda/UCSD database, the CMUMoBo database contains more noises and the proposed MMML method performs better than others in that it learns a class-specific metric that is able to better describe a noisy image set. Although a comparably good performance can be achieved by SANP that is only slightly inferior to MMML, SANP requires a much higher computational complexity. Similarly, without any learning procedure, MMD and AHISD perform not as well as the discriminative learning based MDA, DCC, SANP and MMML, where SANP employs sparse coefficients that introduce discriminative information.

**Experiments on the YouTube Celebrities Database:** We adopt the same configurations as in [48] where five-fold cross validation experiments are conducted on this database. We divide video sequences of each person into 5 groups and make sure that each group contains 9 videos (with minimum overlapping). In this way, the YouTube Celebrities Database are divided into 5 folds, each consists of 423 video sequences from 47 subjects. In each fold, we select 3 image sets per person randomly for training, with the remaining 6 image sets for testing. We repeat the random selection 10 times for each method and show the averaged recognition rates in Table 5.

In Table 5, the performance achieved by all set-based image classification methods is degraded on the YouTube Celebrities database, where the videos are obtained in real life scenarios with low quality, misalignments and large variations in appearances, poses and expressions. In such a challenging condition, the recognition rate achieved by MMML reaches 69.4%, which outperforms all other methods. Since the single affine hull model cannot exactly describe an noisy image set of low quality and large appearance variations, the performance achieved by SANP on the YouTube Celebrities database is not as good as that on the Honda/CUCSD and CMU MoBo databases.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Average Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCC</td>
<td>62.2% ± 2.1%</td>
</tr>
<tr>
<td>MMD</td>
<td>63.6% ± 2.3%</td>
</tr>
<tr>
<td>MDA</td>
<td>61.9% ± 3.4%</td>
</tr>
<tr>
<td>AHISD</td>
<td>64.2% ± 4.1%</td>
</tr>
<tr>
<td>SANP</td>
<td>63.9% ± 2.3%</td>
</tr>
<tr>
<td>MMML</td>
<td><strong>69.4% ± 2.8%</strong></td>
</tr>
</tbody>
</table>
Table 6: Time consumption of different methods on the Honda/UCSD database (classification of one image set).

<table>
<thead>
<tr>
<th>Methods</th>
<th>Training</th>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCC</td>
<td>6.50s</td>
<td>0.23s</td>
</tr>
<tr>
<td>MMD</td>
<td>N/A</td>
<td>30.10s</td>
</tr>
<tr>
<td>MDA</td>
<td>8.90s</td>
<td>0.18s</td>
</tr>
<tr>
<td>AHISD</td>
<td>N/A</td>
<td>5.20s</td>
</tr>
<tr>
<td>SANP</td>
<td>N/A</td>
<td>2.80s</td>
</tr>
<tr>
<td>MMML</td>
<td>60.08s</td>
<td>0.13s</td>
</tr>
</tbody>
</table>

For both MAD and DCC, only a single discriminative subspace is learned for all the samples from different classes, this leads to that the large variations and noises can not be covered in this single subspace. Thus MDA and DCC demonstrate relatively low recognition rates on the YouTube Celebrities database. In MMML, the proposed affine hull-based distance metric is designed for each class such that the variations of the current class are well characterized by the class-specific model. This leads to a robust performance of MMML across the Honda/UCSD, CMU MoBo and YouTube Celebrities databases.

4.7. Discussions

Computational Complexity: In Table 6, we compare the time consumption by different methods on the Honda/UCSD database. We can see that MMD spends the longest time 30.1 seconds in the testing step of classifying one image set, because two operations, i.e., constructing a collection of linear subspaces through PCA and matching image sets by computing their principal angles, are very time-consuming. From the recognition rates shown in Table 3 and Table 4, we observe that a comparable performance can be achieved by SANP and MMML, but SANP requires more time (2.8 seconds) in classifying one image set than our MMML method (0.13 seconds), as shown in Table 6. Although the proposed MMML needs to learn a distance metric for each class, where more time is consumed for training, this step can be finished offline without affecting the time required for classifying each probe image set.

Sample Size: All methods assume that there are sufficient images in each image set such that a set of affine hulls can be used to approximate the manifold. Questions arise when there are not sufficient samples in some
image sets, then the number of affine hulls of each manifold will be reduced. Furthermore, for each subset of a manifold, there are two key factors to effectively describe its affine hull: mean vector $\mu$ and orthonormal bases $W$. If there are not sufficient samples in a subset, the mean vector is able to better describe a subset than the orthonormal bases. In view of this, we assign a larger weight to the mean vector and a smaller weight to the orthonormal bases, such that the proposed method is able to adapt to different sizes of image sets.

5. Conclusion

In this paper, we propose a multi-manifold metric learning (MMML) method for face recognition based on image sets. Firstly, an image set is modeled as a nonlinear manifold that is divided into several subsets by using a spectral clustering algorithm. Then each subset is described by an affine hull such that a nonlinear manifold can be represented using a collection of affine hulls. On this basis, multiple person-specific distance metrics can be learned to maximize the scatterness of neighboring manifolds from different classes and minimize the compactness of manifolds from the same class simultaneously, such that more discriminative information can be exploited for classification. Experimental results on three popular databases are presented to show the effectiveness and robustness of our proposed method.
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