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Abstract. In this paper, a detailed study on a composite derivative is performed. The composite derivative, which is formed from the combination of fractional integration and derivative and performs a 90\degree phase shift as the traditional first derivative does, is applied to edge detection and the results are analyzed, emphasizing the compromise ability between selectivity and noise suppression. Both objective and subjective comparisons with other edge detectors are carried out, including evaluations through the use of the benchmark Berkeley Segmentation Dataset (BSDS500). In contrast with the classical first-order derivative, the composite derivative is order-steerable; one can adjust the orders of fractional integration and derivative to tune magnitude characteristic and reach a compromise between sensitivity to noise and detection accuracy.
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1. Introduction. Edge detection is an important technique in image processing that refers to the process of identifying and locating sharp discontinuities in an image. Image edges contain important information about the contours of an object which provide sound resources for future feature extraction and target detection [24, 3]. The result of edge detection will directly affect subsequent image analysis, understanding, and restoration [43, 11, 41]. Therefore, edge detection plays a key role in image preprocessing [22, 40].

Edge pixels, exerting the most significant influence on brightness changes, are essentially some local parts of an image, that is, those points (called singular points) change dramatically in neighborhood (local) intensity. Therefore, edges are the collection of singularities in a
two-dimensional (2D) image. Traditional edge detecting methods generally employ enhancement algorithms to highlight singular points (edge pixels). Since edge enhancement can be accomplished by calculating the gradient magnitude, differential operations naturally become the main means of edge detection and extraction [35, 33, 9, 1].

Early approaches to edge detection aim at quantifying the presence of a boundary at a given image location through local measurements. Differential operation is a basic mathematical operation and has been widely used in signal analysis and processing, especially in the area of signal singular points detection and extraction. Most traditional edge detection methods adopt the integer-order differential. Several popular differential operators are presented: Roberts operator [35], Sobel operator [39], Prewitt operator [33], Canny operator [4, 36, 45, 10], and LoG operator [8, 6, 44, 42]. They can be categorized into first derivative based (Roberts, Sobel, Prewitt, and Canny) and second derivative based (LoG). Based on Canny’s criteria, Demigny [10] gives the criteria for discrete sampled signals and derives optimal filters for each of the criteria and for any combination of them. By using the derivative of Gaussian function, Jacob and Unser [19] propose a general approach for the design of 2D feature detectors from a class of steerable functions based on the optimization of a Canny-like criterion. Their operators have a better orientation selectivity than the classical gradient or Hessian-based detectors. Mahmoodi [22] presents a “Bessel integral filter” that is scale invariant by enhancing Canny’s optimality criteria and derives a noise-free localization index to account for the detection accuracy of sharp corners in the absence of noise. A richer description can be obtained considering the response of an image to a family of filters of different scales and orientations [41]. An example is the oriented energy approach [29, 15], which uses quadrature pairs of even and odd symmetric filters. Lindeberg [21] proposes a filter-based method with an automatic-scale selection mechanism. More recent local approaches take into account color and texture information and make use of learning techniques for cue combination [13, 25]. Dollar, Tu, and Belongie [13] introduce a boosted edge learning algorithm which attempts to learn an edge classifier in the form of a probabilistic boosting tree from thousands of simple features computed on image patches. Martin, Fowlkes, and Malik [25] define gradient operators for brightness, color, and texture channels and use them as input to a logistic regression classifier for predicting edge strength. The large range of scales at which objects may appear in an image remains a concern for these modern local approaches. The class of edge detection methods including nonlocal differential operators is also getting more and more diverse recently; see [30, 18, 16, 23, 27, 2, 14] and the references therein. An orthogonal line of work in contour detection focuses primarily on another level of processing, globalization, which utilizes the output of a local detector [30, 2].

The classical first derivative has the important advantage of being directional and is broadly used in the above methods. However, the classical first derivative, whose magnitude characteristic is not steerable, is not stable in the presence of noise. Since image edges and noises both belong to high-frequency components, derivative operation will amplify noises as well [4, 37, 19]. To suppress noise, smoothing filters are commonly introduced before applying the derivative operation. The detection accuracy increases along with the derivative order, while the robustness to noise diminishes along with that. Because sensitivity to noise and detection accuracy are contradictory, improving one performance would inevitably sacrifice the other. How to balance these two performance requirements has long been a research topic of
the traditional derivative approaches \[4, 19, 16, 23, 2, 22, 14\]. Chun et al. initially introduced a composite derivative in \[5\]. Yet only basic concepts and preliminary results were provided, and the paper is written in Chinese. In this work, a comprehensive study is performed on the algorithm from \[5\], including mathematical basis, characteristics analysis, design motivation, and extensive experiments.

Section 2 covers the development of the composite derivative. The composite derivative, formed from the combination of fractional integration and derivative, is defined rigorously by the Riemann–Liouville (RL) operator. The composite derivative, which performs a 90° phase shift as the traditional first derivative does, provides a new approach to calculating the gradient of an image. The major differences from the classical first-order derivative are that the composite derivative is order-steerable, and one can adjust the orders of fractional integration and derivative \(\alpha + \beta = 1\) and \(0 < \beta < \alpha < 1\), where \(\alpha\) denotes fractional derivative order and \(\beta\) denotes fractional integration order, to tune the magnitude characteristic and reach a compromise between sensitivity to noise and detection accuracy. Section 3 presents the masks of composite derivative in spatial domain. The composite derivative includes two parts. One part is a fractional integration, and the other part is a fractional differentiation, which will be realized by filter convolution. The detailed theoretical deduction of the fractional integral is presented, and the fractional derivative mask is reiterated in section 3. In section 4, extensive quantitative and qualitative experiments are performed on a large annotated database, using the precision-recall framework, which has found widespread use for evaluating contour detection.

2. Design and analysis of composite derivative. In signal processing, a causal filter is a linear and time-invariant causal system. The word causal indicates that the output depends only on past and present inputs \[12, 34\]. Apart from these inputs, noncausal filters are under the influence of future inputs as well \[38\]. On the other hand, a filter whose output depends only on future inputs is anticausal \[20\]. Systems (including filters) that are realizable (i.e., that can operate in real time) must be causal because such systems cannot act on future inputs. Replacing the time dimension by the spacial dimension, such as in 2D image processing, noncausal filters are realizable. A noncausal filter has the freedom of letting its output depend on the past, present, and future inputs. A noncausal composite filter is initially proposed in \[5\], using fractional-order calculus. The composite derivative is formed from the combination of forward and backward fractional calculus. The forward and backward fractional calculus correspond to causal and anticausal filters, respectively. Hence, the composite derivative is noncausal. In this section, the composite derivative is defined rigorously by the Riemann–Liouville operator as follows.

2.1. Composite derivative. The RL definitions for forward and backward fractional integral of order \(\tau \in C\) of function \(f(x)\) \[7, 28\] are, respectively,

\[
0I^\tau_x f(x) = \frac{1}{\Gamma(\tau)} \int_0^x (x - u)^{\tau - 1} f(u)du
\]

and

\[
xI^\tau_0 f(x) = \frac{1}{\Gamma(\tau)} \int_x^0 (u - x)^{\tau - 1} f(u)du,
\]

where \(\tau \in C\), \(R(\tau) > 0\), \(\Gamma(\tau) = \int_0^{\infty} e^{-t}t^{\tau - 1}dt\).
Hence, we have
\[
\mathcal{L}\{\mathcal{I}_0^\tau f(x)\} = \mathcal{L}\left\{ \frac{1}{\Gamma(\tau)} \int_x^0 (u-x)^{\tau-1} f(u) du \right\} = \frac{(-1)^\tau}{\Gamma(\tau)} \mathcal{L}\{x^{\tau-1} \ast f(x)\} = \frac{(-1)^\tau}{\Gamma(\tau)} \mathcal{L}\{x^{\tau-1}\} \mathcal{L}\{f(x)\} = \frac{(-1)^\tau}{\Gamma(\tau)} s^{-1}\Gamma(\tau+1)\mathcal{L}\{f(x)\} = (-s)^{-\tau}\mathcal{L}\{f(x)\}
\]
(2.3)

and
\[
\mathcal{L}\{\mathcal{I}_x^\tau f(x)\} = s^{-\tau} \mathcal{L}\{f(x)\},
\]
(2.4)

where \(\mathcal{L}\{\}\) denotes the Laplace transform.

Let \(n \in \mathbb{N}\); then by the theory of the Laplace transform, we know that
\[
\mathcal{L}\left\{ \frac{d^n}{dx^n} f(x) \right\} = s^n \mathcal{L}\{f(x)\} - \sum_{r=0}^{n-1} s^r \frac{d^{n-r-1}}{dx^{n-r-1}} f(0_+).
\]
(2.5)

The RL definition for the forward fractional derivative of order \(\nu\) \([7, 28]\) of function \(f(x)\) is defined by
\[
0D_x^\nu f(x) = \frac{d^n}{dx^n} \mathcal{I}_x^{n-\nu} f(x) = \frac{1}{\Gamma(n-\nu)} \frac{d^n}{dx^n} \int_0^x (x-u)^{n-\nu-1} f(u) du,
\]
(2.6)

where \(\nu \in C, R(\nu) > 0, \Gamma(\nu) = \int_0^\infty e^{-t}t^{\nu-1} dt\), and \(n-1 \leq \nu < n\).

Therefore,
\[
\mathcal{L}\{0D_x^\nu f(x)\} = \mathcal{L}\left\{ \frac{d^n}{dx^n} \mathcal{I}_x^{n-\nu} f(x) \right\} = s^n \mathcal{L}\{0I_x^{n-\nu} f(x)\} - \sum_{r=0}^{n-1} s^r \frac{d^{n-r-1}}{dx^{n-r-1}} 0I_x^{n-\nu} f(0_+)
\]
(2.7)

\[
= s^\nu \mathcal{L}\{f(x)\} - \sum_{r=0}^{n-1} s^r \frac{d^{\nu-r-1}}{dx^{\nu-r-1}} f(0_+).
\]
Then the Laplace transform of a fractional derivative for zero initial conditions has the form [31, 32]

\[
\mathcal{L}\{0 D_0^\nu f(x)\} = s^\nu \mathcal{L}\{f(x)\}.
\]

The composite derivative, defined by \((-s)^{-\beta} \cdot s^\alpha\), can be achieved by the following two steps:

\[
\begin{align*}
\text{step 1:} & \quad (-s)^{-\beta}, \\
\text{step 2:} & \quad s^\alpha,
\end{align*}
\]

where \(0 < \beta < \alpha < 1\) and \(\alpha + \beta = 1\).

\[
(-s)^{-\beta} \cdot s^\alpha = (-j\omega)^{-\beta} \cdot (j\omega)^\alpha = \omega^{-\beta} e^{-j\beta\pi/2} \cdot \omega^\alpha e^{j\alpha\pi/2} = \omega^{\alpha-\beta} e^{j\alpha\pi/2}\]

\[
(2.10)
\]

In step 1 (anticausal), the image is filtered by \((-s)^{-\beta}\), where \(0 < \beta < 1\), and \(-\beta\) indicates that the step is an integral process. \(-s\) indicates that the integral process runs along the reverse timeline, that is, the sequence of the input signal is reversed at first, then the sequence of integration result is reversed. In step 2 (causal), the result of step 1 is filtered by \(s^\alpha\), where \(0 < \alpha < 1\), \(0 < \beta < \alpha < 1\), and \(\alpha + \beta = 1\). The final result is a composite derivative, \(s^\alpha/(-s)^{\beta}\) (noncausal). Because \(\alpha + \beta = 1\), the phase characteristic of the composite derivative is always 90° (as seen in (2.10)): step 1 and step 2 contribute \(\beta\pi/2\) and \(\alpha\pi/2\), respectively, which is equivalent to that of the traditional first derivative. Note that we will use the negative of this composite derivative, \((-s)^{\alpha}/(-s)^{\beta}\). The phase characteristic of the negative of the composite derivative is always −90° (as seen in (2.11)):

\[
s^{-\beta} \cdot (-s)^{\alpha} = (j\omega)^{-\beta} \cdot (-j\omega)^\alpha = \omega^{\alpha-\beta} e^{-j\alpha\pi/2}.
\]

\[
(2.11)
\]

Thereby, following ideas from the traditional first-order derivative theory, the composite derivative can be applied to locate the edge. When the above operator is applied to edge detection, an accurate phase shift theoretically ensures correct localization of edge points. As a model for the edge, we choose the parabolic step-type transition

\[
f(x) = \begin{cases} 
0, & x \leq 0, \\
ax^2, & 0 < x \leq x_0, \\
-ax^2 + 4ax_0x - 2ax_0^2, & x_0 < x \leq 2x_0, \\
2ax_0^2, & x > 2x_0,
\end{cases}
\]

\[
(2.12)
\]

where \(a = 1/(2x_0^2)\) and \(x_0 = 200\).
As seen in Figure 1 the abscissa of the inflexion point is 200, i.e., the abscissa $x_0 = 200$ is an edge point. According to the property of the first-order derivative gradient operator, the abscissa of the composite derivative maximum should correspond to the abscissa $x_0 = 200$. Figure 2 shows the normalized results of the response of $s^a$ for various $\alpha$ to $f(x)$. It can be seen that the abscissa of $s^a$ maximum no longer corresponds to that of the transition inflexion point. The larger $\alpha$ is, the greater the shift to the right of the abscissa $x_0 = 200$. Figures 3 and 4 are the normalized results of the response of $s^a/(-s)^\beta$ and $(-s)^a/s^\beta$ for various $\alpha$ to
2.2. The improvement of detection selectivity. Note that the localization is a measure of the width of the peak. The detection selectivity of an inflexion point, $S_N$, can be defined as the inverse of the bandwidth at $N\%$ of the detector response maximum $\Delta x$ (Figure 5), i.e.,

$$S_N = \frac{1}{\Delta x}. \tag{2.13}$$

The drift in position of the maximum will decrease as the response becomes sharper. Hence, in order to further improve the localization of the edge point, the response of the $f(x)$, respectively. One can see that the abscissas of the composite derivative (for various $\alpha$) maximum are accurately located at the abscissa $x_0 = 200$. 

Figure 3. Normalized results of the response of $(-s)^{-\beta} \cdot s^\alpha$ for various $\alpha$ to $f(x)$.

Figure 4. Normalized results of the response of $s^{-\beta} \cdot (-s)^\alpha$ for various $\alpha$ to $f(x)$. 
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Figure 5. The definition of detection selectivity.

Figure 6. Selectivity improvement by creating a cusp.

designed operator to a step-type parabolic transition should present a sharper cusp on the abscissa of the inflexion (edge) point (Figure 6).

Figures 3 and 4 show the normalized graph of the response of (2.10) and (2.11) to the step-type transition of Figure 1. As can be seen in Figures 3 and 4, the abscissa of the composite derivative maximum and its negative version are accurately located at the transition inflexion point, i.e., the composite derivative is optimized with the localization constraint. However, it has a high bandwidth ($\Delta x$), and the expected cusp at the abscissa of the inflexion point $x_0 = 200$ is not perfectly achieved; hence, the response will have many false maximums.
If (2.11) is subtracted from (2.10), we get the final composite derivative, defined by

\[
(-s)^{-\beta} \cdot s^\alpha - s^{-\beta} \cdot (-s)^\alpha \\
= \omega^{\alpha-\beta} e^{j\frac{\pi}{2}} - \omega^{\alpha-\beta} e^{-j\frac{\pi}{2}} \\
= \omega^{\alpha-\beta} (e^{j\frac{\pi}{2}} - e^{-j\frac{\pi}{2}}) \\
= \omega^{\alpha-\beta} \left( \cos \frac{\pi}{2} + j \sin \frac{\pi}{2} - \cos \frac{\pi}{2} + j \sin \frac{\pi}{2} \right) \\
= 2\omega^{\alpha-\beta} \sin \frac{\pi}{2} \\
= 2\omega^{\alpha-\beta} e^{j\frac{\pi}{2}}. 
\]

(2.14)

One can see that the magnitude of (2.14) is the sum of the magnitudes of (2.10) and (2.11), and the phase characteristic of (2.14) is always 90°. The normalized graph of the response of (2.14) to the step-type transition of Figure 1 is shown in Figure 7. In Figure 7, the solid line, the dashed line, the dash-dot line, and the dotted line indicate the normalized result of the approximate differentiation when \(\alpha\) equals to 0.6, 0.7, 0.8, and 0.9, respectively (\(\beta\) equals to 0.4, 0.3, 0.2, and 0.1, respectively), and \(f'(x)\) is the first derivative of \(f(x)\). It can be seen that the cusp in Figure 7 is sharper than that in Figure 3, and the larger \(\alpha\) is, the higher \(S_N\) will be.

2.3. Robustness to noise. There will be more or less noise in real images. Therefore, the stability in the presence of noise is a crucial indicator when one chooses and evaluates edge detection algorithms. The classical first derivative, whose magnitude characteristic is not steerable, is not stable in the presence of noise. The sensitivity to noise diminishes along with derivative order. The fractional-order integral parts in the composite derivative are employed
as a special low-pass filter to suppress noise in the new algorithm, while contributing phase. Hence, one can adjust the robustness to noise by changing the value of integral order $\beta$.

The magnitude characteristic of the composite derivative is $s^\alpha / (-s)^\beta$ is $2\omega^{(\alpha-\beta)}$ (as seen in (2.14)), where $\omega$ denotes frequency. From Figure 8, we can see that the stability of the composite derivative to noise diminishes along with $\alpha$. In other words, the immunity to noise increases along with $\beta$.

Figure 9 shows that $f(x)$ is contaminated by random noise with normal distribution (zero mean and $0.05^2$ variance). The detection results (results 1–3) are shown in Figure 10(a) when $f(x)$ is added with three different random noises, respectively. The parameters of the composite derivative are as follows: $\beta = 0.2$ ($\alpha = 0.8$), the mask length is 3, and the width of the filtering function is 2. Result 1 is not smooth on the left side of the edge point ($x = 200$), while results 2 and 3 fluctuate significantly around the edge point. However, all the results obtain the maximum (the edge point) at abscissa $x = 200$. Figure 10(b) shows the detection results of the composite when $\beta = 0.1$, $0.2$, $0.3$, respectively. First, when $\beta$ is 0.3 ($\alpha$ is 0.7), the detection result has the best smoothing effect. While $\beta$ decreases to 0.1, the smoothing effect tends to be relatively poor and the resulted curve oscillates noticeably around the edge point. Figure 10(b) also shows that $\beta$ will affect detection accuracy as well. When $\beta$ is 0.1 ($\alpha$ is 0.9), the peak of the curve is at $x = 201$, obviously leading to edge positioning error. However, the composite derivative with $\beta = 0.2$, $0.3$ ($\alpha = 0.8$, $0.7$) can accurately locate the edge point at $x = 200$. These figures demonstrate that the composite derivative bears good noise immunity performance. The fractional-order integral part in the composite derivative is employed as a special low-pass filter to suppress noise. The stability of the composite derivative to noise diminishes along with $\alpha$ (derivative order). In other words, the immunity to noise increases along with $\beta$ (integral order). Therefore the stability of the composite derivative in presence of noise, which can minimize the impact of noise factors, can be tuned by adjusting the value of $\alpha - \beta$.
The composite derivative, which can simulate the first derivative effectively, provides a new approach to calculating the gradient of an image, denoted by $\nabla f$, and defined as the vector in (2.15):

\[(2.15) \quad \nabla f = \begin{bmatrix} g_x \\ g_y \end{bmatrix},\]

where $g_x$ and $g_y$ are the composite derivatives in the $x$ and $y$ directions, respectively.
Different from the classical first-order derivative, the composite derivative is order-steerable, i.e., one can adjust $\alpha - \beta$ to tune the magnitude characteristic and to achieve a trade-off between sensitivity to noise and detection accuracy.

3. Fractional integral and fractional derivative mask. The composite derivative includes two parts. One part is a fractional integration, and the other part is a fractional differentiation, which will be realized by filter convolution. The specific realization is detailed in the following two subsections. First, the detailed theoretical deduction of the fractional integral is presented. Then the fractional derivative mask is reiterated.

3.1. Fractional integral. The Weyl’s definitions for forward and backward fractional integrals of order $\tau \in C$, $\Re(\tau) \geq 0$ of function $f(x)$ [7, 28] are defined as, respectively,

\begin{align}
\int_{-\infty}^{x} W^\tau_x f(x) &= \frac{1}{\Gamma(\tau)} \int_{-\infty}^{x} (x-u)^{\tau-1} f(u) du \\
\int_{x}^{\infty} W^\tau_x f(x) &= \frac{1}{\Gamma(\tau)} \int_{x}^{\infty} (u-x)^{\tau-1} f(u) du.
\end{align}

(3.1) \hspace{1cm} (3.2)

It can be demonstrated that the unitary Dirac’s impulse function $\delta(x)$ with $b \leq c \leq d$ has the property of

\begin{equation}
\int_{b}^{d} \delta(x-c)f(x)dx = f(c).
\end{equation}

(3.3)

According to (3.1) and (3.3), the forward fractional integral with order $\tau$ of $\delta(x)$ can be inferred as follows:

\begin{align}
I^\tau_+ \delta(x) &= \frac{1}{\Gamma(\tau)} \int_{-\infty}^{x} (x-t)^{\tau-1} \delta(t) dt \\
&= \frac{1}{\Gamma(\tau)} \int_{-\infty}^{x} \delta(t-0)(x-t)^{\tau-1} dt \\
&= \frac{1}{\Gamma(\tau)} x^{\tau-1}, \quad x > 0,
\end{align}

(3.4)

where $\tau \in C$, $\Re(\tau) \geq 0$.

According to (3.2) and (3.3), the backward fractional integral with order $\tau$ of $\delta(x)$ can be inferred as follows:

\begin{align}
I^\tau_- \delta(x) &= \frac{1}{\Gamma(\tau)} \int_{x}^{\infty} (t-x)^{\tau-1} \delta(t) dt \\
&= \frac{1}{\Gamma(\tau)} \int_{x}^{\infty} \delta(t-0)(t-x)^{\tau-1} dt \\
&= \frac{1}{\Gamma(\tau)} (-x)^{\tau-1}, \quad x < 0,
\end{align}

(3.5)

where $\tau \in C$, $\Re(\tau) \geq 0$. 
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Hence, $I_+^\tau \delta(x)$ and $I_-^\tau \delta(x)$ can be written as, respectively,

\begin{equation}
I_+^\tau \delta(x) = \begin{cases} 
  x^{\tau-1}/\Gamma(\tau), & x > 0, \\
  0, & x \leq 0, 
\end{cases}
\end{equation}

and

\begin{equation}
I_-^\tau \delta(x) = \begin{cases} 
  0, & x \geq 0, \\
  (-x)^{\tau-1}/\Gamma(\tau), & x < 0, 
\end{cases}
\end{equation}

where $\tau \in \mathbb{C}$, $\Re(\tau) \geq 0$, and

\begin{equation}
\Gamma(\tau) = \int_0^\infty e^{-t\tau-1}dt.
\end{equation}

Adding (3.7) to (3.6), a novel $\tau$-order fractional integrator can be obtained as

\begin{equation}
I^\tau \delta(x) = I_+^\tau \delta(x) + I_-^\tau \delta(x) = \begin{cases} 
  x^{\tau-1}/\Gamma(\tau), & x > 0, \\
  0, & x = 0, \\
  (-x)^{\tau-1}/\Gamma(\tau), & x < 0.
\end{cases}
\end{equation}

The representative graph of the fractional-order integrator for $\tau = 0.4$ is shown in Figure 11.

Thereby, the $\tau$-order fractional integral of $f(x)$ will be written as a convolution between image $f(x)$ and the fractional-order integrator $D^{-\tau} \delta(x)$, which can be represented by

\begin{equation}
I^\tau f(x) = f(x) * I^\tau \delta(x),
\end{equation}

where $\tau \in \mathbb{C}$ and $\Re(\tau) \geq 0.$
3.2. Fractional derivative mask. The first-order derivative of $f(x)$ for increasing $x$ can be written as

$$D_+ f(x) = \frac{f(x) - f(x - h)}{h}, \quad (3.11)$$

where $h$ is infinitely small.

A shift operator $q$ defined by

$$q^{-1} f(x) = f(x - h) \quad (3.12)$$

gives

$$D_+ f(x) = \frac{1 - q^{-1}}{h} f(x). \quad (3.13)$$

Hence the $\nu$-order derivative of $f(x)$ for increasing $x$ can be written as

$$D_+^\nu f(x) = \left(\frac{1 - q^{-1}}{h}\right)^\nu f(x). \quad (3.14)$$

Additionally, the first derivative of $f(x)$ for increasing $x$, $D_+ f(x)$, can be written as

$$D_+ f(x) = \frac{f(x + h) - f(x)}{h}, \quad (3.15)$$

where $h$ is infinitely small.

A shift operator $q$ defined by

$$q f(x) = f(x + h) \quad (3.16)$$

gives

$$D_+ f(x) = \frac{q - 1}{h} f(x). \quad (3.17)$$

So the $\nu$-order derivative of $f(x)$ for increasing $x$ can be written as

$$D_+^\nu f(x) = \left(\frac{q - 1}{h}\right)^\nu f(x). \quad (3.18)$$

Averaging (3.14) and (3.18), it can be obtained that

$$D_+^\nu f(x) = \frac{1}{2h^\nu} \sum_{k=0}^{\infty} z_k [(-1)^k q^{-k} + (-1)^{\nu-k} q^k] f(x). \quad (3.19)$$

And then, by expanding (3.19) using Newton’s binomial formula, $D_+^\nu f(x)$ can be written as

$$D_+^\nu f(x) = \frac{1}{2h^\nu} \sum_{k=0}^{\infty} z_k [(-1)^k f(x - kh) + (-1)^{\nu-k} f(x + kh)], \quad (3.20)$$
where

$$z_k = \frac{\nu(\nu - 1) \ldots (\nu - k + 1)}{k!}. \tag{3.21}$$

Similarly, the first derivative of $f(x)$ for decreasing $x$, $D_- f(x)$, can be written as in (3.22), as well as (3.23):

$$D_- f(x) = \frac{f(x) - f(x + h)}{h} \tag{3.22}$$

and

$$D_- f(x) = \frac{f(x - h) - f(x)}{h}, \tag{3.23}$$

where $h$ is infinitely small.

By using the former deduction processing, the $\nu$-order fractional derivative of $f(x)$ for decreasing $x$ can be written as

$$D^\nu_- f(x) = \frac{1}{2h^\nu} \sum_{k=0}^{\infty} z_k [(-1)^k q^k + (-1)\nu-k q^{-k}] f(x)$$

$$= \frac{1}{2h^\nu} \sum_{k=0}^{\infty} z_k [(-1)^k f(x + kh) + (-1)^{\nu-k} f(x - kh)]. \tag{3.24}$$

Similar to [26], in order to improve detection accuracy, (3.24) should be subtracted from (3.20), i.e., we have a new derivative operator,

$$D^\nu f(x) = D^\nu_+ f(x) - D^\nu_- f(x)$$

$$= \frac{1}{h^\nu} \sum_{k=0}^{\infty} [a_k f(x - kh) - a_k f(x + kh)], \tag{3.25}$$

where

$$a_k = \frac{1}{2} [(-1)^k - (-1)^{\nu-k}] z_k. \tag{3.26}$$

Hence, the $\nu$-order fractional derivative corresponding to the horizontal component can be written as

$$X^\nu = [+a_m \ldots + a_k \ldots + a_1 \ 0 - a_1 \ldots - a_k \ldots - a_m]. \tag{3.27}$$

Since $\nu$ is a fraction, the component $(-1)^{\nu-k}$ of $a_k$ is complex. That is, the proposed mask is a complex mask, which is one major difference among the other existing derivative masks and
the proposed mask. For example, when \( v = 0.5, m = 1, \) \( X_{\text{mask}} \) is \([-0.25 + 0.25i 0 0.25 - 0.25i]\). Thus the modulus of the complex result of the mask convolution should be calculated to obtain the gradient magnitude.

4. Experiments and analysis. The gradient of an image reflects the rate of grayscale change and reaches the maximum at edge points. The composite derivative proposed in this paper, which performs a \( 90^\circ \) phase shift as the traditional first derivative does, provides a new approach to calculating the gradient of an image. Convolution is an efficient method for rapid calculation of gradient. As presented in section 3, two ways of convolution are involved. One is the convolution between an image and the impulse response of fractional integral (fractional integrator); the other is the convolution between a filtered image and the fractional-order differentiator. The composite derivative in section 2 uses the combination of fractional integration and derivative to performing a first-order derivative and then to calculate an image gradient.

After computing the gradient magnitude, threshold is used to determine edges. Similar to the Canny operator, this paper applies the double-threshold method for edge detection and connection [4] with non-maxima suppression on the gradient magnitude. Non-maxima suppression and the double-threshold method can help to detect real edges and suppress the response of fake edges [4].

To verify the effectiveness of the new algorithm, experiments are performed on a large annotated database (Berkeley Segmentation Dataset, BSDS500), which consists of 500 images with contours annotated by more than one human, leading to 1500 ground-truth contour images. Simultaneously, we present the evaluation of multiple edge detection algorithms on the BSDS500, using the precision-recall framework, which has found widespread use for evaluating contour detection [25, 2].

Figure 12 presents part of this benchmark. Figure 13 shows the precision-recall comparison between the composite fractional-order differentiator and integer-order detectors on the original BSDS500 (without noise). Figure 14 presents the detection results of multiple edge detectors on some images of the original BSDS500 (without noise), which have been shown in Figure 12. It can be seen that our composite derivative performs comparably to the Canny operator. Figure 15 presents the precision-recall comparison between the composite fractional-order differentiator and integer-order detectors on the BSDS500, which is artificially degraded by an additive Gaussian noise with mean 0.3 and variance 0.1, and Figure 16 presents the detection results of multiple edge detectors on some images of BSDS500 with Gaussian noise. It can be seen that both the composite derivative and the Canny operator have better immunity to noise than the other operators. One can adjust fractional order to achieve a trade-off between sensitivity to noise and detection accuracy. In Figures 13 and 15, leading edge detection approaches are ranked according to their maximum F-measure \( F = \frac{2 \cdot \text{Precision} \cdot \text{Recall}}{\text{Precision} + \text{Recall}} \) [2]. Iso-F curves (isohypse curves of F) are shown in green. Average agreement between human subjects is indicated by the green dot. The thresholds selected in Figures 14 and 16 correspond to the points of maximal F-measure on the curves in Figures 13 and 15, respectively.

Additionally, Figure 17 presents the precision-recall comparison between the composite derivative with different \( \alpha \) and the methods derived in [19] on the BSDS500, which is artificially degraded by an additional noise causing 5 dB signal-to-noise (SNR), and Figures 18 and 19 present the detection results (the thresholds selected correspond to the points of maximal F-
measure on the curves in Figure 17). Jacob and Unser [19] propose a general approach for the
design of 2D feature detectors from a class of steerable functions based on the optimization
of a Canny-like criterion. The operators (denoted by “Jacob-Unser”) derived in [19] have a
better orientation selectivity than the classical gradient or Hessian-based detectors. It can be
seen that the sensitivity to noise increases along with derivative order $\alpha$, i.e., diminishes along
with integral order $\beta$, and one can adjust $\alpha - \beta$ to employ a trade-off between robustness to
noise and detection accuracy.

Figure 12. BSDS500 [2]. Top to bottom: Image and ground-truth segment boundaries handdrawn by
different human subjects. The BSDS500 consists of 300 training and 200 test images, each with multiple
ground-truth boundaries.
The class of edge detection methods involving nonlocal differential operators is also getting more and more diverse [30, 2]. The gPb (globalized probability of boundary) detector derived in [2] combines multiple local cues into a globalization framework based on spectral graph theory. We consider substituting our composite derivative for the classical differential operator in gPb, termed “CD-gPb.” The precision-recall comparison between CD-gPb and gPb on the BSDS500 (BSDS500 is artificially degraded by an additional noise causing 5 dB SNR) and the detection results are presented in Figures 17, 18, and 19. It can be seen that CD-gPb, providing better precision for most choices of recall, obtains the highest F-measure and performs comparably to gPb.

Quantitatively, the composite derivative provides better precision for most choices of recall, as shown in Figures 13, 15, and 17. Qualitatively, the use of a composite derivative translates into the improvement of stability in the presence of noise and completion of edges in the output, as shown in Figures 14, 16, 18, and 19. The experiments indicate that the proposed composite derivative performs a better selectivity/immunity-to-noise compromise.

5. Conclusion. The composite derivative is obtained through the combination of fractional integration and differentiation. The differentiation and the integration are realized by the fractional complex mask and the fractional integrator, respectively. The successful application of the complex mask proves that it is feasible and effective for introducing a complex calculation into signal singularity detection.

The composite derivative, which is formed from the combination of fractional integration and derivative and performs a 90° phase shift as the traditional first derivative does, provides a...
new approach to calculating the gradient of an image. The major differences from the classical first-order derivative are that the composite derivative is order-steerable, and one can adjust the orders of fractional integration and derivative to tune magnitude characteristics and reach a compromise between sensitivity to noise and detection accuracy. The images containing sufficient and abrupt changes in intensity benefit the most from using the composite derivative.

The comparison of the composite derivative relative to integer-order differentiators (Roberts, Sobel, Prewitt, and Canny) and the state-of-the-art methods is presented using a precision-recall curve. Performances are evaluated using a wide variety of images (BSDS500)
Figure 15. Evaluation of edge detectors on BSDS500, artificially degraded by an additional Gaussian noise with mean 0.3 and variance 0.1. Composite derivative with $\beta = 0.35$, $\alpha = 0.65$. Iso-F curves are shown in green. Average agreement between human subjects is indicated by the green dot.

in the absence of and presence of noise. Performance levels reveal that the composite differentiator is robust to noise and provides a better capacity for selecting edges.
Figure 16. Top to bottom: Image, Roberts, Sobel, Prewitt, Canny, and composite derivative on the BSDS500, artificially degraded by an additional Gaussian noise with mean 0.3 and variance 0.1. The thresholds selected correspond to the points of maximal F-measure on the curves in Figure 15.
Figure 17. Evaluation of edge detectors on BSDS500, artificially degraded by an additional noise causing 5 dB SNR. Composite derivative with $\alpha = 0.6$, $\alpha = 0.7$, $\alpha = 0.8$, and $\alpha = 0.9$. Iso-$F$ curves are shown in green. Average agreement between human subjects is indicated by the green dot.
Figure 18. Top to bottom and left to right: Image, image degraded by an additional noise causing 5 dB SNR, CD-gPb, $\alpha = 0.85$, gPb, composite derivative $\alpha = 0.6$, $\alpha = 0.7$, $\alpha = 0.8$, Jacob-Unser, $M = 1$. The thresholds selected correspond to the points of maximal $F$-measure on the curves in Figure 17.
Figure 19. Top to bottom and left to right: Image, image degraded by an additional noise causing 5 dB SNR, CD-gPb, $\alpha = 0.85$, gPb, composite derivative $\alpha = 0.6$, $\alpha = 0.7$, $\alpha = 0.8$, Jacob-Unser, $M = 1$. The thresholds selected correspond to the points of maximal F-measure on the curves in Figure 17.
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