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The most common measure of waiting time is the overall expected waiting time for service. However, in service networks the perception of waiting may also depend on how it is distributed among different stations. Therefore, reducing the probability of a long wait at any station may be important in improving customers’ perception of service quality. In a single-station queue it is known that the policy that minimizes the waiting time and the probability of long waits is nonidling. However, this is not necessarily the case for queueing networks with several stations. We present a family of Threshold Based Policies (TBPs) that strategically idle some stations. We demonstrate the advantage of SI by applying TBP in a network with two single-server queues in tandem. We provide closed form results for the special case where the first station has infinite capacity and develop efficient algorithms when this is not the case. We compare TBP with the nonidling and Kanban policies, and discuss when TBP is advantageous. Using simulation, we demonstrate that the analytical insights for the two-station case hold for a three-station serial queue as well.
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1. Introduction

Multi-stage service networks, where customers must visit several stations during a single service encounter, abound in modern economy. Examples range from call centers, where a typical service path may include an automated response system, followed by a generalist call-taker, and eventually (and if required) a specialist, to hospital emergency rooms, where the initial triage stage may be followed by any number of medical tests and procedures.
Although there are many determinants of service quality, the link between customer waiting times and the perceived service quality is well-recognized (Friedman and Friedman, 1997; Taylor, 1994). Waiting times have long been the focus of much of the queueing literature. The most common measure of waiting time is the overall expected waiting time for service (see e.g., the survey by Gans, Koole, and Mandelbaum, 2003). A related measure is the probability that the total waiting time exceeds a certain pre-defined threshold. These measures take a macro view of the network, treating it as a one-stage system.

However, considering only such macro-level measures might not be sufficient to measure service quality and may even be misleading. There is a strong body of evidence showing that it is also important to consider what happens within the network. A poor level of service received at a particular station may not be compensated by an exceptional service at another station, even if the overall measure appears to be acceptable. The adverse impact of long waiting time at a particular station is further supported by marketing literature, e.g., Soman and Shi (2003), and by the psychology of queueing literature, e.g., Larson (1987). Baron, Berman, and Krass (2008), Baron and Milner (2009), de Vericourt and Jennings (2011) and references therein also focused on the probability of long waiting time as a service level measure.

Several other papers looked beyond the traditional mean waiting time measures. de Véricourt and Zhou (2005) analyzed a call-routing problem while considering both the call resolution probability and the average service time in the overall service level measure. Mehrotra et al. (2012) considered a similar problem with heterogeneous servers. Saghafian, Hopp, and Van Oyen (2012) analyzed the service policy in Emergency Departments while considering the weighted average of the expected length of stay and the expected time to first treatment.

We recently encountered an explicit example of focusing on the probability of overly long waits at any single station at a company we call XYZ (name changed to protect confidentiality), one of the leaders in preventive healthcare services in North America. The company’s primary clientele are executives and busy professionals, so it’s primary focus is on providing excellent customer service experience. XYZ operates a service network with 15-20 stations. In addition to closely tracking macro-level measures, the company also records all instances where a customer waits longer than 20 minutes at a station. Any such incident results in an red face flashing on the manager’s screen, who takes immediate steps to expedite the customer. All red face incidents are regarded as service failures, irrespective of whether customer’s overall waiting time in the system was acceptable or not. We note that this example is not unique, e.g., the proportion of customers waiting longer than a specified time at a station is a common key performance indicator in call centers. The focus on long waits implies that service quality is affected not only by the overall waiting time, but also by the distribution of waiting among stations.
The focus of this paper is to simultaneously consider two objectives in a service network, one based on some macro-level measure and one based on the probability of excessive wait at any one station. The difference in managing these two objectives can be rather dramatic. Indeed, the macro-level service measures are typically minimized by using work-conserving policies, where system resources are not idled as long as there is work in the system. Such policies are optimal with respect to minimizing overall service times and are the focus of most studies of queueing networks (see, e.g., Chen and Yao 2001 and reference therein). However, using a work-conserving policy is not necessarily a good idea when it comes to the second objective. Consider a situation where one station in the network accumulates a long queue, while the waiting times are low at the upstream stations. In such a case, continuing to operate upstream stations at the normal rate may increase the probability of excessive waits at downstream stations. A better idea may be to temporarily reduce the service rate or idle the upstream stations, allowing the downstream queue to dissipate. By intentionally idling some resources we are effectively re-distributing the waiting times more evenly within the network. As long as such redistribution does not significantly increase the overall system times (i.e. the first objective), it may well improve the overall customer service experience.

Our objective is to propose and analyze a class of scheduling policies that intentionally idle some resources in order to reduce the probability of excessive waits at any one station. We refer to such intentional idling of resources as strategic idleness (SI). Note that the classical way of reducing waiting time and probabilities of long waits is to add resource capacity to the system (e.g., adding a doctor in the healthcare setting), which is often quite expensive. On the other hand, changing the scheduling rules to intentionally idle some resources can often be done at a negligible cost. Thus, a switch to an SI policy may be very cost-effective of improving customer service experience. Indeed, we establish that in contrast to the single station queue, where a nonidling (NI) scheduling policy minimizes both the sojourn time and the probability of long waits, for a multi-stage queueing network policies with SI may significantly reduce the probability of long waits while only slightly increasing the overall time in the system. To the best of our knowledge, ours is the first paper to systematically study SI as a mechanism for reducing the probability of excessive waits and improving the customer service experience.

In service networks, long waits can be measured in a variety of ways. For example, consider a two-station tandem queue with Station 1 as the upstream machine and Station 2 as the downstream one. The specific measure we consider is $PW(t) = \frac{1}{2} \sum_{i=1}^{2} P \{W_i > t\}$, where $W_i$ is the steady state customers’ waiting time for station $i$, and $t$ is the time threshold designating an “excessive wait”. We interpret $PW(t)$ as the frequency with which customers experience excessive waits. We note that in place of $PW(t)$ one can use other related measures, e.g., $1 - P \{W_1 < t, W_2 < t\}$, i.e., the probability that a customer experiences at least one excessive wait.
There are many possible policy classes that involve SI. Our primary focus is on a specific family of Threshold Based Policies (TBP). The idea behind the TBP is simple, it compares the difference between queue lengths at different stations and idles some upstream stations if this difference is larger than a predetermined threshold. For example, consider the two-station tandem queue described above: let $q_1, q_2$ be the lengths of queues in front of the respective stations. A TBP, defined by the value of the threshold $TH$, idles Station 1 whenever the difference $q_2 - q_1 \geq TH$ (we only consider $TH \geq 0$ as using $TH < 0$ is clearly counterproductive, e.g., with $TH = -1$ when $q_1 = 1, q_2 = 0$, Station 1 would be idled).

We note that, assuming Poisson arrivals to Station 1 and exponentially distributed and independent service times at both stations, the performance of the nonidling (NI) policy is easy to analyze (see e.g. Ross 2000, Chapter 8). However, such an analysis for the system operating under the TBP is quite challenging for several reasons. First, the process is not reversible, so arrivals to Station 2 do not follow a Poisson process. Second, as explained in Section 3, customer’s waiting time for Station 1 depends on future arrivals, so Little’s Distributional Law (see e.g., Bertsimas and Nakazato (1995) and Bertsimas and Mourtzinou (1996)) does not hold.

We develop efficient algorithms to calculate the distribution of waiting time for each station and the system sojourn time under the TBP. These algorithms use a new analysis of the waiting time faced by specific customers. Using these results we present trade-off curves between the probability of long waits and the expected sojourn time. (Note that the distribution of the system sojourn time can provide other measures than the mean, but the trade-offs between $PW(t)$ and these measures are similar to the trade-off between $PW(t)$ and the mean sojourn time.) For the asymptotic case when $\mu_1 = \infty$, we derive closed form expressions for the performance measures. We derive interesting insights that also hold in the case of finite processing capacity for both stations.

Our results show that TBP can significantly reduce the probability of long waits (as expressed by $PW(t)$ or similar measures) versus the NI policy as long as the waits of length $t$ are sufficiently rare in the system. If, on the other hand, the frequency of such “excessive” waits is high under the NI policy (indicating that they are not, in fact, excessive), then the TBP is unlikely to provide an improvement - the only way to decrease such waits is by adding capacity.

We also consider the class of TBPs in a tandem queue network with three stations. By developing a simulation model, we show that a TBP can reduce the probability of long waits while only slightly increasing sojourn times. A comparison with Kanban policies indicates that the TBPs perform significantly better in this case.

We note that service systems, such as XYZ, do not always reach steady state before the end of a business day. Moreover, such systems often operate a non-serial queueing network. However, the results for the serial system under the steady state assumption still provide valuable insights
for such systems. Specifically, policies with SI such as the TBP can improve customers’ perception of the service level with little cost. In Baron et al. (2014), we tested a generalized TBP with a simulation model of the open-shop operation of XYZ; we indeed established that TBP can be effective in improving customers’ perception of the service level.

The outline of the paper is as follows. In the next section, we provide a brief discussion of other policies with idling. After introducing the TBP for the 2-station network in Section 3, we consider the asymptotic case in Section 4. In Section 5, we analyze the case of finite processing rate for both stations. In Section 7, we discuss generalization of the TBPs, to n-station serial queues and list several open questions. All proofs are in Section EC.1 of the e-companion (available as supplemental material at http://dx.doi.org/10.1287/opre.2013.1236).

2. Literature Review - Other Policies with Idling

Note that the main idea behind TBP - idling an upstream station when a downstream station is facing a large workload - can be achieved by other policy classes. We next briefly review classes of policies that are discussed in the literature of manufacturing systems.

Masin et al. (2005) developed a unified model that encompasses and compares a wide range of production control policies. We follow their exposition focusing on a serial manufacturing system with M stations, and each station i has an input pile, IP_i, and an output pile, OP_i, for i = 1, ..., M. Let OP_0 represent an ample pile of raw materials, i.e., OP_0 = ∞. Each part waits in IP_i before being processed at station i and then transferred to OP_i; and stays in OP_i until it can be transferred to IP_{i+1}.

There are four well known static control policies (i.e., controls that are independent of the system state) are: Fixed Buffer policy (see, e.g., Conway et al. 1988) places a finite buffer FB_{i+1} between stations i and i+1, i.e., IP_i < FB_1 and OP_i + IP_{i+1} ≤ FB_{i+1} for i = 1, ..., M − 1; Kanban policy, implemented by Toyota (Sugimori et al. 1977), places an upper bound KB_i on the total number of parts associated with station i, i.e., IP_i + OP_i ≤ KB_i for i = 1, ..., M; Constant work in process (CONWIP) policy, first presented by Spearman et al. (1990), places an upper bound CW on the total number of parts in the system, i.e., ∑_{j=1}^{M} (IP_j + OP_j) ≤ CW (For a recursive calculation of several performance measure in a resulting closed queueing network see Solberg 1977); Base-stock policy (see, e.g., van Ryzin et al. 1993), places an upper bound BS_i on the total number of parts at the downstream of station i, i.e., ∑_{j=i}^{M} (IP_j + OP_j) ≤ BS_i for i = 1, ..., M.

More sophisticated dynamic control policies where controls depend on the state of the system were also studied. Weber and Stidham (1987) considered a general model for control of service rates (μ_i ∈ [0, ̅μ_i]) in a serial or closed queueing network, where control policies depend on the entire state vector q = (q_1, q_2, ..., q_M) where q_i = OP_{i−1} + IP_i. They considered the sum of total inventory holding
cost and stations operating cost as the objective function. They provided necessary conditions, called the “monotonicity result”, for any control policy to be optimal: 1) the optimal service rate at station $i$ does not decrease as a customer finishes service at another station; 2) the optimal service rate at station $i$ does not increase as a customer finishes service at station $i$. They apply their monotonicity result to models where stations can only be turned on or off ($\mu_i = 0$ or $\bar{\mu}_i$) and show that it is optimal to turn an off-station on as the numbers of customers at its downstream stations decrease, or as the numbers of customers at upstream stations increases. Note that the four control policies discussed above and TBP all satisfy this monotonicity result. Veatch and Wein (1994) considered the optimal control of a two-station tandem production/inventory system with a similar objective function. They compared these four policies, gave conditions under which certain simple controls are optimal, and computed the dynamic optimal controls using dynamic programming.

There are several conceptual differences between the control policies discussed above, tailored to manufacturing systems, and the TBP, tailored to service systems. First, the main motivation behind developing policies in manufacturing setting is the control of expected inventory costs. This motivation is different for service systems focusing on the effect of the distribution of waiting time on customers' experience. As we demonstrate below, this different motivations also leads to a different analysis. In fact, to the best of our knowledge, no analysis of the distribution of waiting times under the policies mentioned above is available; such an analysis appears to be subject to many of the challenges as in the analysis of the TBP. Second, another important modeling difference is that the control for manufacturing systems is often modeled as a make-to-stock system, whereas the control for service systems must be modeled as a make-to-order system. Third, from a modeling perspective, the supply and demand models are also different in a service system: the service at a first station is initiated by an exogenous arrival process and customers leave the system as they complete service at the last station, whereas in manufacturing the exogenous demand arrives to the last station. A final difference is with respect to admission control. In contrast to our model, where all customers are accepted, models for manufacturing system often operate with admission control where not all arriving orders are fulfilled. (Note that $IP_1$ is bounded in the four policies above, so not all arriving customers are admitted. Still, if all customers need to be admitted, $IP_1$ can be removed from all constraints. For example, a CONWIP policy could place an upper bound $CW$ on the total number of parts without considering $IP_1$, i.e., $OP_1 + \sum_{j=2}^{M} (IP_j + OP_j) \leq CW$.)

Despite these differences, the control policies developed for manufacturing systems can be applied in service systems (sometimes with a few modifications). When applied in a two-station tandem queue service system without admission control, the Fixed Buffer, Kanban, CONWIP and Base-stock policies can all be shown to be equivalent. To illustrate the equivalence of Kanban policy and
Fixed Buffer policy note that a Kanban policy with $KB_1$ and $KB_2$ is equivalent to a Fixed Buffer policy with buffer size $FB_2 = KB_1 + KB_2$ between the two stations; and a Fixed Buffer policy with buffer size $FB_2$ is equivalent to a Kanban policy with $KB_1 = 1$ and $KB_2 = FB_2 - 1$. Thus, in the 2-station tandem queue service system we consider in the paper, we focus on a Kanban policy that idles Station 1 whenever $q_2 \geq BS$, where $BS$ is the size of the buffer between the two stations.

In this paper, we compare our TBP with the Kanban policy. Note that in the 2-station case, our TBP is a more sophisticated dynamic control policy, where the upper bound of $q_2$ is a linear function of $q_1$, i.e., Station 1 is idled whenever $q_2 \geq q_1 + TH$; and a Kanban policy idles Station 1 based only on $q_2 \geq BS$ irrespective of the value of $q_1$, and thus - intuitively - it provides less flexible control than a TBP. This intuition appears to be supported by our results. For the asymptotic case when Station 1 has infinite processing capacity we derive closed form expressions for the $PW(t)$ measure under a Kanban policy, allowing us to make analytical comparisons to a TBP. For the finite capacity case we use Monte Carlo simulation to compare TBP and Kanban policies. Our results indicate that, similar to a TBP, the Kanban policy allows for the trade-off between the $PW(t)$ measure and expected service times. However, this policy appears to be less efficient than the TBP.

In closing this section we note that (i) the idea of intentionally idling a capacitated resource has also been considered by Afêche (2013). In the revenue management context, he showed how such delays can allow a seller to differentiate between customer types and thus improve the overall profit. His motivation and analysis are much different than ours. (ii) Recent polices for control of manufacturing systems often considered prioritization among several customer classes, but are focused on a single stage system. Ha (1997a, b) was the first to discuss inventory rationing problems in a centralized make-to-stock system. He focused on base stock level production control. (iii) In the revenue management context, Caldentey and Wein (2006) developed a diffusion approximation for profit maximization with two classes of customers. They show that a dynamic control policy based upon the inventory or backlog level is effective.

Finally, we are aware that there are other policies that consider the entire system state. This paper serves as a stepping stone motivating the analysis of such policies in service systems.

3. Two Queues in Tandem - Preliminary Analysis

Consider the two-station tandem queueing network with two sequential single server stations and infinite buffer space discussed before. We define a simple TBP for this network as follows: upon completing service, Station 1 is idled and will not admit the next customer to service if

$$\delta(q_1, q_2) = q_2 - q_1 \geq TH.$$
Station 1 will resume work once $\delta(q_1, q_2) < TH$. When no ambiguity arises, we will use $\delta$ instead of $\delta(q_1, q_2)$. We denote $TBP(TH)$ as the TBP with threshold $TH$. We say that a customer is stopped (at Station 1) if this customer is waiting at Station 1 while this station is idled.

Three events can occur in this tandem queueing network:

1. **Arrival** - arrival to the network decreases $\delta$ by 1. Arrivals occur with rate $\lambda$ at any state.

2. **Completion 1** - service completion at Station 1 increases $\delta$ by 2. This happens with rate $\mu_1$, if $q_1 \geq 1$ and $\delta < TH$ (when Station 1 is not idled).

3. **Completion 2** - service completion at Station 2 decreases $\delta$ by 1. This event has rate $\mu_2$, if $q_2 \geq 1$.

Note that since $\delta$ decreases when Station 2 completes service or when a new customer arrives to Station 1, either of these two events may cause Station 1 to resume work.

From these three events, we conclude that there are two situations when Station 1 is idled: $\delta = TH$ or $\delta = TH + 1$. When $\delta = TH + 1$, Station 1 is idled, so only Arrival or Completion 2 can happen in the network. After a time period, which is distributed $\sim \exp(\lambda + \mu_2)$, one of these events happen, reducing $\delta$ to $TH$. Note that Station 1 remains idled. This sequence repeats and after another time period $\sim \exp(\lambda + \mu_2)$, $\delta$ is reduced to $TH - 1$, at which point Station 1 resumes work, and its idle period ends. We define stoppage as the time period from the moment when the value of $\delta$ changes and Station 1 becomes idled until the moment when either Arrival or Completion 2 happens. With this definition, when $\delta = TH + 1$, customers in Station 1 experience two stoppages before Station 1 resumes work; when $\delta = TH$, they only experience one stoppage.

Let $Q_i(t), i = 1, 2$ be the random variable (RV) denoting the total number of customers at Station $i$ (in queue and in service) at time $t$. Given $TH$, the process $(Q_1(t), Q_2(t))$ is a continuous time Markov Chain (MC). Let $\pi_{q_1, q_2}$ denote the steady state probability of $MC(Q_1, Q_2)$. Let $S$ be the sojourn time for any customer, i.e., $S = \text{total waiting time} + \text{total service time}$. Let $\rho_2 = \frac{\lambda}{\mu_2}$.

To investigate the trade-off between $PW(t)$ and $E[S]$ under the TBP, we first characterize the distribution of three steady state service measures: the waiting time at Station 1, $W_1$; the waiting time at Station 2, $W_2$, and the sojourn time, $S$. We can calculate the distributions of these three measures by conditioning on the state $(q_1, q_2)$ seen by a random arrival. Let $X^{q_1, q_2}$ be any one of these three measures experienced by a tagged customer (TC) who arrives in state $(q_1, q_2)$. Then, the steady state distribution of $X$ can be calculated as

$$P\{X > t\} = \sum_{q_1, q_2} P\{X^{q_1, q_2} > t \mid \text{TC sees } (q_1, q_2) \text{ at arrival}\} P\{\text{TC sees } (q_1, q_2) \text{ at arrival}\}$$

$$= \sum_{q_1, q_2} P\{X^{q_1, q_2} > t \mid \text{TC sees } (q_1, q_2) \text{ at arrival}\} \pi_{q_1, q_2}, \quad (1)$$

where the second equality follows by Poisson Arrivals See Time Averages.
Similar to (1), the Laplace Transform (LT) of $X$ can be written as

$$L_X(h) = \sum_{q_1, q_2} L_{X|q_1, q_2}(h \mid TC \text{ sees } (q_1, q_2) \text{ at arrival}) \pi_{q_1, q_2}. \quad (2)$$

4. Asymptotic Case: Station 1 Has an Infinite Service Capacity

We next calculate the steady state performance measures under the TBP and compare them with the measures for the nonidling network and the Kanban policy when Station 1 has infinite capacity. For convenience, we denote quantities related to this asymptotic case with a $\hat{\cdot}$, e.g., $\hat{W}_i$ is the waiting time at station $i$. A full list of notation can be found on Table EC.1 in Section EC.5 of the e-companion.

The MC for the $\mu_1 = \infty$ case is depicted on Figure 1. As described in Section 3, three events occur in this MC: Arrival, Completion 1, and Completion 2. However, since Completion 1 happens instantaneously, only two events are shown on the figure: Arrival (at rate $\lambda$) and Completion 2 (at rate $\mu_2$). Consider the state $(0, TH)$, where Station 1 is idled under the TBP. An Arrival momentarily bring the MC to state $(1, TH)$, where $\delta = TH - 1$ and thus Station 1 resumes work, instantaneously bringing the MC to state $(0, TH + 1)$, and idling Station 1 again. At the next Arrival the MC transitions to state $(1, TH + 1)$ where $\delta = TH$ and thus the newly arrived customer is stopped. This stoppage lasts until either a new Arrival, which allows the system to process the first customer from Station 1 and sends the system to state $(1, TH + 2)$, or Completion 2, which also releases the customer from Station 1 and sends the system to $(0, TH)$. In general, whenever $q_1 > 0$, Station 1 is idled and the system is either in state $(q_1, q_1 + TH)$ or $(q_1, q_1 + TH + 1)$.

The steady-state distribution of this simple Birth and Death MC (similar to the solution of an $M/M/1$ queue), for $q_1 = 0, q_2 = 0, \ldots, TH + 1$ and for $q_1 > 0, q_2 = q_1 + TH, q_1 + TH + 1$, is:

$$\pi_{q_1, q_2} = \rho_2^{-q_1} \rho_2^{q_2} (1 - \rho_2). \quad (3)$$

Remark 1. If we consider $q_1 + q_2$ as the total queue length, this network has the same steady state probability distribution as a $M/M/1$ queue with $\rho_2 = \frac{\lambda}{\mu_2}$. Because Station 2 works as long as there are customers in the network, the sojourn time is the same as the sojourn time in the system.
with $\mu_1 = \infty$ operating under a nonidling policy. Thus, in the asymptotic case the TBP does not increase the sojourn times and we can focus solely on the $PW(t)$ measure.

**Remark 2.** Suppose the system is in state $(q_1, q_1 + TH + 1)$ for $q_1 > 0$ (Station 1 is idled). The next Arrival (Completion 2) event sends the system to state $(q_1 + 1, q_1 + TH + 1)$ (state $(q_1, q_1 + TH)$), with $\delta = TH$, and Station 1 is stopped again. Thus, the next event must be another Arrival or Completion 2. Similarly, suppose the system is in state $(q_1, q_1 + TH)$ for $q_1 > 0$ (Station 1 is idled). The next event must be Arrival or Completion 2, which will trigger a Completion 1 event and send the system to $(q_1, q_1 + TH + 1)$ or $(q_1 - 1, q_1 + TH)$, respectively, with $\delta = TH + 1$ in both cases. Thus, as long as $q_1 > 0$, between any two Completion 1 events there are always two other events. This leads to the following Proposition.

**Proposition 1.** Let $\hat{M}_{q_1, q_2}$ be the number of stoppages a TC sees before entering Station 2, given she arrives in state $(q_1, q_2)$. Then either $q_2 < TH$ and $\hat{M}_{q_1, q_2} = 0$, or $q_2 \in \{q_1 + TH, q_1 + TH + 1\}$ and $\hat{M}_{q_1, q_2} = q_1 + q_2 - TH$.

**4.1. Distribution of $\hat{W}_1$, Waiting Time at Station 1**

In general, the TC’s waiting time for Station 1 is composed of two parts: the service time of customers in front of her in Station 1 and the stoppages of Station 1. However, when $\mu_1 = \infty$, the service time of Station 1 is zero, and thus $\hat{W}_1$ is only caused by stoppage.

Let $\hat{W}_{q_1, q_2}^1$ denote the TC’s waiting time at Station 1, given that she arrives at state $(q_1, q_2)$. From Proposition 1, if $q_1 + q_2 \leq TH$, TC sees no stoppage and $\hat{W}_{q_1, q_2}^1 = 0$; similarly, if $q_1 + q_2 > TH$, then $\hat{W}_{q_1, q_2}^1 = q_1 + q_2 - TH$, so that $\hat{W}_{q_1, q_2}^1$ is distributed as $Erlang(\lambda + \mu_2, q_1 + q_2 - TH)$. Thus, using (2) and (3) the LT of $\hat{W}_1$ is

$$L_{\hat{W}_1}(h) = \sum_{i=0}^{TH} \rho_2^i (1 - \rho_2) + \sum_{i=TH+1}^{\infty} \rho_2^i (1 - \rho_2) \left( \frac{\lambda + \mu_2}{\lambda + \mu_2 + h} \right)^{i-TH}$$

$$= (1 - \rho_2^{TH+1}) + \rho_2^{TH+1} \frac{(\mu_2 - \lambda \rho_2)}{(\mu_2 - \lambda \rho_2 + h)}. \quad (4)$$

From the transform of $\hat{W}_1$ we conclude that there is no waiting in Station 1 with probability (w.p.) $1 - \rho_2^{TH+1}$, and the waiting is distributed as an $\text{exp}(\mu_2 - \lambda \rho_2)$ RV w.p. $\rho_2^{TH+1}$. Hence,

$$P\left\{ \hat{W}_1 > t \right\} = \rho_2^{TH+1} e^{-(\mu_2 - \lambda \rho_2)t}. \quad (5)$$

Note that given waiting (i.e., w.p. $\rho_2^{TH+1}$) $\hat{W}_1$ is distributed as the waiting time given waiting in an $M/M/1$ queue with arrival rate $\lambda \rho_2$ and service rate $\mu_2$.

As intuition suggests $P\left\{ \hat{W}_1 > t \right\}$ is a decreasing function of $TH$. When $TH$ decreases, customers see more stoppages, and thus wait more in Station 1. When $TH$ increases, the TBP’s effect on the network is reduced and customers’ wait in Station 1 is also reduced. The extreme case when $TH = \infty$ results in a nonidling network, so customers do not wait for Station 1.
4.2. Distribution of the Waiting Time $\hat{W}_2$ and Service Measure $\hat{W}(t)$.

We next derive $\hat{W}_2^{q_1,q_2}$, the TC’s waiting time at Station 2 given that she arrives at state $(q_1, q_2)$, and then use (2) to calculate the LT of $\hat{W}_2$. Let $K$ be the RV denoting (we omit the dependency on $q_1, q_2$) the number of customers in Station 2 when the TC enters this station; thus $\hat{W}_2^{q_1,q_2}$ is distributed as Erlang($\mu_2, K$).

From Proposition 1, if $q_1 + q_2 \leq TH$, then $q_1 = 0$ and the TC gets into Station 2 immediately implying that $K = q_1 + q_2 = q_2$. Thus, for $q_1 + q_2 \leq TH$ the distribution of $\hat{W}_2^{q_1,q_2}$ is Erlang($\mu_2, q_1 + q_2$) with the LT given by

$$L_{\hat{W}_2^{q_1,q_2}}(h) = \left( \frac{\mu_2}{\mu_2 + h} \right)^{q_1+q_2} . \tag{6}$$

Now suppose the TC arrives at state $(q_1, q_2)$ with $q_1 + q_2 > TH$, implying that the number of stoppages is $\hat{M}^{q_1,q_2} = q_1 + q_2 - TH$. In this case, $\hat{M}^{q_1,q_2}$ Arrival or Completion 2 events are required to end these stoppages, and $q_1 + q_2 - K$ of these are Completion 2 events, so $K \in [TH, q_1 + q_2]$. Since the probability that the next event is an Arrival (Completions 2) is $\frac{\lambda}{\sum_{i=q_1}^{q_2} \lambda + \mu_2}$, it follows that $q_1 + q_2 - K$ has the binomial distribution:

$$P \{ q_1 + q_2 - K = n \} = \binom{q_1 + q_2 - TH}{n} \frac{\lambda}{\lambda + \mu_2}^{q_1+q_2-TH-n} \frac{\mu_2}{\lambda + \mu_2}^{n}, \quad n = 0, ..., q_1 + q_2 - TH .$$

Thus

$$P \{ K = k \} = \binom{q_1 + q_2 - TH}{q_1 + q_2 - k} \left( \frac{\lambda}{\lambda + \mu_2} \right)^{k-TH} \left( \frac{\mu_2}{\lambda + \mu_2} \right)^{q_1+q_2-k} , \quad k = TH, ..., q_1 + q_2 .$$

Therefore, for $q_1 + q_2 > TH$ the LT of $\hat{W}_2^{q_1,q_2}$ is

$$L_{\hat{W}_2^{q_1,q_2}}(h) = \sum_{k=TH}^{q_1+q_2} \binom{q_1 + q_2 - TH}{q_1 + q_2 - k} \left( \frac{\lambda}{\lambda + \mu_2} \right)^{k-TH} \left( \frac{\mu_2}{\lambda + \mu_2} \right)^{q_1+q_2-k} \left( \frac{\mu_2}{\mu_2 + h} \right)^k$$

$$= \left( \frac{\mu_2}{\mu_2 + h} \right)^{TH} \binom{q_1 + q_2 - TH}{TH} \left( \frac{\mu_2}{\lambda + \mu_2} \right)^{TH} \left( \frac{\mu_2}{\mu_2 + h} \right)^k \left( \frac{\mu_2}{\mu_2 + h} \right)^{q_1+q_2-TH}$$

$$= \left( \frac{\mu_2}{\mu_2 + h} \right)^{TH} \left( \frac{\lambda \mu_2}{\lambda + \mu_2 (\mu_2 + h)} \right)^{TH} \left( \frac{\mu_2}{\lambda + \mu_2 (\mu_2 + h)} \right)^{q_1+q_2-TH} . \tag{7}$$

The second equality follows the Binomial Formula. The third equality follows because for $q_1 + q_2 > TH$,

$$\left( \frac{\mu_2}{\mu_2 + h} \right)^{TH} \left( \frac{\lambda \mu_2}{\lambda + \mu_2 (\mu_2 + h)} \right)^{TH} \left( \frac{\mu_2}{\lambda + \mu_2 (\mu_2 + h)} \right)^{q_1+q_2-TH} = \left( \frac{\mu_2}{\mu_2 + h} \right)^{q_1+q_2} . \tag{8}$$

We can now write the LT of $\hat{W}_2$ using (2), (3), (6) and (7):

$$L_{\hat{W}_2}(h) = \sum_{i=0}^{TH-1} \rho_2^i (1 - \rho_2) \left( \frac{\mu_2}{\mu_2 + h} \right)^i + \sum_{i=TH}^{\infty} \rho_2^{q_1+q_2-TH} (1 - \rho_2^2) \left( \frac{\mu_2}{\mu_2 + h} \right)^i . \tag{9}$$
From the LT of \( \hat{W}_2 \) we know that \( \hat{W}_2 \) is distributed as a \( \text{Erlang}(\mu_2, q_1 + q_2) \) RV with probability 
\( p^{q_1+q_2}_2(1-\rho_2) \), for \( 0 \leq q_1 + q_2 < TH \), (i.e., when the TC experiences no stoppages); and as the sum of an \( \text{Erlang}(\mu_2, TH-1) \) RV and an \( \exp(\mu_2 - \lambda \rho_2) \) RV w.p. \( \rho_2^{TH} \). Using (9), we can derive the Tail Distribution of \( \hat{W}_2 \) under the TBP with threshold \( TH \):

\[
P\{\hat{W}_2 > t\} = \begin{cases} 
\rho_2^{-TH} e^{-(\mu_2-\lambda \rho_2) t} & \text{if } TH = 0, 1 \\
\rho_2^{-TH} e^{-(\mu_2-\lambda \rho_2) t} + \rho_2 e^{-\mu_2 t} \sum_{k=0}^{TH-2} \frac{(\mu_2 t)^k}{k!} - \rho_2^{-TH} \rho_2^{TH-T} \sum_{k=0}^{TH-2} \frac{(\mu_2 t)^k}{k!} - \rho_2^{2k} & \text{if } TH \geq 2
\end{cases}
\]

(10)

Using (5) and (10), the distribution of our main service level measure under the TBP with threshold \( TH \) is

\[
PWTBP^{TH}(t) = \frac{1}{2} \left( P\{\hat{W}_1 > t\} + P\{\hat{W}_2 > t\} \right)
\]

\[
= \begin{cases} 
\frac{1}{2} \rho_2^{-TH} e^{-(\mu_2-\lambda \rho_2) t} + \frac{1}{2} \rho_2 e^{-\mu_2 t} \sum_{k=0}^{TH-2} \frac{(\mu_2 t)^k}{k!} & \text{if } TH = 0, 1 \\
\frac{1}{2} \rho_2^{-TH} e^{-(\mu_2-\lambda \rho_2) t} + \frac{1}{2} \rho_2 e^{-\mu_2 t} \sum_{k=0}^{TH-2} \frac{(\mu_2 t)^k}{k!} - \rho_2^{-TH} \rho_2^{TH-T} \sum_{k=0}^{TH-2} \frac{(\mu_2 t)^k}{k!} - \rho_2^{2k} & \text{if } TH \geq 2
\end{cases}
\]

(11)

We observe that under the nonidling policy all waiting happens at Station 2 and thus

\[
PWN^NI(t) = \frac{1}{2} \rho_2 e^{-(\mu_2-\lambda) t}, \ t > 0.
\]

(12)

Here, \( \rho_2 \) represents the probability of waiting and \( \exp(-(\mu_2-\lambda)t) \) is the conditional probability of waiting more than \( t \) given an \( M/M/1 \) queue with parameters \( (\lambda, \mu_2) \). In the expression for \( PW^{TB}(t) \) when \( TH = 0, 1 \) we see the same structure as in (12). The first term, essentially has the probability of waiting reduced to \( \rho_2^2 \) from \( \rho_2 \) and the arrival rate reduced to \( \rho_2 \lambda \) from \( \lambda \). The second term, is just the probability of waiting longer than \( t \) in an \( M/M/1 \) queue with arrival rate \( \rho_2 \lambda \). Thus, the TBP effectively operates two \( M/M/1 \) stations with parameters \( (\rho_2 \lambda, \mu_2) \), where the probability of waiting at one of these stations is further reduced by \( \rho_2 \). The slower arrival rate (and the additional reduction in probability of waiting) brings the probability of waiting longer than \( t \) at Station 2 to below the level experienced at this Station under the nonidling policy. However, customer now has two chances to experience a long wait - once at each station.

### 4.3. Insight 1: Comparing TBP and Nonidling Policy for the Asymptotic Case

Based on Remark 1 above, it suffices to compare \( PW^{TB}(t) \) with \( PW^{NI}(t) \) since the expected service times are the same. From our earlier discussion, it is obvious that the number of stoppages is increased when \( TH \) is reduced. Thus, setting \( TH = 0 \) corresponds to the most aggressive redistribution of the waiting time from Station 2 to Station 1 achievable by a TBP (from (11)). On the other hand, \( PW^{TB}(\infty)(t) = PW^{NI}(t) \) since when \( TH = \infty \), Station 1 is never intentionally idled.

For any “excessive wait” value \( t > 0 \) let \( TH^*(t) = \arg \min_{TH} PW^{TB}(TH)(t) \) be the threshold value that minimizes \( PW(t) \). This value is characterized in the following result.
Proposition 2. For any $t$, the threshold $TH^*(t) \in \{0, \infty\}$. Specifically, let $t^* = \frac{\ln(1+\rho_2)}{\lambda(1-\rho_2)}$ (note that $PW^{TBP(0)}(t^*) = \frac{\rho_2}{\lambda}$). If $t \leq t^*$, then $TH^*(t) = \infty$, and if $t > t^*$, then $TH^*(t) = 0$.

This Proposition indicates that the optimal TBP is to idle Station 1 as much as possible when $t$ is sufficiently large (i.e., use $TH^* = 0$ when $t > t^*$), or to not idle it at all when $t$ is small (i.e., $t \leq t^*$). The intuitive explanation behind this is that reducing the queue sizes at Station 2 via the TBP reduces $PW(T) > t$ but introduces $PW(W_1 > t) > 0$ (which is 0 under the NI policy). When $t$ is large, the reduction in $PW(W_2 > t)$ is substantial, while the increase in $PW(W_1 > t)$ is small, and thus TBP outperforms the NI policy. However, if $t$ is small, the waits longer than $t$ are quite common at Station 2 even if some customers are re-allocated to Station 1, while the increase in $PW(W_1 > t)$ may be substantial. Thus $TH^* = \infty$ and TBP is equivalent to the NI policy. In this case the re-allocation of waiting time will not solve the problem of excessive waits - the only solution is adding more capacity to the system.

From (11) and (12), the reduction in $PW(t)$ due to TBP for $t > t^*$ is:

$$PW^{NI}(t) - PW^{TBP(0)}(t) = 1 - (1 + \rho_2) e^{-\lambda(1-\rho_2)t}.$$ 

Thus, the relative improvement in $PW(t)$ increases with $t$, and approaches 100% as $t$ increases. This shows that the TBP can dramatically reduce the incidence of excessive waits, but only if the designation of an “excessive” wait is used correctly, i.e., a wait is “excessive” if it is uncommon in the system.

The implications for the decision-maker are clear: if waits of at least $t$ adversely affect customer service experience, and $t > t^*$, TBP can be used to improve $PW(t)$. If $t \leq t^*$, then the only way to improve $PW(t)$ is by adding capacity to the system (i.e., increasing $\mu_2$). Most of the behaviors observed for the $\mu_1 = \infty$ case will also hold for the $\mu_1 < \infty$ case discussed in Section 5.

4.4. Insight 2: Comparing TBP and Kanban Policy for the Asymptotic Case

For the 2-station tandem queue a Kanban policy is defined by the buffer size ($BS \geq 1$) in front of Station 2: Station 1 is idled and will not admit the next customer to service whenever $q_2 \geq BS$.

Observe that in the $\mu_1 = \infty$ case, under Kanban($BS$) policy Station 2 operates as long as there are customers in the system for any $BS \geq 1$. Thus the expected sojourn time for any Kanban policy is the same as for NI policy. Therefore, as in the TBP case, we focus only on $PW(t)$.

Using similar analysis as for the TBP, we have:

Proposition 3. For $BS \geq 1$,

$$PW^{Kanban(BS)}(t) = \begin{cases} \frac{\rho_2}{2} e^{-(\rho_2-\lambda)t} & \text{if } BS = 1 \\ \frac{1}{2} e^{-\rho_2 t} + \frac{1}{2} e^{-\rho_2 t} \sum_{k=0}^{BS-2} (\rho_2 t)^k \frac{1}{k!} \rho_2^{k+1} & \text{if } BS \geq 2 \end{cases}. \quad (13)$$
Note that $PW^{Kanban(1)}(t) = PW^{NI}(t) = PW^{Kanban(\infty)}(t)$. This is because when $BS = 1$, the Kanban policy shifts all waiting time to Station 1 without changing the distribution of waiting times. This shows that by optimizing the buffer size, a Kanban policy can outperform the NI policy with respect to the $PW(t)$ measure. The second equation holds because when $BS = \infty$, Station 1 is never idled.

In Figure 2 we compare $PW^{TBP(0)}(t)$ with $PW^{Kanban}(t)$ under different $BS$ values, when $\lambda = 0.85$ and $\mu_2 = 1$. Note that $t^* = 4.82$ in this case and thus TBP(0) outperforms the NI policy for $t > 4.82$. Recalling that Kanban(1) policy is equivalent to the NI policy, we see that this is indeed the case on Figure 1, with the relative gap growing with $t$. Comparing TBP(0) with Kanban(5) we see that TBP has lower $PW(t)$ for $t > 9.28$, while Kanban performs better for lower values of $t$.

Furthermore, using a similar analysis to the one in the proof of Proposition 2, we can obtain the buffer size $BS^*(t)$ that minimizes $PW^{Kanban(BS)}(t)$ for any $t$. (Specifically, the function $(\frac{\mu_2 t}{BS-1}) - (1 - \rho_2) e^{\lambda t}$ has one or two zero points; if the function has two zero points, $BS^*(t)$ is the smaller zero point, otherwise $BS^*(t) = 1$.) The resulting Kanban$(BS^*(t))$ policy is plotted on Figure 2 along with the associated $BS^*(t)$ values. This policy achieves lower $PW(t)$ values than the TBP(0) for $t < 9.96$ and slightly higher values for $t > 9.96$.

For the asymptotic case the Kanban policies perform competitively with TBP(0), particularly when the buffer size is optimized for a given $t$ value. We note that the TBP is more robust - because the same optimal threshold $TH^* = 0$ value applies over a wide range of $t$ values, whereas the optimal buffer size $BS^*(t)$ is sensitive to $t$. More importantly, the performance of Kanban policies in the asymptotic case are somewhat misleading, we will see in the following sections that the performance in other cases may be significantly worse than that of the TBP.
5. Analysis of The Tandem Queue: General Case

In this section, we begin by analyzing the TBP for the tandem queueing network when $\mu_1 < \infty$.

Figure 3 illustrates the MC of the tandem queueing network under the TBP with $TH = 1$. Recall that under the TBP it is not possible to reach a state $(q_1, q_2)$ such that $q_2 - q_1 > TH + 1$. As illustrated in the figure, the states can be classified into three groups, depending on whether customers waiting for service at Station 1 experience stoppage before they enter Station 2. For example, if the system is currently in state $(2, 0)$, neither customer at Station 1 can possibly experience any stoppages before entering Station 2. The same is true for all the other states above the dashed line in the top left corner of Figure 3. On the other hand, in all states to the right of the dashed boundary line, Station 1 is idled, thus all customers at this station will experience one or more stoppage before entering Station 2; state $(2, 3)$ is an example of this type.

Finally, customers at Station 1 in all the states below and to the left of the dashed line may or may not experience a stoppage before entering Station 2. Consider, for example, state $(3, 0)$. While the first two customers at Station 1 will not experience a stoppage, the situation is less clear for the last customer. We refer to this customer as the TC. If the next two events are both “Completion 1”, the system will move to state $(1, 2)$ and TC will be stopped. If, on the other hand, at least one of the next two events is Arrival or Completion 2, the TC will not be stopped.

This discussion illustrates why the analysis of the TBPs is challenging. The number of stoppages experienced by the TC (and thus the distribution of her waiting time) depends on queue lengths at both stations and on customers arriving after TC, i.e., this number depends on future events. The latter dependency prevents us from using Distributional Little’s Law. Furthermore, the distribution of waiting time experienced by a customer depends not just on the state of the system, but also on the customer’s position in the line at Station 1. As discussed in the example above, the customer immediately in front of TC will not experience any stoppages, and thus his distribution of the waiting time is clearly different from that for the TC. This implies that the observed state $(q_1, q_2)$ of the system is not sufficient to uniquely express the distribution of $W^{q_1, q_2}_{q_1, q_2}$.

To overcome this difficulty, we augment the state space with a position indicator for each customer. Specifically, for each TC, in addition to the queue length indicators we also include the position of the TC in Station 1; we denote this position $s$ for $s \geq 1$. Note that each TC now generates a new MC upon arrival, which we name TCMC.

This TCMC has three dimensions. When the TC arrives in state $(q_1, q_2)$, she joins Station 1 and becomes the $s^{th}$ customer, so that the first state of TCMC is $(q_1 + 1, q_2, q_1 + 1)$. If we consider all states with the same $s$ as one layer, each layer looks similar to the MC in Figure 3 except that there are no states with $q_1 > s$. The same three events discussed in Section 3 may occur in the TCMC as well. Their effect on state $(q_1, q_2, s)$ is as follows:
States with no stoppages

```
Figure 3  The MC (Q1, Q2) for TH = 1.
```

1. **Arrival** – TCMC transitions to state \((q_1 + 1, q_2, s)\). Arrivals occur with rate \(\lambda\) in any state.

2. **Completion 1** – TCMC transitions to state \((q_1 - 1, q_2 + 1, s - 1)\). This happens with rate \(\mu_1\), if \(q_1 > 0\) and \(\delta < TH\) (when Station 1 is not idled).

3. **Completion 2** – TCMC transitions to state \((q_1, q_2 - 1, s)\). This event occurs with rate \(\mu_2\), if \(q_2 \geq 1\).

When \(s > 1\), the TC is waiting in Station 1. When \(s = 1\), the TC is either in service or is the first in line to enter service when the stoppage of Station 1 ends. Since \(\lambda < \mu_1\), the TCMC \((q_1, q_2, s)\) will be absorbed in some state with \(s = 0\), when the TC moves to Station 2. Let \(X^{q_1,q_2,s}\) represent the TC’s performance measure, given the network is in state \((q_1, q_2, s)\).

To obtain the performance measure using (2) we can keep track of the TCMC starting from the state \((q_1 + 1, q_2, q_1 + 1)\) and calculate the conditional performance measure according to all possible paths the TC may take until an absorbing state is reached. However, because the TCMC is three-dimensional, the required computational effort grows rapidly using this intuitive approach. We thus simplify the problem as shown below.

We first show that, similarly to the \(\mu_1 = \infty\) case, the number of stoppages can be bounded.

**Lemma 1.** If the TCMC is in state \((q_1, q_2, s)\), then the maximum number of stoppages the TC may see, \(M^{q_1,q_2,s}\), is

\[
M^{q_1,q_2,s} = \max\{2s - TH + \delta(q_1, q_2) - 1, 0\}.
\]

Specially, if \(\delta(q_1, q_2) \leq TH - 2s + 1\), there will be no stoppage for the TC. Thus, the performance measure experienced by a customer that reaches such states are independent of future arrivals.

It is easy to see that \(\hat{M}^{q_1,q_2} = M^{q_1+1,q_2,q_1+1}\), i.e., Lemma 1 shows that, the number of stoppages the TC sees in the \(\mu_1 = \infty\) case is the maximum number of stoppages the TC may see in \(\mu_1 < \infty\).
case. The reason is that when $\mu_1 = \infty$, the service time of Station 1 is zero, so the set of sequential events: Completion 1 $\Rightarrow$ Arrival(or Completion 2) $\Rightarrow$ Arrival(or Completion 2) repeats for sure; when $\mu_1 < \infty$, this set of sequential events repeats only in the worst case.

We define a no-stoppage state to be a state in TCMC s.t. $\delta(q_1, q_2) \leq TH - 2s + 1$, i.e., $M^{q_1,q_2,s} = 0$. For example, consider again state $(3, 0)$ in the MC on Figure 3. As previously discussed, states $(3, 0, 1)$ and $(3, 0, 2)$ in the corresponding TCMC are no-stoppage. On the other hand, by Lemma 1, $M^{3,0,3} = 1$, so stoppage may occur in state $(3, 0, 3)$.

Observe that once the TCMC reaches a no-stoppage state, the network acts like a nonidling tandem queueing network for the TC and the distributions of the three steady state service measures can be calculated directly (see below). In the following sections, we treat no-stoppage states as absorbing states and use a recursion method to develop all three performance measures as follows:

- If state $(q_1, q_2, s)$ is a no-stoppage state, i.e., $\delta \leq TH - 2s + 1$, then the distribution of $X^{q_1,q_2,s}$ can be calculated from Propositions 4 and 5 below.
- If Station 1 is stopped, i.e., $\delta = TH$ or $TH + 1$, both Arrival (w.p. $\frac{1}{\mu_1 + \mu_2}$) and Completion 2 (w.p. $\frac{2}{\mu_1 + \mu_2}$) can happen in the TCMC. Using conditional probability, the distribution of $X^{q_1,q_2,s}$ can be recursively calculated from the distributions of $X^{q_1+1,q_2,s}$ and $X^{q_1,q_2-1,s}$.
- For states $(q_1, q_2, s)$ such that $TH - 2s + 1 < \delta \leq TH - 1$, Arrival (w.p. $\frac{\lambda}{\lambda + \mu_1 + \mu_2}$), Completion 1 (w.p. $\frac{\mu_1}{\lambda + \mu_1 + \mu_2}$), and Completion 2 (w.p. $\frac{\mu_2}{\lambda + \mu_1 + \mu_2}$) can all happen in the TCMC. Using conditional probability, the distribution of $X^{q_1,q_2,s}$ can be calculated from the distributions of $X^{q_1+1,q_2,s}$, $X^{q_1,q_2+1,s-1}$, and $X^{q_1,q_2-1,s}$.

Calculating the LT of $X$, similarly to (2), requires the steady state probability vector of the MC $(Q_1, Q_2)$. It is easily seen that this MC is irreducible and aperiodic, and has equilibrium probabilities, $\pi_{q_1,q_2}$. The balance equation for the $(Q_1, Q_2)$ MC are (these are easier to follow when looking at Figure 3):

1) When $\delta < TH$ and $q_1 = q_2 = 0$, we have $\lambda \pi_{0,0} = \mu_2 \pi_{0;1}$;
2) When $\delta < TH$ and $q_1 > 0$, $q_2 = 0$, we have $(\lambda + \mu_1) \pi_{q_1,0} = \lambda \pi_{q_1-1,0} + \mu_2 \pi_{q_1,1}$;
3) When $\delta < TH$ and $q_1 > 0$, $q_2 > 0$, we have $(\lambda + \mu_1 + \mu_2) \pi_{q_1,q_2} = \lambda \pi_{q_1-1,q_2} + \mu_1 \pi_{q_1+1,q_2-1} + \mu_2 \pi_{q_1,q_2+1}$;
4) When $\delta \leq TH$ and $q_1 = 0$, $0 < q_2 \leq TH$, we have $(\lambda + \mu_2) \pi_{0,q_2} = \mu_1 \pi_{1,q_2-1} + \mu_2 \pi_{0,q_2+1}$;
5) When $\delta = TH$ and $q_1 > 0$ (then $q_2 = q_1 + TH$), we have $(\lambda + \mu_2) \pi_{q_1,q_2} = \lambda \pi_{q_1-1,q_2} + \mu_1 \pi_{q_1+1,q_2-1} + \mu_2 \pi_{q_1,q_2+1}$;
6) When $\delta = TH + 1$ and $q_1 \geq 1$ (implying $q_2 = q_1 + TH + 1$), we have $(\lambda + \mu_2) \pi_{q_1,q_2} = \mu_1 \pi_{q_1+1,q_2-1}$;
7) We also require $\sum_{q_1,q_2} \pi_{q_1,q_2} = 1$.

To solve these balance equations, we approximate $\pi_{q_1,q_2}$ by assuming that Station 1 has a finite waiting room of size Limit. For any finite value of Limit, we can calculate an approximation of
\[ \pi_{q_1,q_2} \] by solving the balance equations numerically. When \textit{Limit} goes to infinity, the approximation approaches \[ \pi_{q_1,q_2} \]. In our numerical experiments we found that \[ P\{q_1 = 100\} < 10^{-5} \], so \textit{Limit} = 100 appears to be an adequate value for our parameter choices.

### 5.1. Distribution of Waiting Time for Station 1: \( W_1 \)

In this section, we consider the TC’s waiting time for Station 1, \( W_1 \). Note that there are two components of \( W_1 \): the time spent waiting for \( s - 1 \) Completion 1 events, and the time spent when Station 1 is idled. The first component depends only on \( s \), and the second one is determined by \( s = q_2 - q_1 \). Thus, given \( s \) and \( \delta \), \( W_1 \) does not depend on the values of \( q_1 \) and \( q_2 \). Indeed, from Lemma 1 we see that the maximum number of stoppage \( M^{q_1,q_2,s} \) only depends on \( s \) and \( \delta \); thus, we will next use \( M^{s,\delta} \) to denote the maximum number of stoppages for a customer that is at a position \( s \) in queue 1 when \( q_2 - q_1 = \delta \). A revised TCMC, with the state description \( (s,\delta) \), is illustrated on Figure 4 for the case \( TH = 1 \); this simplified TCMC will be used to compute \( W_1 \).

Arrival or Completion 2 events do not affect \( s \); these events only decrease the value of \( \delta \) by 1. Completion 1 decreases the value of \( s \) by 1, and increases the value of \( \delta \) by 2. If \( \delta = TH \) or \( TH + 1 \), Station 1 is idled, so that the next event can only be Arrival or Completion 2.

In Figure 4, the column on the right-hand side, starting from \((1,0)\), represents the no-stoppage states established in Lemma 1. The states above the dotted line are states where Station 1 is idled, i.e., with \( \delta \geq TH = 1 \).

Let \( W_1^{s,\delta} \) be the TC’s waiting time for Station 1 while the network is in state \( (s,\delta) \), and denote its LT by \( L_{W_1^{s,\delta}}(h) \). Note that \( W_1^{s,\delta} \) is composed of two parts. The first part is the service time of the \( s - 1 \) customers in front of the TC in Station 1. This service time distribution is \textit{Erlang}(\( s - 1, \mu_1 \)). The second part consists of stoppages in Station 1. As in the \( \mu_1 = \infty \) case, the length of each stoppage is distributed as an \( \exp(\lambda + \mu_2) \) RV.
Let $B_{1}^{s,\delta}$ denote the actual number of stoppages the TC will experience if she is in state $(s, \delta)$. Thus, the LT of $W_{1}^{s,\delta}$ is

$$L_{W_{1}^{s,\delta}}(h) = \left( \frac{\mu_1}{\mu_1 + h} \right)^{s-1} \sum_{i=1}^{M_{s,\delta}} P \{ B_{1}^{s,\delta} = i \} \left( \frac{\lambda + \mu_2}{\lambda + \mu_2 + h} \right)^i,$$  \hspace{1cm} (14)

where $M_{s,\delta}$ can be found from Lemma 1 and $\sum_{i=1}^{M_{s,\delta}} P \{ B_{1}^{s,\delta} = i \} = 1$.

Thus, finding $L_{W_{1}^{s,\delta}}(h)$ is equivalent to finding the distribution of $B_{1}^{s,\delta}$, for any $s \geq 1, \delta \leq TH + 1$. This can be done as follows:

- If $(s, \delta)$ is a no-stoppage state, i.e., $\delta \leq TH - 2s + 1$, then $B_{1}^{s,\delta} = 0$ from Lemma 1.
- If Station 1 is stopped, i.e., for states with $\delta = TH$ or $TH + 1$, $B_{1}^{s,\delta}$ has the same distribution as $1 + B_{1}^{s-1,\delta-1}$.
- Otherwise, for states $(s, \delta)$ such that $TH - 2s + 1 < \delta \leq TH - 1$, the TCMC will go to state $(s, \delta - 1)$ (w.p. $\frac{\lambda + \mu_2}{\lambda + \mu_1 + \mu_2}$), or to state $(s - 1, \delta + 2)$ (w.p. $\frac{\mu_1}{\lambda + \mu_1 + \mu_2}$). Therefore, $B_{1}^{s,\delta}$ is distributed the same as $B_{1}^{s-1,\delta-1}$ or $B_{1}^{s-1,\delta+2}$, depending on which state the TCMC transitions to.

Since $s \in \{1, \ldots, \text{Limit}\}$ and $\delta \in \{-\text{Limit}, \ldots, TH + 1\}$, the distribution of $B_{1}^{s,\delta}$ can now be computed iteratively; see Algorithm 1 in Section EC.2 of the e-companion for details.

### 5.2. Distribution of Waiting Time for Station 2: $W_2$

In this section we calculate $W_{2}^{q_1,q_2,s}$ – the TC’s waiting time for Station 2, given that the network is at state $(q_1, q_2, s)$. Let $K_{2}^{q_1,q_2,s}$ be the number of customers the TC sees when she enters Station 2. Given $K_{2}^{q_1,q_2,s} = k$, we know that $W_{2}^{q_1,q_2,s} \sim \text{Erlang}(\mu_2, k)$. So once we know the distribution of $K_{2}^{q_1,q_2,s}$, the LT of $W_{2}^{q_1,q_2,s}$ can be expressed as

$$L_{W_{2}^{q_1,q_2,s}}(h) = \sum_{k=0}^{q_2+s-1} \left( \frac{\mu_2}{\mu_2 + h} \right)^k P \{ K_{2}^{q_1,q_2,s} = k \}. \hspace{1cm} (15)$$

We next derive the distribution of $K_{2}^{q_1,q_2,s}$, first for no-stoppage states and then for states with stoppages.

#### 5.2.1. Distribution of $W_2$ at No-stoppage States

First, assume that the network is currently in a no-stoppage state, i.e., $(q_1, q_2, s)$, and $\delta \leq TH - 2s + 1$. Given Lemma 1 Station 1 will not be idled before the TC enters Station 2. Thus, the arrival process does not affect the network, and we need to only consider the service processes of Stations 1 and 2. Still, it is possible for Station 2 to be starved, i.e., $q_2 = 0$, before the TC enters this station. We next discuss how to consider the starvation periods when calculating the distribution of $K_{2}^{q_1,q_2,s}$.

We represent the service operation of the TC by a Random Walk (RW) process in a two dimensional lattice graph, where the $x$ and $y$ axes represent the number of customers served by the
first and second servers, respectively. Let the TC be the $N^{th}$ arrival to the original tandem queue. Denote the total number of customers served by stations 1 and 2 before TC’s arrival by $X_N$ and $Y_N$, respectively. Note that $X_N \in [0, \ldots, N-1]$, $Y_N \in [0, \ldots, X_N]$ and $q_2 = X_N - Y_N$. The RW process is depicted on Figure 5. Obviously, the RW cannot go above the line $x = y$ (service 1 must finish before service 2). When Station 1 completes service the RW moves to the right, and when Station 2 completes service the RW moves up. Because both service completions are exponentially distributed, when both stations are busy, $P\{RW \text{ moves right}\} = \frac{\mu_1}{\mu_1 + \mu_2}$ and $P\{RW \text{ moves up}\} = \frac{\mu_2}{\mu_1 + \mu_2}$. Any point on the line $x = y$ means that Station 2 is starved and the next possible move for the RW is only to the right. We call points on the line $x = y$ points with Station 2 starved and other points in Figure 5 points with Station 2 working.

For any TC, we can ignore $Y_N$, because these customers have already left the network. Therefore, upon arrival of the TC we reset the starting point of the RW to $(X_N, Y_N) = (q_2, 0)$.

When the TC arrives to state $(q_1, q_2, s)$, there are $q_2$ customers in Station 2, which corresponds to the point $(q_2, 0)$ on Figure 5. When the TC finishes service in Station 1, this station has finished $s$ customers, which represents the RW moving right $s$ steps and reaching the line $x = q_2 + s$. By this time, Station 2 has served $n$ customers, where $0 \leq n \leq q_2 + s - 1$. Thus, the sojourn time of TC at Station 1 corresponds to the time the RW moves from point $(q_2, 0)$ to a point on the line $(q_2 + s, n)$, with $0 \leq n \leq q_2 + s - 1$.
Let $B_2^{q_1,q_2,s}$, the number of times Station 2 is starved from when the TC arrives to the network and until she finishes service at Station 1. The joint distribution of $n$ and $B_2^{q_1,q_2,s}$ can be calculated using the result from Milch and Waggoner (1970). This gives us the marginal distribution of $n$. Since the number of customers TC sees upon entering Station 2 is $K^{q_1,q_2,s} = q_2 + s - 1 - n$, this also provides the distribution of $K^{q_1,q_2,s}$:

**Proposition 4.** For any state $(q_1, q_2, s)$ with $\delta \leq TH - 2s + 1$, the distribution of $K^{q_1,q_2,s}$ is:

$$P\{K^{q_1,q_2,s} = k\} = \begin{cases} 
\left[\frac{(2s+q_2-3)}{s-1} - \frac{(2s+q_2-3)}{s+q_2-1}\right] \left(\frac{\mu_1}{\mu_1+\mu_2}\right)^{s-1} \left(\frac{\mu_2}{\mu_1+\mu_2}\right)^{q_2+s-1} & \text{if } k = 0 \\
\sum_{i=2}^{s} \left[\frac{(2s+q_2-i-2)}{s+i+q_2-2} - \frac{(2s+q_2-i-2)}{s+q_2-1}\right] \left(\frac{\mu_1}{\mu_1+\mu_2}\right)^{s-i} \left(\frac{\mu_2}{\mu_1+\mu_2}\right)^{q_2+s-k-1} & \text{if } 0 < k \leq s - 1
\end{cases}$$

5.2.2. Distribution of $W_2$ for States with Stoppages

To calculate $K^{q_1,q_2,s}$ for states with stoppages, we observe the following:

- If Station 1 is stopped, i.e., $\delta = TH$ or $TH + 1$, both Arrival (w.p. $\frac{\lambda}{\lambda+\mu_1+\mu_2}$) and Completion 2 (w.p. $\frac{\mu_2}{\lambda+\mu_1+\mu_2}$) can happen in the TCMC. So $K^{q_1,q_2,s}$ will be distributed as $K^{q_1+1,q_2,s}$ or $K^{q_1,q_2-1,s}$, depending on which event happens.

- For states $(q_1, q_2, s)$ such that $TH - 2s + 1 < \delta \leq TH - 1$, Arrival (w.p. $\frac{\lambda}{\lambda+\mu_1+\mu_2}$), Completion 1 (w.p. $\frac{\mu_1}{\lambda+\mu_1+\mu_2}$), and Completion 2 (w.p. $\frac{\mu_2}{\lambda+\mu_1+\mu_2}$) can all happen in the TCMC. So $K^{q_1,q_2,s}$ will be distributed as $K^{q_1+1,q_2,s}$, $K^{q_1-1,q_2+1,s-1}$ and $K^{q_1,q_2-1,s}$, with these probabilities respectively.

Notice that the distribution of $K^{q_1,q_2,s}$ only depends on which no-stoppage state the process finally reaches, and is independent of the other details of the service process before that. Algorithm 2, given in the Section EC.2 of the e-companion, uses these three conditions and Proposition 4 to express $K^{q_1,q_2,s}$ for any state $(q_1, q_2, s)$. The distribution of $W_2^{q_1,q_2,s}$ can now be computed from (15).

**Remark 3.** It may be of interest to compute the distribution of the total wait in the system for the TC, $W^{q_1,q_2,s} = W_1^{q_1,q_2,s} + W_2^{q_1,q_2,s}$. First note that $W_1^{q_1,q_2,s}$ and $W_2^{q_1,q_2,s}$ are not independent: since Station 2 is never intentionally idled, the longer the TC stays in Station 1, the less customers she will see, on average, when she enters Station 2. Still, in a similar way to Algorithms 1 and 2, one can calculate the distribution of $W^{q_1,q_2,s}$.

5.3. Distribution of Sojourn Time: $S$

In this section, we calculate the LT of sojourn time, which is the sum of waits and services in both stations, for the TC. This derivation allows us to express both $E[S]$ and $P\{S > t\}$.
We focus on Station 2. The TC’s sojourn time, $S_{q_1,q_2}^{q_1,q_2,s}$, is between her arrival to the network and her departure, i.e., the time when Station 2 finishes serving $q_2 + s$ customers. We note that if there are customers in the network, Station 2 always serves customers when Station 1 is idled; and Station 1 always serves customers (if there are any customers in Station 1) when Station 2 is starved. Thus, the TC’s sojourn time is composed of two parts. The first part is the service time of the $q_2 + s$ customers at Station 2, which is $Erlang(\mu_2, q_2 + s)$. The second part is the total time that Station 2 starves until it serves the TC. This time may depend on the behavior of the network after the TC’s arrival and is therefore more challenging to characterize.

We know that the number of times Station 2 is starved $B_{2}^{q_1,q_2,s} \leq s$, because in the worst case Completion 2 happens $q_2$ times and then \{Completion 1, Completion 2\} sequence repeats until the TC is served at Station 2, so that $\sum_{i=0}^{s} P\{B_{2}^{q_1,q_2,s} = i\} = 1$.

Similar to (15), the common form of the LT of $S_{q_1,q_2}^{q_1,q_2,s}$ is

$$L_{S_{q_1,q_2}^{q_1,q_2,s}}(h) = \left(\frac{\mu_2}{\mu_2 + h}\right)^{q_2 + s} \sum_{i=0}^{s} P\{B_{2}^{q_1,q_2,s} = i\} \left(\frac{\lambda + \mu_2}{\lambda + \mu_2 + h}\right)^i.$$

(17)

This transforms the problem to finding the distribution of $B_{2}^{q_1,q_2,s}$, for any state $(q_1, q_2, s)$. We first consider no-stoppage states. As in the proof of Proposition 4, for the no-stoppage states we use the joint distribution of $q_2 + s - 1 - K_{q_1,q_2,s}$ and $B_{2}^{q_1,q_2,s}$, $P\{q_2 + s - 1 - K_{q_1,q_2,s} = n, B_{2}^{q_1,q_2,s} = i\}$.

Using this distribution and the Law of Total Probability, we get:

**Proposition 5.** For any state $(q_1, q_2, s)$ with $\delta \leq TH - 2s + 1$, the distribution of $B_{2}^{q_1,q_2,s}$ is

$$P\{B_{2}^{q_1,q_2,s} = i\} = \left\{\begin{array}{ll}
\sum_{n=0}^{q_2-1} \left(\frac{n}{n+1}\right)^n \left(\frac{\mu_2}{\mu_1 + \mu_2}\right)^n,
\end{array}\right.$$  

$$+ \sum_{n=q_2}^{q_2+s-2} \left(\frac{s+n-1}{s+q_2-1}\right) \left(\frac{\mu_1}{\mu_1 + \mu_2}\right)^{s+n-1} \left(\frac{\mu_2}{\mu_1 + \mu_2}\right)^n,
\end{array}\right.$$

$$+ \left(\frac{2+n-q_2-3}{s-1}\right) - \left(\frac{2s+q_2-3}{s+q_2-1}\right) 
\left(\frac{\mu_1}{\mu_1 + \mu_2}\right)^{s-1} \left(\frac{\mu_2}{\mu_1 + \mu_2}\right)^n,
\end{array}\right.$$

$$+ \left[\left(\frac{2+n-q_2-3}{s+q_2-2}\right) - \left(\frac{2s+q_2-3}{s+q_2-1}\right) \left(\frac{\mu_1}{\mu_1 + \mu_2}\right)^{s-1} \left(\frac{\mu_2}{\mu_1 + \mu_2}\right)^n\right],
\end{array}\right.$$

$$P\{B_{2}^{q_1,q_2,s} = i\} = \left\{\begin{array}{ll}
\sum_{n=0}^{q_2-1} \left(\frac{n}{n+1}\right)^n \left(\frac{\mu_2}{\mu_1 + \mu_2}\right)^n,
\end{array}\right.$$  

$$+ \sum_{n=q_2}^{q_2+s-2} \left(\frac{s+n-1}{s+q_2-1}\right) \left(\frac{\mu_1}{\mu_1 + \mu_2}\right)^{s+n-1} \left(\frac{\mu_2}{\mu_1 + \mu_2}\right)^n,$$

$$+ \left(\frac{2+n-q_2-3}{s-1}\right) - \left(\frac{2s+q_2-3}{s+q_2-1}\right) 
\left(\frac{\mu_1}{\mu_1 + \mu_2}\right)^{s-1} \left(\frac{\mu_2}{\mu_1 + \mu_2}\right)^n,$$

$$+ \left[\left(\frac{2+n-q_2-3}{s+q_2-2}\right) - \left(\frac{2s+q_2-3}{s+q_2-1}\right) \left(\frac{\mu_1}{\mu_1 + \mu_2}\right)^{s-1} \left(\frac{\mu_2}{\mu_1 + \mu_2}\right)^n\right],
\end{array}\right.$$

$$P\{B_{2}^{q_1,q_2,s} = i\} = \left\{\begin{array}{ll}
\sum_{n=0}^{q_2-1} \left(\frac{n}{n+1}\right)^n \left(\frac{\mu_2}{\mu_1 + \mu_2}\right)^n,
\end{array}\right.$$  

$$+ \sum_{n=q_2}^{q_2+s-2} \left(\frac{s+n-1}{s+q_2-1}\right) \left(\frac{\mu_1}{\mu_1 + \mu_2}\right)^{s+n-1} \left(\frac{\mu_2}{\mu_1 + \mu_2}\right)^n,$$

$$+ \left(\frac{2+n-q_2-3}{s-1}\right) - \left(\frac{2s+q_2-3}{s+q_2-1}\right) 
\left(\frac{\mu_1}{\mu_1 + \mu_2}\right)^{s-1} \left(\frac{\mu_2}{\mu_1 + \mu_2}\right)^n,$$

$$+ \left[\left(\frac{2+n-q_2-3}{s+q_2-2}\right) - \left(\frac{2s+q_2-3}{s+q_2-1}\right) \left(\frac{\mu_1}{\mu_1 + \mu_2}\right)^{s-1} \left(\frac{\mu_2}{\mu_1 + \mu_2}\right)^n\right],
\end{array}\right.$$

We can now calculate $B_{2}^{q_1,q_2,s}$ for any state $(q_1, q_2, s)$ as follows:

- If the state $(q_1, q_2, s)$ is in a no-stoppage state, i.e., $\delta \leq TH - 2s + 1$, the distribution is given by Proposition 5.

- If Station 1 is idled, i.e., $\delta = TH$ or $TH + 1$, both Arrival (w.p. $\frac{\mu_2}{\mu_1 + \mu_2}$) and Completion 2 (w.p. $\frac{\mu_2}{\lambda + \mu_2}$) can happen in the TCMC. So $B_{2}^{q_1,q_2,s}$ will be distributed as $B_{2}^{q_1+1,q_2,s}$ or $B_{2}^{q_1,q_2-1,s}$.

- For states $(q_1, q_2, s)$ such that $TH - 2s + 1 < \delta \leq TH - 1$ and $q_2 = 0$, there is no customer in Station 2. Arrival (w.p. $\frac{\mu_1}{\lambda + \mu_1}$) and Completion 1 (w.p. $\frac{\mu_1}{\lambda + \mu_1}$) can happen in the TCMC. So $B_{2}^{q_1,q_2,0,s}$ is distributed as $B_{2}^{q_1+1,0,s}$ or $B_{2}^{q_1-1,1,s-1} + 1$. 


For states \((q_1, q_2, s)\) such that \(TH - 2s + 1 < \delta \leq TH - 1\) and \(q_2 \neq 0\), Arrival \((\text{w.p. } \frac{\mu_1}{\lambda + \mu_1 + \mu_2})\) and Completion 2 \((\text{w.p. } \frac{\mu_2}{\lambda + \mu_1 + \mu_2})\) can all happen in the TCMC. So \(B_{q_1,q_2,s}\) will be distributed as \(B_{q_1+1,q_2,s}^{0}, B_{q_1-1,q_2+1,s-1}^{0}\) or \(B_{q_1,q_2-1,s}^{0}\).

Algorithm 3 in Section EC.2 of the e-companion use these four conditions to compute the distribution of \(B_{q_1,q_2,s}\) for any state \((q_1, q_2, s)\). The LT of the sojourn times \(S_{q_1,q_2,s}\) can then be computed from (17).

6. Insights for \(\mu_1 < \infty\) Case

In this section, we compare the performance of the TBP, the nonidling policy, and the Kanban policy with respect to the expected sojourn time, \(E[S]\), and the probability of excessive waits, \(PW(t)\).

6.1. Insight 3: Comparing the TBP and Nonidling Policy

First, we compare the performance of TBP and the nonidling policy. The key questions are: (1) what degree of improvement can be achieved by the TBP for the \(PW(t)\) measure, and (2) by how much do sojourn times have to increase to achieve this improvement. We note that service measure \(P\{S > t\}\) could be used in place of \(E[S]\). Numerical results show that the trade-off curves of \(PW(t)\) and \(P\{S > t\}\) behave the same as the trade-off curves of \(PW(t)\) and \(E[S]\), so only \(E[S]\) is considered in our numerical results.

The expressions for the service measures for the nonidling policy are determined by \(\lambda, \mu_1, \mu_2,\) and \(t\), and can be obtained from e.g., using Burke’s theorem (Burke, 1956):

\[
E[S^{NI}]=\frac{2}{\lambda} \sum_{i=1}^{2} \frac{1}{\mu_i} - \frac{\lambda}{\lambda+\mu_1+\mu_2}; \quad PW^{NI}(t)=\frac{1}{2} \sum_{i=1}^{2} \frac{\lambda}{\mu_i} e^{-(\mu_i-\lambda)t}.
\]

To illustrate the trade-off between \(PW^{TBP}(t)\) and the expected sojourn time under the TBP, \(E[S^{TBP}]\) we proceed as follows. We initially set \(\lambda = .85, \mu_1 = 1\) and \(\mu_2 = .9\). Thus, Station 2 is the bottleneck, and the system utilization ratio \(\rho = \rho_2 = .85/.9 \approx 94\%\). Next we select \(t\) such that \(PW^{NI}(t) = 10\%\) - from the expressions above this value is \(t = 31.78\) and \(E[S^{NI}] = 26.67\).

We calculate the performance measures \(E[S^{TBP}]\) and \(PW^{TBP}(t)\) using \(TH = 100, 99, \ldots, 0\). For \(TH = 100\) the performance measures \((E[S^{TBP}], PW^{TBP}(31.78))\) are identical to these measures for the non-idle system. The results in Figure 6(a) present the trade-off curve of the TBP for different thresholds. The points corresponding to selected \(TH\) values are labeled on the curve (they decrease from left to right).

From the figure, we observe that the average sojourn times along the \(x\)-axis increase as \(TH\) values are decreased from 100: the lower the threshold the more the TBP departs from the nonidling policy, with the incidents of idling of Station 1 increasing. At \(TH = 0\) the \(E[S^{TBP}] = 30.5\) - a
14.4% increase over $E(S^{NI})$, the expected sojourn time under the non-idle policy. Initially, as $TH$ is decreased from 100, the $PW(t)$ values are reduced, indicating that the TBP is achieving the desired trade-off between the two performance measures. The $PW^{TBP}(t)$ is minimized at just over 7%, corresponding to $TH^* = 13$ (labeled with a star). For this $TH$ value, $E[S^{TBP}] = 27.31$. Thus, a TBP with $TH = 13$ achieves a nearly 30% improvement in the $PW(t)$ measure (7% vs 10%) at the cost of increasing the expected sojourn times by about 2% (from 26.67 to 27.31) - a trade-off that may be quite attractive. Reducing $TH$ below 13 turns out to be counter-productive, thus, from the point of view of bi-objective optimization, the $TH$ values below 13 are Pareto-inferior. However, all $TH$ values greater than or equal to 13 are Pareto-optimal.

To gain additional insight, in Figure 6(b), we plot $P(W_i > t)$ for $i = 1, 2$ under the TBP. Since Station 2 is the bottleneck in this case, the probability of wait longer than $t$ is much greater there under the nonidling policy. This is shown on the extreme left of the plot where $TH = 100$ and the TBP is essentially identical to NI policy. For very high $TH$ values most of the contribution to $PW(t)$ comes from Station 2. As $TH$ is reduced, $P(W_1 > t)$ increases and $P(W_2 > t)$ declines. Eventually, when $TH$ decreases below 10, there is a much higher probability of long waits at Station 1 than at Station 2. It is interesting to note that $PW(t)$ is minimized at $TH^* = 13$ when the values of $P(W_1 > t)$ and $P(W_2 > t)$ are approximately equal. We have observed similar behavior with other parameter settings as well.

We have observed from numerical results with different parameter settings that $P(W_1 > t)$ is a concave increasing function and $P(W_2 > t)$ is a convex decreasing function of $E[S]$, as on Figure 6(b). However, for different values of $t$, the behavior of $PW(t) = \frac{1}{2} (P(W_1 > t) + P(W_2 > t))$ as a function of $E[S]$ varies, typically being convex in some regions and concave in others.
Figure 7  Trade-off curves of TBP corresponding to excessive wait probabilities of 20%, 15%, 10%, and 5% (under no-idling policy) for different system parameters. Nonidling policy corresponds to the left-most point on each curve.

To illustrate the improvements that can be achieved with TBP compared with the NI policy for different values of $t$, we plot the relative change in $PW(t)$ versus the relative change in $E[S]$ for four different values of $t$ on Figure 7. Here 100% on both axes relates to corresponding values for the NI policy (or, equivalently, TBP(100) policy). Thus, on the $x$–axis the values increase from 100% since introducing SI can only hurt the expected service times, while on the $y$ – axis we have values above and below 100% since the TBP can improve or hurt the $PW(t)$ objective. The four values of $t = 45.11, 31.78, 24.44,$ and $19.58$ were selected to correspond to “excessive wait” probabilities of 5%, 10%, 15%, and 20% under the NI policy, respectively.

For the case where excessive waits are rare ($t = 45.11$), TBP provides very attractive tradeoffs: decreasing $PW(t)$ by close to 60% at the cost of increasing $E[S]$ by just 2%. Moreover, most of the decrease in $PW(t)$ occurs for even smaller values of $E[S]$, corresponding to thresholds higher than the $PW(t)$-minimizing value of $TH^* = 13$. Thus, the value of $TH$ that minimizes $PW(t)$ may not be the best choice. The reduction in $PW(t)$ provided by TBP for $t = 31.78$ case is a bit smaller, but is also quite substantial at nearly 30%, while the increase in $E[S]$ is just over 2%.

The TBP is much less successful for the $t = 24.44$ case where “excessive waits” occur 15% of the time under the NI policy. Here, as the threshold is decreased from 100, both objectives are initially hurt, with $PW(t)$ rising sharply. This is because the decrease in $P(W_2 > t)$ is very small, while $P(W_1 > t)$ increases rapidly. For lower $TH$ values, the $PW(t)$ begins to fall, eventually falling about 5% below the value for the NI policy around $TH^* = 12$. The cost of this improvement is the 3% increase in $E[S]$. Thus, the trade-offs offered by the TBP are much less attractive in this case. We also observe that here $PW(t)$ is not a convex function of $E[S]$. 

$\lambda = .85, \mu_1 = 1, \mu_2 = .9, \rho = .94$
As the probability of excessive waits is increased to 20%, the Pareto-optimal trade-offs disappear: while the behavior of $PW(t)$ as $TH$ values are increased is similar to the previous case (first an increase, then a slight decrease, followed by another increase), the level never gets below the value achieved for $TH = 100$, i.e., the value for the NI policy.

Thus, we observe similar patterns to the ones derived analytically for the asymptotic $\mu_1 = \infty$ case: the TBP reduces $PW(t)$ when the “excessive waits” are sufficiently rare in the system.

Since the TBP redistributes some waiting times from Station 2 to Station 1, intuitively it should be most effective when Station 2 is the system’s bottleneck. This intuition is supported by Figure 8. The four curves presented on four panels correspond to $t^*$ (dashed line) and values of $t$ such that the probabilities of long waits are 1% (lower solid), 5% (middle solid), and 10% (top solid) under the NI policy. Figure 8(a-b) present results for cases where the processing rates of Stations 1 and 2 are identical. Figure 8(c-d) present cases where the processing rate of Station 2 is reduced to .95, making it more of a bottleneck. We see similar patterns to those described for the previous figure: the TBP reduces the $PW(t)$ in all cases at the cost of a small increase in $E[S]$; the relative improvement in $PW(t)$ is increasing in $t$. Moreover, we see that the improvements provided by TBP is greater when Station 2 is more of a bottleneck (Figure 8(a) v.s. (c) and (b) v.s. (d)); even under similar utilization levels but different arrival rates (Figure 8(b) v.s. (c)).

Figures 7 and 8 provide some intuitions on identifying $t^*$’s and $TH^*$’s for different parameter settings. We notice that $TH^*$ is relatively stable for similar arrival rates, and that $PW^{NI}(t^*)$ is relatively stable for similar utilization level at Station 2. Specifically, comparing Figure 7 with Figure 8(a,c), $TH^* \in [11,15]$ is stable for the same arrival rate, $\lambda = .85$. This is also supported by comparing Figure 8(b,d), where $TH^* \in [16,23]$. Similarly, $PW^{NI}(t^*)$ is stable under similar utilization levels. For example, when $\rho = .95$ (Figure 8(d) and Figure 7), $PW^{NI}(t^*)$ is about 15%; and when $\rho = .9$ (Figure 8(b) and (c)), $PW^{NI}(t^*)$ is about 12%.

6.2. Insight 4: Comparing the TBP and Kanban policies

Because the analytical derivation of the waiting time at each station is not available and is beyond the scope of this paper, to compare the performance of Kanban and TBP, we constructed a simulation model using MATLAB. We simulated one million customers under the Kanban policies with $BS = 100,99,\ldots,1$ and the TBPs with $TH = 100,99,\ldots,1$. (Despite having analytic results for the TBP we use simulation so that we compare both policies under the same sample path.) The results are presented in Figure 9 for a system with $\mu_2 = .9$ on the left panel and $\mu_2 = .95$ on the right. In both cases the value of $t$ was chosen to correspond to 10% probability of long wait under the NI policy. With $BS = 100$, the Kanban policy performs identically to the NI one, which gives us the
starting point on each panel. We then decrease the value of the buffer size $BS$ in steps of 1 and plot the values of $PW(t)$ and $E[S]$ for each $BS$. We plot the TBP curve in a similar fashion.

First consider Figure 9(a). While the TBP generally outperforms the Kanban policy (recall that the Pareto-optimal points are the ones on the south-western frontier), when Relative $E[S] \geq 101.54$, the Kanban policy outperforms the TBP, achieving lower $PW(t)$ values for the same sojourn times. We note that selecting the right $BS$ value is very important - values that are too high or too low may lead to performance worse than the NI policy. In fact, our numerical experiments show that the $BS^*$ that minimizes $PW(t)$ appears to be very sensitive to $t$, while the TBP is much more robust in this respect (see Table 1). This lack of robustness presents a challenge for implementing Kanban policies, as the exact value of $t$ may differ among customers.

Now consider Figure 9(b), where $\mu_2 = .95$. Here the TBP clearly dominates Kanban (which produces very few Pareto-optimal values). The intuition behind poor performance of the Kanban policy in this case is that Kanban policy ignores the queue size in front of Station 1. While this is not a major issue when Station 2 is the main bottleneck in the system (as on the left panel), when the processing rates of Stations 1 and 2 are similar (as on the right panel) and Station 1 is idled even when facing a long queue, long wait times occur. Thus, while Kanban policy performed very well for the asymptotic $\mu_1 = \infty$ case, the performance under more realistic conditions appears to
be significantly worse. The additional flexibility afforded by the TBP, which takes both $q_1$ and $q_2$ into account, is apparently important in case of a more balanced system.

Figure 9  Trade-off curves corresponding to $t = 31.78$ under the TBP and the Kanban policy.

<table>
<thead>
<tr>
<th>$t$</th>
<th>$TH^*$</th>
<th>$PW^T(t)$</th>
<th>$E^T(t)$</th>
<th>$BS^*$</th>
<th>$PW^{Kanban}(BS^*)(t)$</th>
<th>$E^{Kanban}(BS^*)(t)$</th>
<th>$PW^{NT}(t)$</th>
<th>$E^{NT}(t)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>100</td>
<td>0.2663</td>
<td>26.20</td>
<td>100</td>
<td>0.2664</td>
<td>26.20</td>
<td>0.2662</td>
<td>26.20</td>
</tr>
<tr>
<td>20</td>
<td>100</td>
<td>0.1930</td>
<td>26.20</td>
<td>100</td>
<td>0.1931</td>
<td>26.20</td>
<td>0.1930</td>
<td>26.20</td>
</tr>
<tr>
<td>25</td>
<td>12</td>
<td>0.1329</td>
<td>26.86</td>
<td>22</td>
<td>0.1243</td>
<td>27.76</td>
<td>0.1437</td>
<td>26.20</td>
</tr>
<tr>
<td>30</td>
<td>12</td>
<td>0.0810</td>
<td>26.86</td>
<td>25</td>
<td>0.0764</td>
<td>26.99</td>
<td>0.1082</td>
<td>26.20</td>
</tr>
<tr>
<td>35</td>
<td>12</td>
<td>0.0485</td>
<td>26.86</td>
<td>27</td>
<td>0.0470</td>
<td>26.71</td>
<td>0.0828</td>
<td>26.20</td>
</tr>
<tr>
<td>40</td>
<td>13</td>
<td>0.0284</td>
<td>26.74</td>
<td>31</td>
<td>0.0293</td>
<td>26.41</td>
<td>0.0630</td>
<td>26.20</td>
</tr>
<tr>
<td>45</td>
<td>12</td>
<td>0.0158</td>
<td>26.86</td>
<td>34</td>
<td>0.0180</td>
<td>26.30</td>
<td>0.0482</td>
<td>26.20</td>
</tr>
<tr>
<td>50</td>
<td>11</td>
<td>0.0079</td>
<td>27.00</td>
<td>37</td>
<td>0.0109</td>
<td>26.24</td>
<td>0.0371</td>
<td>26.20</td>
</tr>
</tbody>
</table>

Table 1  Performance of TBP and Kanban policies for different values of $t$.

7. Summary and Open Questions

In this paper, we studied strategic idling - i.e., purposefully idling some upstream stations when the downstream stations become too busy, in a two-station tandem queue network. The purpose of SI is to reduce the incidence of excessive waits and thus improve customer service experience in queueing networks. Numerical results indicate that TBP can be quite effective in reducing the incidence of excessive waits, without significantly increasing system sojourn times. Thus, TBP makes it possible to improve the service experience of customers without adding any capacity to the system (by, instead, idling some of the existing capacity). A comparison with Kanban policies indicates that the TBP is more efficient.

We demonstrated that these insights hold in more general settings. Specifically, in Section EC.3 of the e-companion, we present a simple example that illustrates possible TBPs and Kanban policies for a 3-station serial queueing network with exponential service time at each station and
Poisson arrivals; and in our working paper, Baron et al. (2014), we consider an open-shop queueing network that does not reach steady state. Both studies used simulation. The results indicate that the managerial insights listed earlier for the 2-station system likely hold in other more general settings as well. A generalization of TBP to \( n \)-station tandem queue system is presented in the e-companion, Section EC.4.

Clearly, this paper undertakes only an initial study of the TBPs and SI and much work remains to be done. It would be interesting to inspect the effect of the TBP in an Emergency Department setting and compare the result with that of Saghafian et al. (2012). It would be very beneficial to extend our analytical results to more general settings (\( n \)-station networks, non-stationary arrival rate, general service time etc.), though this appears to be quite difficult. In particular, the structure of the optimal TBPs (i.e., the specification of \( \delta \) functions and the \( TH \) values) needs to be investigated.

There are several other possible directions for future research. An analysis of waiting time distributions under either of the control policies developed for manufacturing settings is an obvious one. It would also be interesting to further investigate the application of TBP and other policies with SI in additional settings such as open-shop queueing networks. Also, the trade-offs between other service level measures can be explored. Finally, in practice there is value to adequately defining excessive wait and acceptable average sojourn times. Both measures should be related to customers patience and may be evaluated using customers’ surveys.

**Supplemental Material**: Supplemental material to this paper is available at http://dx.doi.org/10.1287/opre.2013.1236.
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E-companion

EC.1. Proofs

Proof of Proposition 1. From Figure 1 we have two observations. If the TC arrives at a state $(q_1, q_2)$ s.t. $q_1 + q_2 \leq TH$, then $q_1 = 0$. The TC enters Station 2 without being stopped in Station 1, i.e., $\hat{M}^{q_1, q_2} = 0$. If the TC arrives at a state $(q_1, q_2)$ with $q_1 > 0$ then $q_2 = q_1 + TH$ or $q_2 = q_1 + TH + 1$, and the TC is stopped in Station 1. By Remark 2, every Completion 2 event will be followed by two Arrival /Completion 2 events. Moreover, every time Arrival or Completion 2 event occurs, the value of $\delta$ changes, thus increasing the number of stoppages experienced by TC by 1. Therefore, the number of stoppage until the TC enters Station 2 will be:

$$\hat{M}^{q_1, q_2} = \begin{cases} 2q_1 & \text{if } \delta = TH \\ 2q_1 + 1 & \text{if } \delta = TH + 1 \end{cases} = q_1 + q_2 - TH. \quad \square$$

Proof of Proposition 2. We first denote the set of zero points of any discrete function $f(z)$ as $\{z \mid f(z) f(z + 1) \leq 0\}$, i.e., zero points of $f(z)$ are those points where $f(z)$ switches sign. Let $z^*$ denote a zero point of the forward difference of $f(z)$ denote as $f(z+1) - f(z)$. Using analogy between the forward difference of a discrete function and the first order derivative of a continuous function, we know $z^*$ is the point where extremum of $f(z)$ may be reached. Specifically, if $f(z^* + 1) - f(z^*) \geq 0$ and $f(z^* + 2) - f(z^* + 1) \leq 0$, then $z^*$ is a local maximum point of $f(z)$; if $f(z^* + 1) - f(z^*) \leq 0$ and $f(z^* + 2) - f(z^* + 1) \geq 0$, then $z^*$ is a local minimum point of $f(z)$.

To find the minimum points of $PW^{\text{TPB}(TH)}(t)$, we investigate the zero points of the forward difference of $PW^{\text{TPB}(TH)}(t)$: $g'_1(t, TH) = PW^{\text{TPB}(TH+1)}(t) - PW^{\text{TPB}(TH)}(t)$.

We know from (11) that $g'_1(t, 0) = 0$, so $TH = 0$ is a zero point of $g'_1(t, 0)$. Furthermore, we know that $\lim_{TH \to \infty} PW^{\text{TPB}(TH)}(t) = PW^{NI}(t)$. Therefore, if we can show that $g'_1(t, TH)$ has either no zero points in $[1, \infty)$ or one zero point in $[1, \infty)$ which is a local maximum point of $PW^{\text{TPB}(TH)}(t)$, we can conclude that the minimum point of $PW^{\text{TPB}(TH)}(t)$ can only be at $TH = 0$ or $\infty$.

Using (11) we write $g'_1(t, TH)$ for $TH \geq 1$:

$$g'_1(t, TH) = \begin{cases} \frac{1}{2} (1 - \rho_2) e^{-(\rho_2 - \lambda_{p2})t} (1 - e^{\lambda_{p2}t} - \rho_2^2) & \text{if } TH = 1 \\ (1 - \rho_2) \rho_2^{TH} e^{-(\rho_2 - \lambda_{p2})t} \left(1 - e^{\lambda_{p2}t} \sum_{k=0}^{TH-1} \frac{(\lambda_{p2})^k}{k!} - \rho_2^{2TH} \right) & \text{if } TH \geq 2 \end{cases}$$

Denote $g_2(t, TH) = 1 - e^{-\lambda_{p2}t} \sum_{k=0}^{TH-1} \frac{(\lambda_{p2})^k}{k!} - \rho_2^{2TH}$ for $TH \geq 1$, so that $g'_1(t, TH)$ has the same zero points as $g_2(t, TH)$.

It is obvious that $1 - e^{-\lambda_{p2}t} \sum_{k=0}^{TH-1} \frac{(\lambda_{p2})^k}{k!} > 0$ and $\rho_2^{2TH} > 0$. We state without proof that

$$\lim_{TH \to \infty} \frac{1 - e^{-\lambda_{p2}t} \sum_{k=0}^{TH-1} \frac{(\lambda_{p2})^k}{k!}}{\rho_2^{2TH}} = 0,$$

i.e., $1 - e^{-\lambda_{p2}t} \sum_{k=0}^{TH-1} \frac{(\lambda_{p2})^k}{k!}$ converges to zero faster than $\rho_2^{2TH}$. 
Thus, \( \lim_{TH \to \infty} g_2(t, TH) = 0^- \), i.e., \( g_2(t, TH) \) converges to zero from below (so does \( g'_1(t, TH) \)), when \( TH \to \infty \). Thus \( PW^{TBP(TH)}(t) \) decreases with \( TH \) when \( TH \to \infty \) for any \( t \).

Next, to find the zero points of \( g_2(t, TH) \), we investigate the zero points of the forward difference of \( g_2(t, TH) \):

\[
g'_2(t, TH) = -\left( \frac{(\mu_2)^{TH}}{TH!} - (1 - \rho_2^2) e^{\lambda \rho_2 t} \right) e^{-\lambda \rho_2 t} \rho_2^{2TH}. \tag{EC.1}
\]

Denote \( g_3(t, TH) = -\left( \frac{(\mu_2)^{TH}}{TH!} - (1 - \rho_2^2) e^{\lambda \rho_2 t} \right) \), so that \( g'_2(t, TH) \) has the same zero points as \( g_3(t, TH) \). Because \( \frac{TH}{TH} \) is a bell shape function, \( g_3(t, TH) \) has at most two zero points.

When \( g_2(t, 1) \neq 0 \), we prove by contradiction that \( g_2(t, TH) \) has either no zero points in \([1, \infty)\) or one zero point in \([1, \infty)\) which is a local maximum point of \( PW^{TBP(TH)}(t) \):

- For the case when \( g_2(t, 1) > 0 \), assume that \( g_2(t, TH) \) has two or more zero points in \([1, \infty)\). Because \( \lim_{TH \to \infty} g_2(t, TH) = 0^- \), we know that \( g_2(t, TH) \) switches sign for at least three times in \([1, \infty)\); i.e., \( g_2(t, TH) \) has at least three zero points in \([1, \infty)\). Therefore, \( g_2(t, TH) \) has at least three local extremum points in \([1, \infty)\), i.e., \( g'_2(t, TH) \) has at least three zero points in \([1, \infty)\). This conflicts with that \( g_3(t, TH) \) has at most two zero points. Therefore, \( g_2(t, TH) \) has one zero point in \([1, \infty)\) and \( g_2(t, TH) \) switches sign from positive to negative at this point. This point is thus a local maximum point of \( PW^{TBP(TH)}(t) \).

- For the case when \( g_2(t, 1) < 0 \) (i.e., \( (1 - \rho_2^2) e^{\lambda \rho_2 t} < 1 \)), we consider two sub-cases:

  1. For \( g'_2(t, 1) < 0 \) (i.e., \( (1 - \rho_2^2) e^{\lambda \rho_2 t} < 1 \)), assume that \( g_2(t, TH) \) has two or more zero points in \([1, \infty)\). Then, using a similar discussion as the previous bullet point, we know that \( g'_2(t, TH) \) have at least three zero points. This conflicts with the fact that \( g_3(t, TH) \) has at most two zero points. Therefore, \( g_2(t, TH) \) has less than two zero points. Because \( g_2(t, 1) < 0 \) and \( \lim_{TH \to \infty} g_2(t, TH) = 0^- \) are both below zero, we can conclude that \( g_2(t, TH) \) has no zero points.

  2. For \( g'_2(t, 1) \geq 0 \) (i.e., \( \mu_2 t \leq (1 - \rho_2^2) e^{\lambda \rho_2 t} \)), we have \( \mu_2 t \leq (1 - \rho_2^2) e^{\lambda \rho_2 t} < 1 \). Let \( g'_3(t, TH) \) be the forward difference of \( g_3(t, TH) \), i.e., \( g'_3(t, TH) = \frac{(\mu_2)^{TH}}{TH!} (TH+1) - \mu_2 t \). Because \( TH \geq 1 \), we have \( TH + 1 > \mu_2 t \), so \( g'_3(t, TH) > 0 \) for any \( TH \geq 1 \). Using \( g_3(t, 1) > 0 \) (because \( g'_3(t, 1) > 0 \)), we get \( g_3(t, TH) > 0 \) (i.e., \( g'_3(t, TH) > 0 \)) for any \( TH \geq 1 \), i.e., \( g_2(t, TH) \) is a monotone increasing function in \([1, \infty)\). Then, from \( \lim_{TH \to \infty} g_2(t, TH) = 0^- \), we know that \( g_2(t, TH) \) has no zero points in \([1, \infty)\).

To conclude, \( g_2(t, TH) \) has either no zero points in \([1, \infty)\) or one zero point in \([1, \infty)\) which is a local maximum point of \( PW^{TBP(TH)}(t) \).

For the case when \( g_2(t, 1) = 0 \), we have \( PW^{TBP(0)}(t) = PW^{TBP(1)}(t) = PW^{TBP(2)}(t) \), then the same discussion as \( g_2(t, 1) \neq 0 \) case on \( g_2(t, TH) \)'s zero points in \([2, \infty)\) leads to the same conclusion.

Then, solving \( PW^{TBP(0)}(t) = PW^{NI}(t) \) gives \( t^* \). □
Proof of Proposition 3. The stead-state distribution of the MC of the system under Kanban(BS) is the same as the distribution under TBP(TH), i.e., $\pi_{q_1,q_2}$ is given in (3).

Let $\tilde{W}^{q_1,q_2}_i$ denote the TC’s waiting time at Station $i$ ($i = 1, 2$), given she arrives at state $(q_1, q_2)$:
- If $q_1 + q_2 \leq BS - 1$, then no one is waiting for Station 1 and TC directly enters the waiting room for Station 2. Therefore, $\tilde{W}^{q_1,q_2}_1 = 0$. Her waiting time for Station 2 is distributed as $Erlang(\mu_2, q_1 + q_2)$. Of course, when $q_1 + q_2 = 0$, TC does not wait for Station 2.
- if $q_1 + q_2 \geq BS$, then there are $q_1 + q_2 - BS$ customers waiting for Station 1 and BS customers waiting for Station 2. The TC should wait for Station 1 first. When the number of customers in Station 2 reduces to $BS - 1$, she can enter Station 2’s waiting room where $BS - 1$ customers are waiting there. Therefore, TC’s waiting time for Station 1 is distributed as $Erlang(\mu_2, q_1 + q_2 + BS + 1)$ and her waiting time for Station 2 is distributed as $Erlang(\mu_2, BS - 1)$.

Thus, using (2), (3) and the above discussion, we can now write the LT of $\tilde{W}_1$:

$$L_{\tilde{W}_1}(h) = \sum_{i=0}^{BS-1} (1 - \rho_2) \rho_2^i + \sum_{i=BS}^{\infty} (1 - \rho_2) \rho_2^i \left( \frac{\mu_2}{\mu_2 + h} \right)^{i-BS+1} = 1 - \rho_2^{BS} + \rho_2^{BS} \frac{\mu_2 - \lambda}{\mu_2 - \lambda + h}.$$  

From the transform of $\tilde{W}_1$ we conclude that there is no waiting in Station 1 w.p. $1 - \rho_2^{BS}$, and the waiting is distributed as an $exp(\mu_2 - \lambda)$ RV w.p. $\rho_2^{BS}$. Hence,

$$P\left\{ \tilde{W}_1 > t \right\} = \rho_2^{BS} e^{-(\mu_2 - \lambda)t}. \quad \text{(EC.2)}$$

In a similar fashion, we get the LT of $\tilde{W}_2$, the TC’s waiting time at Station 2,

$$L_{\tilde{W}_2}(h) = 1 - \rho_2 + \sum_{i=1}^{BS-1} (1 - \rho_2) \rho_2^i \left( \frac{\mu_2}{\mu_2 + h} \right)^i + \sum_{i=BS}^{\infty} (1 - \rho_2) \rho_2^i \left( \frac{\mu_2}{\mu_2 + h} \right)^{BS-1} = 1 - \rho_2 + (1 - \rho_2) \sum_{i=1}^{BS-1} \rho_2^i \left( \frac{\mu_2}{\mu_2 + h} \right)^i + \rho_2^{BS} \left( \frac{\mu_2}{\mu_2 + h} \right)^{BS-1}.$$  

From the LT of $\tilde{W}_2$ we know that there is no waiting in Station 2 w.p. $1 - \rho_2$; the waiting is distributed as a $Erlang(\mu_2, i)$ RV w.p. $(1 - \rho_2) \rho_2^i$ for $1 \leq i \leq BS - 1$; and as a $Erlang(\mu_2, BS - 1)$ RV w.p. $\rho_2^{BS}$. Thus we can derive the tail distribution of $\tilde{W}_2$:

$$P\left\{ \tilde{W}_2 > t \right\} = \begin{cases} 0 & \text{if } BS = 1 \\ e^{-\rho_2 t} \sum_{k=0}^{BS-2} \frac{(\mu_2)^k}{k!} \rho_2^{k+1} & \text{if } BS \geq 2 \end{cases}. \quad \text{(EC.3)}$$

Using (EC.2) and (EC.3), we obtain (13). □

Proof of Lemma 1. There are three possible events: Arrival, Completion 1, and Completion 2. Note that only Completion 1 increases $\delta(q_1, q_2)$, while the other two events decrease $\delta(q_1, q_2)$. Specifically, after any Completion 1 the system’s state changes to $(q_1 - 1, q_2 + 1, s - 1)$, so that
\( \delta(q_1 - 1, q_2 + 1) = \delta(q_1, q_2) + 2 \). In the worst case, all the events until stoppage are Completion 1 events. Then, from state \((q_1, q_2, s)\), \(R^{q_1,q_2,s}\) times consecutive Completion 1 events would lead to a stoppage at Station 1, where \(R^{q_1,q_2,s}\) is given by

\[
R^{q_1,q_2,s} = \begin{cases} 
\frac{TH - \delta(q_1,q_2)}{TH + 1 - \delta(q_1,q_2)} & \text{if } TH - \delta(q_1,q_2) \text{ is even,} \\
\frac{TH - \delta(q_1,q_2)}{TH + 1 - \delta(q_1,q_2)} & \text{if } TH - \delta(q_1,q_2) \text{ is odd.}
\end{cases}
\]

Specially if \( \delta \leq TH - 2s + 1 \), then \( s \leq R^{q_1,q_2,s} \) and the TC gets into Station 2 before any stoppage could happen. There will be no stoppage for the TC. Otherwise, if \( \delta > TH - 2s + 1 \) the TC may be stopped once (or more). In the worst case, after Station 1 starts working again the system experiences a repeating set of sequential events: Completion 1 \( \Rightarrow \) Arrival (or Completion 2) \( \Rightarrow \) Arrival (or Completion 2). Each set of sequential events has two stoppages. So we get

\[
M^{q_1,q_2,s} = \begin{cases} 
2(s - \frac{TH - \delta(q_1,q_2)}{2} - 1) + 1 & \text{if } TH - \delta(q_1,q_2) \text{ is even,} \\
2(s - \frac{TH + 1 - \delta(q_1,q_2)}{2} - 1) + 2 & \text{if } TH - \delta(q_1,q_2) \text{ is odd,}
\end{cases}
\]

\[
= 2s - TH + \delta(q_1,q_2) - 1. \quad \Box
\]

**Proof of Proposition 4.** (1) If \( 0 \leq n < q_2 \), the random walk cannot visit any points on the line \( x = y \) where starvation occurs; thus \( P\{B^{q_1,q_2,s}_2 = 0\} = 1 \). The sample path with solid line in Figure 5 is an example. The number of paths from \((q_2,0)\) to \((q_2+s-1,n)\) is \( \binom{n+s-1}{n} \). In any one of these paths, \( s - 1 \) moves should be to the right and \( n \) moves should be up, so each path occurs with probability \( \left( \frac{\mu_2}{\mu_1 + \mu_2} \right)^{s-1} \left( \frac{\mu_1}{\mu_1 + \mu_2} \right)^n \). Thus, the probability that the random walk starting from \((q_2,0)\) ends in \((q_2+s-1,n)\) is Binomial \( \binom{n+s-1}{n} \left( \frac{\mu_1}{\mu_1 + \mu_2} \right)^{s-1} \left( \frac{\mu_2}{\mu_1 + \mu_2} \right)^n \). The last move must always be to be the right, so that for \( 0 \leq n < q_2 \),

\[
P\{q_2 + s - 1 - K^{q_1,q_2,s} = n, B^{q_1,q_2,s}_2 = 0\} = P\{q_2 + s - 1 - K^{q_1,q_2,s} = n\} = \binom{n+s-1}{n} \left( \frac{\mu_1}{\mu_1 + \mu_2} \right)^{s-1} \left( \frac{\mu_2}{\mu_1 + \mu_2} \right)^n.
\]

Eq. (EC.4) corresponds to a Negative-Binomial distribution with parameters \( n, n + s - 1 \) and \( \frac{\mu_2}{\mu_1 + \mu_2} \). When the TC enters Station 2, she will then see \( k = q_2 + s - 1 - n \) customers there, so from (EC.4), \( P\{K^{q_1,q_2,s} = k\} \) for \( s - 1 < k \leq q_2 + s - 1 \), can be written as in the corresponding expression in (16). (2) If \( q_2 \leq n < q_2 + s - 1 \), the RW can visit some points with starvation. The sample path with dashed line in Figure 5 is an example. Assume the number of points with starvation on this random walk is \( B^{q_1,q_2,s}_2 = i \). Then, the number of points with no starvation on this random walk is \( s + n - 1 - i \). Each path occurs with probability \( \left( \frac{\mu_1}{\mu_1 + \mu_2} \right)^{s-1} \left( \frac{\mu_2}{\mu_1 + \mu_2} \right)^n \).

Next, we calculate the number of lattice paths connecting \((q_2,0)\) and \((q_2 + s - 1,n)\) that do not cross the line \( x = y \) but have exactly \( i \) points in common with it. This number equals the number...
of lattice paths connecting the origin and \((s - 1, n)\) that do not cross the line \(y = x + q_2\) and have exactly \(i\) points in common with it and can be calculated by applying Corollary 1 in Milch (1970):

\[
\begin{align*}
\begin{cases}
\frac{(s+n-1)}{s-1} - \frac{(s+n-1)}{s+q_2-1} & \text{if } i = 0, \\
\frac{(s+n-1)}{s+q_2-1} & \text{if } i > 0.
\end{cases}
\end{align*}
\]

Thus, the probability that a path starts from \((q_2, 0)\) and ends at \((q_2 + s - 1, n)\) is:

\[
P\{q_2 + s - 1 - K^{q_1,q_2} = n, B_2^{q_1,q_2} = i\} = \begin{cases}
\begin{align*}
\left(\frac{s+n-1}{s-1} - \frac{s+n-1}{s+q_2-1}\right) \left(\frac{\mu_1}{\mu_1 + \mu_2}\right)^{s-1} & \text{if } i = 0, \\
\left(\frac{s+n-1}{s+q_2-1} - \frac{s+n-1}{s+q_2-1}\right) \left(\frac{\mu_2}{\mu_1 + \mu_2}\right)^{n-i} & \text{if } 0 \leq i \leq n - q_2 + 1.
\end{align*}
\end{cases}
\]

Because \(P\{K^{q_1,q_2} = k\} = \sum_{i=0}^{s-k} P\{q_2 + s - 1 - K^{q_1,q_2} = q_2 + s - 1 - k, B_2^{q_1,q_2} = i\}\), using (EC.6), the corresponding expression in \(P\{K^{q_1,q_2} = k\}\), for \(0 < k \leq s - 1\), in (16) follows.

(3) If \(n = q_2 + s - 1\), the only path to the point \((q_2 + s, q_2 + s - 1)\) from the line \(x = q_2 + s - 1\) is via \((q_2 + s - 1, q_2 + s - 2)\), to \((q_2 + s - 1, q_2 + s - 1)\) and then to \((q_2 + s, q_2 + s - 1)\). This can be seen as the sample path with pointed line in Figure 5. So the number of possible paths from \((q_2, 0)\) to \((q_2 + s - 1, q_2 + s - 1)\) is the same as the number of paths to \((q_2 + s - 1, q_2 + s - 2)\), which can be calculated from (EC.5) for \(n = q_2 + s - 2\):

\[
\begin{align*}
\left\{\frac{(2s+q_2-3)}{s-1} - \frac{(2s+q_2-3)}{s+q_2-1}\right\} \left(\frac{\mu_1}{\mu_1 + \mu_2}\right)^{s-1} \left(\frac{\mu_2}{\mu_1 + \mu_2}\right)^{n-i} & \text{if } i^* = 0, \\
\left\{\frac{(2s+q_2-3)}{s+q_2-1} - \frac{(2s+q_2-3)}{s+q_2-1}\right\} & \text{if } 0 < i^* \leq n - q_2,
\end{align*}
\]

where, \(i^*\) is the number of times the random walk touches the line \(x = y\) until it gets to \((q_2 + s - 1, q_2 + s - 2)\). Then, the number of times the random walk touches the line \(x = y\) until it gets to \((q_2 + s, q_2 + s - 1)\) is \(i = i^* - 1\); so

\[
P\{q_2 + s - 1 - K^{q_1,q_2} = n, B_2^{q_1,q_2} = i\} = \begin{cases}
\begin{align*}
\left(\frac{s+n-1}{s-1} - \frac{s+n-2}{s+q_2-1}\right) \left(\frac{\mu_1}{\mu_1 + \mu_2}\right)^{s-1} \left(\frac{\mu_2}{\mu_1 + \mu_2}\right)^{n-i} & \text{if } i = 1, \\
\left(\frac{s+n-1}{s+q_2-2} - \frac{s+n-1}{s+q_2-1}\right) \left(\frac{\mu_1}{\mu_1 + \mu_2}\right)^{s-1} \left(\frac{\mu_2}{\mu_1 + \mu_2}\right)^{n-i} & \text{if } 2 \leq i \leq n - q_2 + 1.
\end{align*}
\end{cases}
\]

Because in this case when \(n = q_2 + s - 1\) the TC sees no customer when she enters Station 2, we have \(P\{K^{q_1,q_2} = 0\} = \sum_{i=1}^{s} P\{q_2 + s - 1 - K^{q_1,q_2} = q_2 + s - 1, B_2^{q_1,q_2} = i\}\), from which, we get the corresponding expression in \(P\{K^{q_1,q_2} = k\}\), for \(k = 0\), in (16).

It can be verified that \(\sum_{i=0}^{q_2+s-1} P\{K = i\} = 1\). □

**Proof of Proposition 5.** Using the Law of Total Probability:

\[
P\{B_2^{q_1,q_2} = i\} = \sum_{n=0}^{q_2+s-1} P\{q_2 + s - 1 - K^{q_1,q_2} = n, B_2^{q_1,q_2} = i\} \quad i = 0, 1, ..., s,
\]

we can get \(P\{B_2^{q_1,q_2} = i\}\) by conditioning on the value of \(i\): When \(i = 0\), using (EC.4) and (EC.6), we get the corresponding expression in (18). When \(i = 1\) and \(i \geq 2\), using (EC.6) and (EC.7), we get the corresponding expression in (18). □
EC.2. Algorithms

**Algorithm 1**: Calculate the distribution of $B_1^{s,\delta}$, the number of stoppages experienced by a TC from a state $(s, \delta)$ for each $s = 1, 2, \ldots$, Limit and $\delta = -\text{Limit}, -\text{Limit} + 1, \ldots, \text{TH} + 1$.

**Step 1**: Let $s = 1$, $\delta = -\text{Limit}$.

**Step 2**: If $\delta \leq \text{TH} - 2s + 1$, set $P\{B_1^{s,\delta} = 0\} = 1$.

**Step 3**: If $\delta = \text{TH}$ or $\text{TH} + 1$, set $P\{B_1^{s,\delta} = i\} = P\{B_1^{s,\delta-1} = i - 1\}$, $i = 1, \ldots, M_s^{s,\delta}$.

**Step 4**: If $\text{TH} - 2s + 1 < \delta \leq \text{TH} - 1$, set $P\{B_1^{s,\delta} = i\} = \frac{\lambda + \mu_2}{\lambda + \mu_1 + \mu_2} P\{B_1^{s,\delta-1} = i\} + \frac{\mu_1}{\lambda + \mu_1 + \mu_2} P\{B_1^{s-1,\delta+2} = i\}$, $i = 0, \ldots, M_s^{s,\delta}$.

**Step 5**: Let $\delta = \delta + 1$. If $\delta \leq \text{TH} + 1$, then go to Step 2; else let $s = s + 1$. If $s \leq \text{Limit}$, then let $\delta = -\text{Limit}$ and go to Step 2. Otherwise, Stop.

**Algorithm 2**: Calculate the distribution of $K^{q_1, q_2, s}$, the number of customers the TC sees when she enters Station 2 for $s = 1, 2, \ldots$, Limit, $q_1 = s, s + 1, \ldots$, Limit and $q_2 = 0, 1, \ldots$, Limit.

**Step 1**: Let $s = 1$, $q_1 = \text{Limit}$, $q_2 = 0$.

**Step 2**: If $\delta \leq \text{TH} - 2s + 1$, calculate the distribution of $K^{q_1, q_2, s}$ according to (16).

**Step 3**: If $\delta = \text{TH}$ or $\text{TH} + 1$, set $P\{K^{q_1, q_2, s} = i\} = \frac{\lambda}{\lambda + \mu_2} P\{K^{q_1+1, q_2, s} = i\} + \frac{\mu_2}{\lambda + \mu_2} P\{K^{q_1, q_2-1, s} = i\}$, $i \in [0, q_2 + s - 1]$.

**Step 4**: If $\text{TH} - 2s + 1 < \delta \leq \text{TH} - 1$ and $q_2 = 0$, set $P\{K^{q_1, 0, s} = i\} = \frac{\lambda}{\lambda + \mu_1} P\{K^{q_1+1, 0, s} = i\} + \frac{\mu_1}{\lambda + \mu_1 + \mu_2} P\{K^{q_1-1, 1, s-1} = i\}$, $i \in [0, s - 1]$.

**Step 5**: If $\text{TH} - 2s + 1 < \delta \leq \text{TH} - 1$ and $q_2 \neq 0$, set $P\{K^{q_1, q_2, s} = i\} = \frac{\lambda}{\lambda + \mu_1} P\{K^{q_1+1, q_2, s} = i\} + \frac{\mu_1}{\lambda + \mu_1 + \mu_2} P\{K^{q_1-1, q_2+1, s-1} = i\}$, $i \in [0, q_2 + s - 1]$.

**Step 6**: Let $q_2 = q_2 + 1$. If $q_2 \leq \text{Limit}$, then go to Step 2; else let $q_1 = q_1 - 1$. If $q_1 \geq s$, then let $q_2 = 0$ and go to Step 2; else let $s = s + 1$. If $s \leq \text{Limit}$, then let $q_1 = \text{Limit}$, $q_2 = 0$ and go to Step 2; else Stop.

**Algorithm 3**: Calculate the distribution of $B_2^{q_1, q_2, s}$, the number of times Station 2 waits since the TC arrives to the network and until she finishes service at Station 1 for $s = 1, 2, \ldots$, Limit, $q_1 = s, s + 1, \ldots$, Limit and $q_2 = 0, 1, \ldots$, Limit.

**Step 1**: Let $s = 1$, $q_1 = \text{Limit}$, $q_2 = 0$.

**Step 2**: If $\delta \leq \text{TH} - 2s + 1$, calculate the distribution of $B_2^{q_1, q_2, s}$ using (18).

**Step 3**: If $\delta = \text{TH}$ or $\text{TH} + 1$, set $P\{B_2^{q_1, q_2, s} = i\} = \frac{\lambda}{\lambda + \mu_2} P\{B_2^{q_1+1, q_2, s} = i\} + \frac{\mu_2}{\lambda + \mu_2} P\{B_2^{q_1, q_2-1, s} = i\}$, $i \in [0, 1, \ldots, s]$.

**Step 4**: If $\text{TH} - 2s + 1 < \delta \leq \text{TH} - 1$ and $q_2 = 0$ set $P\{B_2^{q_1, 0, s} = i\} = \frac{\lambda}{\lambda + \mu_1} P\{B_2^{q_1+1, 0, s} = i\} + \frac{\mu_1}{\lambda + \mu_1 + \mu_2} P\{B_2^{q_1-1, 1, s-1} = i - 1\}$, $i \in [1, 2, \ldots, s]$.

**Step 5**: If $\text{TH} - 2s + 1 < \delta \leq \text{TH} - 1$ and $q_2 \neq 0$, set $P\{B_2^{q_1, q_2, s} = i\} = \frac{\lambda}{\lambda + \mu_1 + \mu_2} P\{B_2^{q_1+1, q_2, s} = i\} + \frac{\mu_1}{\lambda + \mu_1 + \mu_2} P\{B_2^{q_1-1, q_2+1, s-1} = i\}$, $i \in [1, 2, \ldots, s]$. 
\[
\frac{\mu_1}{\lambda + \mu_1 + \mu_2} P \left\{ B_{q_1}^{q_1 - 1,q_2 + 1,s - 1} = i \right\} + \frac{\mu_2}{\lambda + \mu_1 + \mu_2} P \left\{ B_{q_1}^{q_2 + 1,q_2 - 1} = i \right\}, \quad i \in \{0, 1, \ldots, s\}.
\]

**Step 6** Let \( q_2 = q_2 + 1 \). If \( q_2 \leq \text{Limit} \), then go to **Step 2**; else let \( q_1 = q_1 - 1 \). If \( q_1 \geq s \), then let \( q_2 = 0 \) and go to **Step 2**; else let \( s = s + 1 \). If \( s \leq \text{Limit} \), then let \( q_1 = \text{Limit}, q_2 = 0 \) and go to **Step 2**; else **Stop**.

**EC.3. Example: Tandem Queue Network with Three Stations**

We define the following TBP: \( \delta_1 = q_2 - q_1, \delta_2 = q_3 - q_2 \). Thus for given values of thresholds \( TH_i \), station \( i \) is idled if \( q_i + 1 - q_i \geq TH_i, \quad i = 1, 2 \). To test the performance of this TBP we constructed a simulation model for a system with \( \lambda = .85, \mu_1 = 1, \mu_2 = .95, \mu_3 = .9 \). Station 3 is the bottleneck and the system utilization is \( \rho = \rho_3 = .85/9 = .94 \). Note that this simply inserts an intermediate station into the network with \( \rho = .94 \) analyzed on Figure 7 in Section 6.1.

We simulated 500,000 customers under the nonidling policy and the TBP with all possible combinations of \( TH_1 \) and \( TH_2 \), ranging from 5 to 100. For \( t = 32 \), we plot the lower envelope of the performance measures \( (E[S^{TBP}], PW^{TBP}(32)) \) in Figure EC.1 as the solid curve. We observe that it has the similar behavior as the trade-off curves in Figure 7. The TBP with \( TH_1 = 10 \) and \( TH_2 = 14 \) achieves the maximum improvement of 42% in \( PW(t) \) (6.43% vs 3.73%) at the cost of increasing the \( E[S] \) by about 5.73% (from 34.46 to 36.44). Note that for the nonidling policy, the theoretical values for both \( E[S] \) and \( PW^{NI}(t) \) can be calculated. These values closely matched the values observed in our simulation, which validated the simulation model. Most of the observations made for the 2-station system earlier appear to apply to the 3-station system as well: the improvement in \( PW(t) \) achieved by the TBP strongly depends on the value of \( t \). Below certain \( t \) (the critical value is around 10 in this example), the TBP cannot improve over the NI policy at all. Above this critical value, the level of improvement grows with \( t \).

![Figure EC.1](image)

**Figure EC.1** The lower envelope of the TBP’s and Kanban policy’s performances.
Next, we compare the performance of Kanban and TBP for this system. The Kanban policy is defined by the values of buffer sizes $BS_1$ and $BS_2$; station $i - 1$ is idled if $q_i \geq BS_{i-1}$, $i = 2, 3$. We simulated the system for all combinations of values of $BS_1, BS_2 \in \{1, \ldots, 100\}$. The lower envelope of the performance measures $(E[S^{Kanban}], PW^{Kanban}(32))$ for the Kanban policy is plotted in Figure EC.1 as the dashed line. The largest reduction in $PW(t)$ under the Kanban policy is 37.69% and occurs for buffer sizes $(BS_1, BS_2) = (24, 27)$.

We note that in this example, the TBP dominates the Kanban policy: for every feasible value of $E[S]$ the TBP achieves greater reduction in $PW(t)$ than the (optimized) Kanban policy. This performance was also observed in a number of runs with different parameter settings. We also observed that the TBP appears to be more robust: while the TBP with $(TH_1, TH_2) = (10, 14)$ performs well for a wide range of values of $t$, the optimal buffer sizes under the Kanban policies are quite sensitive to $t$. More detailed results are available upon request.

**EC.4. Generalization of TBP to $n$-station Tandem Queue Systems**

Next, we give a generalization of TBP in a $n$-station tandem queue system. Consider a serial queueing network consisting of $n$ stations, and let $PW(t) = \frac{1}{n} \sum P(W_i > t)$. To define a general TBP we specify for each station $j = 1, \ldots, n - 1$ a function $\delta_j(q_j, \ldots, q_n)$ and $\delta_j(0, \ldots, 0) = 0$. (It is sensible to choose a function that is decreasing in $q_j$ and increasing in $q_k$ for all $n \geq k \geq j$. Then, when $q_k$ is large or $q_j$ is small, Station $j$ is idled, and when $q_k$ is small or $q_j$ is large, Station $j$ resumes working.) We also specify a threshold $TH_j \geq 0$ for all $j = 1, \ldots, n - 1$. The TBP is now defined as follows: station $j$ is idled whenever $TH_j \leq \delta_j(q_j, \ldots, q_n)$, $j = 1, \ldots, n - 1$. In the previous two sections we used $\delta_1(q_1, q_2) = q_2 - q_1$ that clearly satisfies the definition above. The general idea of the TBP remains the same: idle an upstream station when the queues downstream are too long. However the definition above allows for a great deal of flexibility: the function $\delta_i$ could be more heavily weighted towards the bottleneck stations, taking into consideration all downstream queues, or only the immediate successor to the current station, normalize the queue at each station by the expected service time and or the number of servers at this station, etc.

**EC.5. Notation**
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\pi_{q_1,q_2}$</td>
<td>The steady state probability of the $MC(Q_1,Q_2)$.</td>
</tr>
<tr>
<td>$M^{q_1,q_2}$</td>
<td>The number of stoppages the TC will see, given she arrives at state $(q_1,q_2)$.</td>
</tr>
<tr>
<td>$W_i^{q_1,q_2}$</td>
<td>The TC’s waiting time for Station $i$ ($i = 1,2$), given she arrives at state $(q_1,q_2)$.</td>
</tr>
<tr>
<td>$L_X(h)$</td>
<td>Laplace Transform of a RV $X$.</td>
</tr>
<tr>
<td>$X^{q_1,q_2,s}$</td>
<td>The TC’s performance measure in the future, given the TCMC is now in $(q_1,q_2,s)$.</td>
</tr>
<tr>
<td>$M^{q_1,q_2,s}$</td>
<td>The maximum number of stoppages the tagged customer will see, given the TCMC is in $(q_1,q_2,s)$.</td>
</tr>
<tr>
<td>$R^{q_1,q_2,s}$</td>
<td>Number of sequential times Completion 1 needs to occur, until Station 1 would be idled given the TCMC is in $(q_1,q_2,s)$.</td>
</tr>
<tr>
<td>$W_1^{s,\delta}$</td>
<td>The TC’s waiting time for Station 1, given the revised TCMC is in $(s,\delta)$.</td>
</tr>
<tr>
<td>$B_2^{s,\delta}$</td>
<td>Number of stoppages in Station 1 the TC may experience, given the revised TCMC is in $(s,\delta)$.</td>
</tr>
<tr>
<td>$W_2^{q_1,q_2,s}$</td>
<td>The TC’s waiting time for Station 2, given the TCMC is in $(q_1,q_2,s)$.</td>
</tr>
<tr>
<td>$K^{q_1,q_2,s}$</td>
<td>Number of customers the TC may see when she enters queue 2, given the TCMC is in $(q_1,q_2,s)$.</td>
</tr>
<tr>
<td>$B_2^{q_1,q_2,s}$</td>
<td>Number of times that Station 2 is starved, given the TCMC is in $(q_1,q_2,s)$.</td>
</tr>
<tr>
<td>$S^{q_1,q_2,s}$</td>
<td>The TC’s sojourn time, given the TCMC is in $(q_1,q_2,s)$.</td>
</tr>
</tbody>
</table>

Table EC.1 Notation