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Real-time Mobile 3D Temperature Mapping

Stephen Vidas, Member, IEEE, Peyman Moghadam, Member, IEEE, and Sridha Sridharan, Senior Member, IEEE

Abstract—The ability to measure surface temperature and represent it on a metrically accurate 3D model has proven applications in many areas such as medical imaging, building energy auditing, and search and rescue. A system is proposed that enables this task to be performed with a handheld sensor, and for the first time with results able to be visualized and analyzed in real-time. A device comprising a thermal-infrared camera and range sensor is calibrated geometrically and used for data capture. The device is localized using a combination of ICP and video-based pose estimation from the thermal-infrared video footage which is shown to reduce the occurrence of failure modes. Furthermore, the problem of misregistration which can introduce severe distortions in assigned surface temperatures is avoided through the use of a risk-averse neighborhood weighting mechanism. Results demonstrate that the system is more stable and accurate than previous approaches, and can be used to accurately model complex objects and environments for practical tasks.
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I. INTRODUCTION

Thermal-infrared cameras allow the passive and noncontact measurement of surface radiation which can be used to accurately estimate temperatures and model temperature distributions in environments. By representing this temperature information on an accurate 3D model, estimates can become both more certain and more useful. The increase in certainty is primarily achieved through the combining of measurements from multiple viewpoints to reduce noise. The increase in utility is largely due to the ability to combine both temperature and geometric information together, for example to enable the calculation of energy loss as a function of both temperature and area.

Methods for measuring and representing surface temperature on 3D models have been presented in areas such as medical imaging [1], disaster response [2] and building energy auditing [3]–[5], with this work focusing on the latter.

The proposed system enables the task of 3D thermography to be performed using a single handheld device. In contrast to previous work, the 3D model with incorporated temperature information (an example shown in Figure 1) can be processed and visualized to users as it is captured in real-time. Temporal changes in surface temperature can also be detected in real-time because of the high framerate of the thermal-infrared camera (approximately 80 frames per second).

The device used for data capture is called HeatWave and is comprised of a thermal-infrared camera, color camera and a range sensor [4], [5]. Localization of the sensor in 3D space for each captured frame is crucial for accurate results, and is achieved through the consideration of pose estimates obtained by separate algorithms that apply to the range and thermal-infrared data. This utilization of both sensor modalities is shown to reduce the occurrence of failure modes which prevent more primitive systems from functioning effectively.

Furthermore, the problem of misregistration which can cause severe inaccuracies in assigned surface temperatures is avoided through the use of a risk-averse neighborhood weighting mechanism. Results demonstrate that the system is more stable and accurate than previous approaches, and can be used to accurately model complex objects and environments for practical tasks.

II. BACKGROUND

Estimating surface temperature using 2D thermal-infrared imagery is a well-researched area, with sensors capable of detecting most of the radiation emitted from objects at typical terrestrial temperatures (e.g. around -20 to 100 degrees Celsius). The Stefan-Boltzmann Equation can then be used to convert the radiation measurement to a temperature estimate, although to maximize accuracy other environmental factors such as air temperature and possible reflections should be considered.

Low-cost, handheld technologies for obtaining accurate 3D information from the environment are also available on the market, many of which are based on technology developed by PrimeSense [6]. These RGB-D or range devices have the capacity to be incorporated into a 3D reconstruction framework to achieve dense 3D models beyond what is possible from a single view. The most successful of these frameworks is the...
KinectFusion algorithm, which forms a key component of the 3D temperature mapping solution proposed in this paper [7].

For the task of 3D model generation using a range sensor, effective estimation of the 6 Degree of Freedom (DoF) pose of the sensor is crucial. With an accurate estimate of pose, the estimation of 3D structure is relatively straightforward.

The most common method for estimating the 6 DoF pose involves the use of the Iterative Closest Point (ICP) algorithm. This is generally used to align each successive range-image to either the previous frame, or to a global model that is progressively optimized [7]. ICP attempts to estimate a geometric transformation that minimizes the Euclidean distance $d$ (1) between corresponding points in the target and source models.

$$d = \sqrt{(q_x - p_x)^2 + (q_y - p_y)^2 + (q_z - p_z)^2}$$  \hspace{1cm} (1)

Here $q$ is the 3D point in the source model and $p$ is the 3D point in the target model.

However, ICP-based methods have many well-documented failure modes which are fatal to systems relying solely on this method of pose estimation [8], [9]. As a result, the integration of additional methods for estimating pose is an active area of research. Visual odometry depends solely on video data from the integrated color camera and not on range data, and has been proven to enhance the stability and accuracy of range-based mapping systems [10]. Alternatively, approaches which directly consider both range and color data when performing alignment have also achieved good results [11]. It should be noted that in poor lighting conditions, including with no lighting at all, neither of these methods can offer any advantage over a simple ICP-only approach.

As an alternative to 3D modeling based on range output, methods also exist for reconstructing both the motion of the device and portions of 3D surfaces using only 2D video data. Classical methods for performing this can be described as feature-based, in that they depend on tracking local points of interest (such as corners and other stable and identifiable points) across consecutive frames [12]. With good feature tracking results, an estimate can be made of the initial shift in translation and rotation early in the captured data sequence [13]. The 3D locations of tracked 2D features can then be estimated using one of many available triangulation methods that utilize known (or estimated) camera poses. These estimated point locations can then be used to estimate the pose of new camera views, and the cycle can continue.

### III. Related Work

Attention to the problem of automatic 3D temperature mapping has recently increased, particularly in the medical, energy efficiency and robotics research communities. A brief review of alternative 3D thermography approaches for building energy auditing is provided by [4]. It broadly classifies the major approaches as being centered around LiDAR technologies [14], robotic platforms [3] or image-only configurations [15]. Each of these approaches has disadvantages, however, and so an alternative method which utilizes a relatively cheap range sensor is suggested by [4]. This method forms the basis of comparison for the proposed work.

Research into the integration of non-visible imaging sensors into 3D mapping systems has so far received relatively little attention. What work has been done in this area has demonstrated that 3D thermography incorporating cheap range sensors has powerful advantages over existing alternatives [4], [5], [16]. These include a reduced cost and development time, reduced setup and data processing time, a flexibility in the motion of the device that allows complex environments to be traversed and mapped, and a resilience to difficult lighting conditions.

The use of the thermal-infrared imaging modality as a means for localization has only recently become an area of active research. Monocular, geometric SLAM using only thermal-infrared video has been demonstrated to be possible, albeit fraught with danger due to commonly occurring failure modes [17], [18]. However, it has been demonstrated that the thermal modality has a complementary nature when combined with conventional localization techniques operating on the visible-spectrum [19]. This suggests that these failure modes tend not to coincide with those of existing methods, and therefore that utilizing the thermal-infrared modality when it is available has the potential to improve the performance of 3D mapping approaches.

### IV. System

The proposed system utilizes HeatWave: a mobile handheld 3D thermography device consisting of a thermal-infrared camera and an RGB-D range sensor, rigidly attached together in an ergonomic form factor as shown in Figure 2 [4], [5]. The RGB-D sensor itself contains an RGB camera, near-infrared camera and near-infrared projector. The near infrared projector (actuator) and camera (sensor) pair is used to extract depth information from the scene, while the RGB image is registered onto this output. This allows color and range measurements to be made simultaneously for surfaces in the shared field of view of the cameras.

Figure 3 shows the interaction between the algorithms that comprise the proposed system. The environment is explored by the operator using the HeatWave device to record or stream data. Each video feed is processed by a separate pose-estimation algorithm that is specialized for that data type. For the Video-Based Pose Estimation (VBPE) algorithms,
estimates of pose from the depth (ICP-based) pose estimation algorithm (if available) are used for motion prediction. In turn, VPBE results are used to guide the ICP algorithm in processing new depth frames. The final pose estimate is then used to update the 3D model, both in terms of its physical structure, and its surface properties. To update the physical structure, an implementation of Volumetric Range Image Processing (VRIP) is used which optimizes a 3D representation of the scene as represented by voxels. The assignment of colors and temperatures to the surface of the model is done by separate raycasters that take advantage of additional motion, geometric and temporal information to enhance the accuracy of the estimates. The multi-modal representation of the 3D surfaces can then be displayed to the user.

An example of the real-time visualization available to the user is shown in Figure 4. All software follows the protocols of the open-source Robotics Operating System (ROS) which enables the utilization of both new and improved versions of tools and methods as they are developed and shared by the community.

Calibration of the proposed mobile thermography system involved determining both the intrinsic properties of the individual sensors, and the extrinsic spatial relationship between sensors. For the process of extrinsic calibration, the mask-based approach of [20] was used, together with a method of determining the temporal offset between the sensors first proposed in [16]. Similarly, intrinsic calibration was performed using the same mask-based approach. Candidate calibration frames were selected using a combination of the Enhanced-Monte-Carlo approach and a spatially weighted sampling mechanism designed to reduce the risk of overfitting [21].

No emissivity calibration was performed for the thermal camera, and the emissivity of all surfaces was assumed to be constant at a value of 1.00. However, the existence of the detailed 3D model as a result of the proposed algorithm provides the opportunity to segment and label different surfaces, enabling unique emissivity estimates to be assigned for different materials. Post-processing could then be used to further enhance the estimate of surface temperatures based on this information.

Fig. 3: System Diagram. The Iterative Closest Point (ICP) and Video-Based Pose Estimation (VBPE) algorithms are used to mutually enhance the corresponding pose estimates. Many of the algorithms are integrated into a single “Mapper” framework to make use of shared memory on the host computer.

V. POSE ESTIMATION

In the proposed approach, the basis for obtaining an estimate of the pose of the range sensor remains the use of ICP and VRIP to align each depth image with the constantly updated 3D voxel representation. However, due to commonly occurring failure modes when using this approach, an additional Video-Based Pose Estimation (VBPE) method is used simultaneously. This video-based localization method is initialized by and closely coupled with the ICP-based localization method, but is capable of operating independently for some time if the ICP-based method fails or produces less satisfactory pose estimates. Estimates of sensor pose from the VBPE algorithm can then be used to guide the ICP algorithm as it attempts to recover.

A. Video-Based Pose Estimation

The Video-Based Pose Estimation (VBPE) approach employed was an extension of an algorithm originally published in [18]. For the thermal-infrared video, 14-bit monochromatic images were streamed from the camera which were quantized with a difference of one bit representing a difference of 0.1 degrees Celsius.

Feature tracking was performed using GFTT [22] and a sparse iterative version of the Lucas-Kanade optical flow algorithm [12]. For the special case of the thermal-infrared camera, the problem of Non-Uniformity Corrections (periodic interruptions of thermal data for recalibration) was addressed using the homography-based recovery mechanism proposed by [18].

Feature tracking was performed using GFTT [22] and a sparse iterative version of the Lucas-Kanade optical flow algorithm [12]. For the special case of the thermal-infrared camera, the problem of Non-Uniformity Corrections (periodic interruptions of thermal data for recalibration) was addressed using the homography-based recovery mechanism proposed by [18].

The localization thread subscribes to ICP-based estimates of the RGB-D camera pose, and combines these with a constant velocity assumption to predict the pose of the thermal-infrared camera for each received thermal-infrared image. To make this prediction, linear interpolation is first applied to the RGB-D camera positions and orientations to find the RGB-D camera pose for times corresponding to captured thermal-infrared
frames. The known and fixed spatial transformation that relates the physical position and orientation of the RGB-D camera to the thermal-infrared camera when the HeatWave device is stationary is then applied. This motion prediction model was found in general to achieve a valid initial estimate for later refinement. However, in cases where no valid ICP-based pose estimates are received, the 3D pose estimation algorithm simply applies the constant velocity assumption to its own previous two pose estimates in order to form a prediction.

Once an initial estimate of the pose of a new image has been received, the Perspective-n-Point (PnP) algorithm using keyframes is used to further refine the estimate. Following this, sparse bundle adjustment [23] also using the keyframes is applied, which under favorable conditions can reduce the pixel reprojection error to below 1.0 [24].

After the round of bundle adjustment, 2D features which appear in the current image but have not yet had their 3D locations estimated are triangulated if there are sufficient (more than 3) viewpoints. The procedure for point triangulation involves a clustering of estimates based on multiple viewpoint pairs. All candidate triangulations are considered, with the final triangulation estimate calculated as the mean of all triangulations in the largest cluster. Clusters are formed by grouping all points that are separated by one another by less than 0.3m. This threshold was selected empirically to work effectively with the chosen range sensor, and the typical distances to surfaces in the scene that are encountered when performing 3D temperature scans. Each individual triangulation was performed using the Iterative Linear Least Squares approach [25].

Keyframes were favored over using all frames for the purpose of improving the robustness of the estimation, reducing the time to convergence, and limiting the increase in memory requirement and processing time as more frames are acquired. Each time a frame is rejected as a keyframe, or an existing keyframe is replaced by a new candidate, the memory allocated for storing the 2D and 3D position estimates for features that were no longer present in the keyframes is freed.

In selecting a keyframe, first it was determined if there was sufficient connectivity to existing keyframes in terms of a significant number of common tracked features. A minimum of 8 features shared between the candidate and the existing set of keyframes was found empirically to work well.

Given a candidate keyframe that had passed the connectivity test, the final keyframe selection algorithm shown in Figure 5 was used to update the keyframe set. The minimum required and ideal number of keyframes were set as 5 and 15 respectively, which were found empirically to strike a good balance between efficiency and stability.

B. Pose Estimate Fusion

An efficient method was employed to utilize pose estimates from the VBPE algorithm as a means for supporting the primary ICP-based pose estimation framework. An advantage of this method is that it can enable the successful operation of the 3D mapping system even when computational limitations
result in lower range-image processing framerates than what would normally be necessary. This is because VBPE is much less computationally expensive than ICP.

In general, the previous pose estimate acquired from ICP was used as an initial starting point for performing the ICP algorithm upon a subsequent range image. Under small motions and with ideal scenes containing a large variety of unreviewed 3D texture, this starting point generally leads to convergence to the global optimal solution, and results in good system performance. However, with large motions between frames or non-ideal scenes, the ICP algorithm may fail to accurately converge from this initial starting estimate. To combat this, under certain circumstances the pose estimate from the VBPE algorithm may be preferred for initialization. For the proposed system, these circumstances were defined as those where the confidence of the pose estimate from the VBPE algorithm exceeded that of the previous ICP result.

The confidence scores for pose estimates from VBPE were defined as either 0 or 1 by using empirically determined thresholds for a number of key metrics. Therefore, if any metric violated its threshold, the VBPE estimate would not be considered valid for initializing the subsequent ICP procedure. The metrics are described in Table I.

The confidence for ICP-based pose estimates was defined as either 0.5 or 1. A confidence of 0.5 was allocated if the ICP-based pose estimate was based on a range image received more than 0.2 seconds in the past. Otherwise, a full confidence of 1.0 was assigned. The fusion can therefore be summarized as using VBPE to initialize ICP only if the VBPE result was within the limits of a set of defined thresholds, and the last ICP procedure was performed more than 0.2 seconds ago.

The opportunity exists for a more sophisticated mechanism for preferring one pose estimate initialization method over the other, however, this has been reserved for future work as discussed in Section VIII.

---

VI. Temperature Estimation

For estimating the surface temperatures on the generated 3D model, the weighted raycasting method of [4], [5] was used. However, two key improvements are proposed:

- A transition from voxel-based to pixel-based GPU-threading, to more effectively handle occlusion.
- A novel, risk-averse neighborhood weighting mechanism to reduce errors associated with registration inaccuracy.

This combination of Occlusion Handling and Misregistration Avoidance is from here on referred to as OHMA.

A. Occlusion Handling

The conventional method of VRIP used in works such as [7] and [4] assumes an environment without significant occlusion. Voxels are tested for intersected rays originating from the image in a layer-by-layer fashion. As a result, in many environments, colors or temperatures assigned to foreground objects may also be incorrectly assigned to background surfaces directly behind them. To address this, a pixel-based approach was employed which is outlined in Figure 6. This approach searches for voxels in the paths of rays corresponding to each pixel at progressively larger distances from the camera, and terminates the search once an intersecting voxel has been found. The search distance starts at 0, and increments by the value \(d_{step}\) up to a maximum of the depth of the working volume \(d_{max}\). For the proposed system, \(d_{step}\) was set to equal the depth of a single voxel (approximately 6mm), 512 times smaller than \(d_{max}\), which was typically set to 3m. The calculation of the 3D point location corresponding to a pixel and a distance is done using conversion from projective camera space to metric world space, and is shown in (2).

\[
x_m = z_m \frac{x_p - c_x}{f_x}, \quad y_m = z_m \frac{y_p - c_y}{f_y}
\]

(2)

Here, the subscript \(m\) defines the metric space while \(p\) is used for camera space (where the \(x\) and \(y\) co-ordinates correspond to the column and row of the pixel in the original image). \(c_x\) and \(c_y\) are the co-ordinates of the camera center,
and \( f_x \) and \( f_y \) are the focal lengths. These camera parameters are determined using the camera calibration procedure discussed in Section IV.

To convert from the metric coordinates with respect to the image \((C)\) to those with respect to the 3D model \((W)\), the known translation and orientation of the current pose can be applied as shown in (3).

\[
\begin{bmatrix}
X_W \\
Y_W \\
Z_W
\end{bmatrix} = \begin{bmatrix}
X_C \\
Y_C \\
Z_C
\end{bmatrix} + t
\tag{3}
\]

Here, \( R \) is the rotation matrix and \( t \) is the translation vector which describe the pose of the camera relative to the origin (the initial starting pose).

The algorithm can be interpreted as projecting a set of rays (one from each pixel) toward the volume, and incrementing the distance from the camera for each of these rays. As soon as a surface is encountered, temperature or color assignment is performed, and the remaining extent of the ray is no longer traversed. The outcome is that surfaces intersected by the ray that are behind other surfaces are not considered valid candidates for new temperature or color assignments, and therefore the problem of occlusion is theoretically avoided. Unfortunately, practical inaccuracies in pose estimation and calibration mean that occlusions can still have harmful effects. However, a method for reducing these is proposed in Section VI-B.

### B. Misregistration Avoidance

Due to potential errors in calibration or pose-estimation, for many images the pose-based registration to the existing 3D model will contain some error. This will cause some spatial misassignments of pixel values to voxels. In many cases this will have a negligible effect, because the voxels corresponding to adjacent pixels in the image may exist on the same physical surface and have an identical or similar temperature. However, in some cases gross errors can occur, for example as a temperature that belongs to a foreground object is incorrectly assigned to a surface in the background. These gross errors occur for image regions that correspond to the neighborhoods of depth discontinuities from the perspective of the thermal-infrared camera.

To reduce and potentially avoid gross errors due to misregistration, a cautionary edge filter has been added to the filter suite proposed by [4], [5]. This edge filter implements a novel method for assigning reduced confidence levels for rays that are at more risk of being assigned to incorrect surfaces. This ensures that unreliable estimates of surface temperature based on high-risk rays are only used in the absence of more confident estimates that have been made from more favorable camera poses. The method is outlined in Figure 7.

In this algorithm, a maximum neighborhood size \( a \) of 10 was selected, which cause some spatial misassignments of pixel values to voxels. In many cases this will have a negligible effect, because the voxels corresponding to adjacent pixels in the image may exist on the same physical surface and have an identical or similar temperature. However, in some cases gross errors can occur, for example as a temperature that belongs to a foreground object is incorrectly assigned to a surface in the background. These gross errors occur for image regions that correspond to the neighborhoods of depth discontinuities from the perspective of the thermal-infrared camera.

However, in storing the weighting in memory as an 8-bit integer, weightings of zero are converted to the minimum nonzero value of 1. This ensures that a zero confidence level is reserved for a voxel that does not have a single intersecting ray, while enabling tentative temperature assignments where none previously exist. A demonstration in the effectiveness of this approach is provided in Section VII-B.
VII. Evaluation

For the evaluation, the current HeatWave device which includes an ASUS Xtion Pro Live as the RGB-D sensor was used. It has a framerate of 30 frames per second and outputs images at a resolution of 640 by 480 pixels.

The thermal-infrared camera integrated as part of the HeatWave device is an Optris PI450. This model outputs images at up to 80 frames per second with a resolution of 384 by 288 pixels. Pixel depth is 14-bit, with a single bit representing an approximate temperature change of 0.1 degree Celsius, although this may vary with different firmware versions. The Noise-Equivalent Differential Temperature is quoted by the manufacturer to be 0.4 degrees Celsius.

Using a modern laptop equipped with a GeForce GTX 680M graphics card, a spatial resolution of approximately 4mm for an 8 cubic meter volume was achieved for each result. Experiments were designed to determine the following:

(A) Is the system more stable than the previous approach?
(B) Can the system achieve more accurate results than the previous approach?

A. Experiment in Stability

This experiment aimed to test the capacity of the thermal-infrared video-based localization method to enable the 3D thermography system to continue mapping effectively during failure of the conventional ICP-based localization.

A sequence of 30 seconds was captured of an industrial HVAC environment. The sequence was digitally manipulated to alternately permit and exclude 0.5 second blocks of range data. This was to simulate circumstances in which the range sensor is physically occluded, or data from the range sensor is unavailable such as due to distant (out-of-range) surfaces or a lack of 3D texture in the scene.

Figure 8 compares the translation pose estimates for the case of using only ICP-based pose estimates (ICP-only) and of using the video-based localization to provide pose estimates while the ICP method cannot (video-supported).

From the figure, it can be seen that the proposed video-supported method enables errors to be kept minimal (under 2.0 cm) for a significantly longer duration than what is possible using the conventional ICP-only method. This is because when range data is interrupted, a reasonable estimate of pose is able to be maintained using video-based localization, so that ICP can have a good estimate for re-registering once valid range images become available again. However, there are cases (such as close to the end of the sequence) where circumstances mean that even with video-based support, pose estimation is unable to be recovered after an interruption to the range data.

B. Experiment in Accuracy

In order to evaluate the effectiveness of the proposed Occlusion Handling and Misregistration Avoidance (OHMA) framework, a simple desktop data sequence of approximately 30 seconds duration was collected. This sequence focused on a single laptop, and contained views of the laptop that were both unoccluded and occluded by other surfaces, as shown in Figure 9.

The resulting, rendered 3D models are shown in Figure 10. It can be seen that the proposed OHMA framework avoids gross temperature assignment errors where foreground temperatures are incorrectly assigned to background objects. The phenomenon of this gross misassignment is best illustrated with video, however, it can be summarized as the accumulation of smaller misassignments as the object of interest becomes increasingly occluded by a foreground surface.
VIII. Conclusions and Future Work

The first hand-held 3D thermography system capable of performing in real-time has been presented. Video-based localization using thermal-infrared video has been shown to offer benefits in improving the stability of the system beyond what can be achieved using ICP only. This can be especially useful for reducing the occurrence of failure modes which have been problematic for previous 3D thermography approaches.

A novel Occlusion Handling and Misregistration Avoidance method has been proposed and demonstrated to be effective in improving the accuracy of final surface temperature models beyond what was previously achievable.

Potential avenues of development for future generations of the 3D thermography system include:

- Exploring machine learning to optimize the confidence ratings of pose estimates from different modalities, which will enable a more intelligent fusion of data from different modalities to optimize stability.
- Use of a particle filter or Extended-Kalman Filter (EKF) to improve the accuracy by incorporating pose estimates from multiple modalities.
- Incorporating an environmental radiation model to optimize surface temperature estimates and enable the estimation of additional spatial properties such as emissivity.
- Extending the method to operate effectively at different spatial scales, and to incorporate additional information such as thermorefectance, for applications such as analyzing the cooling of microelectronics.
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