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SUMMARY In this paper, we present a new cryptanalytic tool that can reduce the complexity of integral analysis against Addition-Rotation-XOR (ARX) based designs. Our technique is based on the partial-sum technique proposed by Ferguson et al. at FSE 2000, which guesses subkeys byte by byte in turn, and the data to be analyzed is compressed for each key guess. In this paper, the technique is extended to ARX based designs. Subkeys are guessed bit by bit, and the data is compressed with respect to the value of the guessed bit position and carry values to the next bit position. We call the technique bitwise partial-sum. We demonstrate this technique by applying it to reduced-round versions of HIGHT, which is one of the ISO standard 64-bit block ciphers. Another contribution of this paper is an independent improvement specific to HIGHT. By exploiting linear computations inside the round function, the number of guessed bits during the key recovery phase can be greatly reduced. Together with the bitwise partial-sum, the integral analysis on HIGHT is extended from previous 22 rounds to 26 rounds, while full HIGHT consists of 32 rounds.
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1. Introduction

A block cipher $E$ takes a key $k$ and an input $x$, and returns an output $y$. For each key, block cipher must be an efficient permutation, and has an efficient inversion $E^{-1}$. The block cipher is a central primitive in modern cryptography, and is widely utilized in data encryption and data authentication. Therefore, cryptanalysts are devoted to evaluate the security of block ciphers. So far many cryptanalysis techniques have been devised. Among these techniques, one is named as integral analysis.

Integral analysis was firstly proposed by Daemen et al. to evaluate the security of SQUARE cipher [4], and was later unified as integral analysis by Knudsen and Wagner [9]. It consists of two phases: an integral distinguisher construction and a key recovery. Let $N$ be a block size of the target block cipher. In the first phase, the attacker aims to find a set of $2^t$ plaintexts for some $t < N$ such that the corresponding internal state value after a few encryption rounds have a certain property for any key e.g. the XOR sum of all internal state values in the set is 0 with a probability 1 for a fraction of bits of the state. This property is often called balanced. The concept of the integral distinguisher is depicted in Fig. 1. For the second phase, the attacker appends a few rounds to the end of the distinguisher, and aims to recover a part of subkeys in these rounds. The attacker obtains the corresponding ciphertexts of the set of chosen plaintexts by accessing the encryption oracle. Then, he guesses a part of subkeys and performs the partial decryption up to the output state of the integral distinguisher. The concept of the key recovery part is also depicted in Fig. 1. If the guess is correct, the XOR sum of the results always becomes 0. Otherwise, the XOR sum of the results becomes random. Hence, the key space can be reduced.

Cryptanalysts are continuously developing new techniques to enhance the integral analysis. Several results have been published on improving the integral distinguisher construction. Examples are multi-set analysis by Biryukov and Shamir [2], subword multi-set by Nakahara Jr. et al. [14], and bit-pattern based analysis by Z’aba et al. [21]. The analysis exploiting the property of the ARX based structure can be seen in saturation attack by Lucks [13] and tuple analysis by Aumasson et al. [1]. At the same time, techniques for the key recovery phase have been also getting improved, which is the main motivation of this paper. In order to make our contribution clear, we briefly illustrate two previous techniques of improving the key recovery phase below, which are related to this paper.

Ferguson et al. proposed a technique called partial-sum [5]. It reduces the complexity of the partial decryption up to the balanced state by guessing each subkey byte one after another. We use a toy example to show its procedure and significance. Suppose that $t = 24$ in Fig. 1, i.e. the attacker obtains $2^{24}$ ciphertexts $c^t$ where $t = 1, 2, \ldots, 2^{24}$. Also sup-
pose that the partial decryption up to the output state of the integral distinguisher is written as $S^{-1}(S^{-1}(c'_0 \oplus k_0) \oplus S^{-1}(c'_1 \oplus k_1) \oplus S^{-1}(c'_2 \oplus k_2))$, where $(c'_0, c'_1, c'_2)$ are 3 bytes (24 bits) of the ciphertext $c'$, $k_0, k_1, k_2$ are 3 bytes of subkeys, and $S(\cdot)$ is a byte-wise S-box application. The key recovery part with this example is depicted in Fig. 2. In order to recover those subkeys, the attacker exhaustively guesses $2^{24}$ possibilities of $(k_0, k_1, k_2)$ and computes the XOR sum of the partial decryption for $2^{24}$ ciphertexts $c^1, c^2, \ldots, c^{2^{24}}$, i.e., the attacker computes the following equation:

$$\bigoplus_{i=1}^{2^{24}} S^{-1}(S^{-1}(c'_0 \oplus k_0) \oplus S^{-1}(c'_1 \oplus k_1) \oplus S^{-1}(c'_2 \oplus k_2)).$$

With a straightforward method, it takes $2^{24+24} = 2^{48}$ computations. With the partial-sum technique, the attacker can compute it only with $2^{40}$ computations. In details, each key byte is guessed in turn and the data to be analyzed is compressed for each key guess (before the rest of the key bytes are guessed). In the above example, at first $k_0$ and $k_1$ are guessed and the sum of the first two terms, i.e., $\bigoplus_{i=1}^{2^{24}} S^{-1}(c'_0 \oplus k_0) \oplus S^{-1}(c'_1 \oplus k_1)$ are computed. Let $c'$ be this value. The computation of $c'$ takes $2^{16+24} = 2^{40}$ computations. Then, $2^{24}$ data for 2-byte tuple $(c'_0, c'_2)$ are generated. This causes many overlaps of the data; roughly $2^8$ overlaps for each value of $(c'_0, c'_2)$. Hence, the attacker only picks values that appear odd times. This reduces the data size into $2^{16}$. Finally, the entire sum is computed by guessing $k_2$, which takes $2^{16} \cdot 2^8 \cdot 2^{16} = 2^{40}$ computations. This is faster than the straightforward method.

Sasaki and Wang introduced meet-in-the-middle technique for the key recovery phase of the integral analysis against block-ciphers with Feistel network [17]. It exploits the property that the balanced state is represented by an XOR of two variables. Then, the XOR sum of each variable are computed independently, and the attacker checks the match of their values like a meet-in-the-middle attack. It separates the partial decryption into two independent parts, and thus the complexity can be reduced.

Our contributions

In this paper, we extend the partial-sum technique to ARX designs, beyond the mere application to byte-oriented ciphers. We also use a toy example to illustrate our new tool. Suppose that inside the partial decryption in Fig. 2, non-linearity is introduced by the modular addition instead of the S-box application. More precisely, suppose that the partial decryption is written as $(c'_0 \oplus k_0) \oplus (c'_1 \oplus k_1) \oplus (c'_2 \oplus k_2)$, where the symbols “$\oplus$” and “$\oplus$” represent the bitwise XOR and the addition on modulo $2^8$, respectively. The key recovery part with this example is depicted in Fig. 3. The attacker aims to compute the XOR-sum for the exhaustive guess of $(k_0, k_1, k_2)$, i.e.,

$$\bigoplus_{i=1}^{2^{24}} [(c'_0 \oplus k_0) \oplus (c'_1 \oplus k_1) \oplus (c'_2 \oplus k_2)].$$

This paper is motivated by the following question:

**What is the best strategy to compute \(\bigoplus_{i=1}^{2^{24}} [(c'_0 \oplus k_0) \oplus (c'_1 \oplus k_1) \oplus (c'_2 \oplus k_2)]\)?**

The partial-sum technique [5] can be applied to compute this equation, i.e., two keys are guessed and the data is compressed. However, we observe that the computation can be much faster by guessing key values bit-by-bit and compressing the data for each guess. For example, let us consider the computation of the first two terms; $c' = (c'_0 \oplus k_0) \oplus (c'_1 \oplus k_1)$. We guess two key bits, which are the LSB of $k_0$ and the LSB of $k_1$. Then, we can compute the LSB of $c'$ and the carry bit to the second LSB. After this computation, 2-bit information, which are the LSB of $c_0$ and the LSB of $c_1$ are discarded. At this stage, we newly obtain 2-bit information and discard 2-bit information. Hence, no advantage is generated. We then guess two key bits, which are the second LSB of $k_0$ and the second LSB of $k_1$. Then, we can compute the second LSB of $c'$ and the carry bit to the third LSB. After this computation, 3-bit information, which are the second LSB of $c_0$ and $c_1$ and the carry value to the second LSB are discarded. In this time, we newly obtain 2-bit information, but discarded 3-bit information. Hence, the data to be analyzed is compressed by 1 bit. With this approach, the complexity for the above equation is minimized. We call the technique *bitwise partial-sum*.

The bitwise partial-sum leads to more advantages. We focus on the computation for the MSB. As shown above, the bitwise partial-sum computes the carry value to the MSB when we analyze the second MSB. Therefore, the analysis on the MSB is completely linear because we do not need to compute the carry value from the MSB. Therefore, in the
The above equation, 3 bits for the MSBs of $c_0, c_1, c_2$ can be compressed into 1 bit of $c_0 \oplus c_1 \oplus c_2$ with respect to the MSB at the very beginning stage of the analysis. Moreover, for 3 bits of the MSBs of $k_0, k_1, k_2$, guessing only 1-bit information for their XOR relation is enough.

We stress that the bitwise partial-sum technique is different from the known techniques. The main goal of the bit-pattern based analysis [21], saturation attack [13] and tuple analysis [1] is extending an integral distinguisher by introducing new properties other than active, balanced, and constant, whereas the goal of the bitwise partial-sum is reducing the complexity of the key recovery phase by processing the partial decryption, and tracing the carry effect in bitwise. In fact, we use the same integral distinguisher as the previous work, but improve the complexity.

In this paper, we demonstrate the bitwise partial-sum technique for HIGHT [7], which was standardized by ISO as a 64-bit block cipher [8]. As an independent improvement, we show an observation specific to HIGHT, which exploits linearity inside the round function. This reduces a number of guessed subkey bits during the key recovery phase. We present our attacks on HIGHT by combining these two techniques. Then, we successfully improve the previous 22-round attack on HIGHT, and moreover the number of attacked rounds is extended to 26 rounds. Although the best single-key attack on HIGHT breaks 27 rounds with an impossible differential attack [3], this is a significant improvement regarding the integral analysis including several new observations. The attack results are summarized in Table 1.

<table>
<thead>
<tr>
<th>Model</th>
<th>Approach</th>
<th>#Rounds</th>
<th>Data</th>
<th>Time</th>
<th>Memory (bytes)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>single-key</td>
<td>Integral</td>
<td>18</td>
<td>252</td>
<td>236</td>
<td>220</td>
<td>[20]</td>
</tr>
<tr>
<td></td>
<td>Integral</td>
<td>22</td>
<td>252</td>
<td>2138.7</td>
<td>264</td>
<td>[22]</td>
</tr>
<tr>
<td></td>
<td>Integral</td>
<td>22</td>
<td>252</td>
<td>102.35</td>
<td>264</td>
<td>[17]</td>
</tr>
<tr>
<td></td>
<td>Integral</td>
<td>22</td>
<td>265.15</td>
<td>267.28</td>
<td>256</td>
<td>This paper</td>
</tr>
<tr>
<td></td>
<td>Integral</td>
<td>26</td>
<td>255.58</td>
<td>272.07</td>
<td>943.58</td>
<td>This paper</td>
</tr>
<tr>
<td></td>
<td>Imp. Diff. 18</td>
<td>250.8</td>
<td>2108.4</td>
<td>N/A</td>
<td>222</td>
<td>[7]</td>
</tr>
<tr>
<td></td>
<td>Imp. Diff. 25</td>
<td>250.8</td>
<td>2126.78</td>
<td>N/A</td>
<td>222</td>
<td>[12]</td>
</tr>
<tr>
<td></td>
<td>Imp. Diff. 26</td>
<td>251.6</td>
<td>2110.53</td>
<td>2189</td>
<td>257.6</td>
<td>[16]</td>
</tr>
<tr>
<td></td>
<td>Imp. Diff. 26</td>
<td>251.6</td>
<td>2114.35</td>
<td>287.6</td>
<td>257.6</td>
<td>[3]</td>
</tr>
<tr>
<td></td>
<td>Imp. Diff. 27</td>
<td>258</td>
<td>2126.6</td>
<td>2120</td>
<td>[3]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Zero-Corr. 26</td>
<td>262.79</td>
<td>2119.1</td>
<td>243</td>
<td>191 ‡</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Zero-Corr. 27</td>
<td>262.79</td>
<td>2120.78</td>
<td>243</td>
<td>191 ‡</td>
<td></td>
</tr>
<tr>
<td>related-key</td>
<td>Rectangle 26</td>
<td>272</td>
<td>2108.4</td>
<td>N/A</td>
<td>222</td>
<td>[12]</td>
</tr>
<tr>
<td></td>
<td>Imp. Diff. 28</td>
<td>250</td>
<td>2125.54</td>
<td>N/A</td>
<td>222</td>
<td>[12]</td>
</tr>
<tr>
<td></td>
<td>Imp. Diff. 31</td>
<td>254</td>
<td>2127.28</td>
<td>2117</td>
<td>257.6</td>
<td>[16]</td>
</tr>
<tr>
<td></td>
<td>Differential 32</td>
<td>257.84</td>
<td>2125.83</td>
<td>N/A</td>
<td>222</td>
<td>[10]</td>
</tr>
</tbody>
</table>

Table 1 Comparison of attack results on HIGHT.

‡: Attacked rounds are from round 4 to round 29.
†: Attacked rounds are from round 4 to round 30.

Paper outline

The paper is organized as follows. In Sect. 2, we introduce the previous techniques for integral analysis. In Sect. 3, we describe our main idea called bitwise partial-sum. In Sect. 4, we show another optimization specific for HIGHT, and apply it to 22- and 26-round HIGHT together with the bitwise partial-sum. Finally, we conclude the paper in Sect. 5.

2. Related Work

2.1 Integral Analysis and Improved Techniques

A brief description of integral attack has already been given in Sect. 1. To discuss integral distinguishers, we use the following notations to describe the property of each byte.

‘A (Active)’ : all values appear exactly the same number in the set of texts.

‘B (Balanced)’ : the XOR of all texts in the set is 0.

‘C (Constant)’ : the value is fixed to a constant for all texts in the set.

2.1.1 Partial-Sum

The partial-sum technique was introduced by Ferguson et al. [5] in order to improve the complexity of the key recovery phase in the integral attack. The original attack target was AES. In the key recovery phase of the integral analysis on AES, the partial decryption involves 5 key bytes and 4 ciphertext bytes. Suppose that the number of data to be analyzed is $2^{32}$ and the byte position $b$ of the $n$-th ciphertext is denoted by $c_{b,n}$. Then, the equation is described as follows.

$$\bigoplus_{n=1}^{2^{32}} \left[ S_0(S_0(c_{0,n} \oplus k_0) \oplus S_1(c_{1,n} \oplus k_1) \oplus S_2(c_{2,n} \oplus k_2) \oplus S_3(c_{3,n} \oplus k_3) \oplus k_4) \right].$$

With a straightforward method, the analysis exhaustively guesses 40-bit key values and performs the partial decryption for all $2^{32}$ texts. Therefore, it takes $2^{32+40} = 2^{72}$ partial decryptions. The partial-sum technique can perform this computation only with $2^{48}$ partial decryptions.

The analysis starts from $2^{32}$ texts $(c_{0,n}, c_{1,n}, c_{2,n}, c_{3,n})$. First, two key bytes $k_0$ and $k_1$ are guessed, and $S_0(c_{0,n} \oplus k_0) \oplus S_1(c_{1,n} \oplus k_1)$ is computed for each guess. Let $x_{1,n}$ be

$$\bigoplus_{p=0}^{2^4} (S_p(c_{p,n} \oplus k_p)).$$

Then, $S_0(c_{0,n} \oplus k_0) \oplus S_1(c_{1,n} \oplus k_1)$ can be represented by $x_{1,n}$, and Eq. (1) becomes

$$\bigoplus_{n=1}^{2^{32}} \left[ S_0(x_{1,n} \oplus S_2(c_{2,n} \oplus k_2) \oplus S_3(c_{3,n} \oplus k_3) \oplus k_4) \right].$$

The original set includes $2^{32}$ texts, but now only 3-byte information $(x_1, c_2, c_3)$ is included. Hence, by counting how many times each of 3-byte values $(x_1, c_2, c_3)$ appears and by only picking the values that appear odd times, the size of the data set is compressed into 3 bytes. For the second step, a single byte key $k_2$ is guessed, and the size of the data set becomes 2 bytes $(x_2, c_3)$. For the third step, a single key byte $k_3$ is guessed, and the size of the data set becomes 1 byte $(x_3)$. Finally, a single byte $k_4$ is guessed and Eq. (1) is computed for each guess.

The complexity for the guess of $k_0, k_1$ is $2^{16} \times 2^{32} = 2^{48}$,
for the guess of \( k_2 \) is \( 2^{16} \times 2^8 \times 2^{24} = 2^{48} \), for the guess of \( k_3 \) is \( 2^{24} \times 2^8 \times 2^{16} = 2^{48} \), for the guess of \( k_4 \) is \( 2^{12} \times 2^8 \times 2^8 = 2^{48} \). In the end, the complexity is preserved to be \( 2^{48} \) until the last computation.

2.1.2 Meet-in-the-Middle Matching for the Key Recovery

Sasaki and Wang introduced *meet-in-the-middle technique* for the key recovery phase of the integral analysis against block-ciphers with Feistel network [17], which can also be seen in the analysis of TWINE [18].

Suppose that the input value to round \( i \) in a Feistel cipher is \( X^L_i || X^R_i \), and the output value \( Y^R_i = X^R_i \oplus F(K_i, X^L_i) \), which is shown in Fig. 4. Also suppose that the balanced property is preserved in a variable \( X^L_i \) i.e., \( \sum X^L_i = 0 \). Due to the linear relation \( X^L_i = Z_i \oplus X^R_i \), where \( Z_i \) is the output of the round function for round \( i \), the equation \( \sum X^L_i = 0 \) can be written as \( \sum Z_i = \sum X^R_i \). Therefore, the sum of each term can be computed independently, and the key values that result in the balanced state can be identified with the same manner as the meet-in-the-middle attack.

3. Bitwise Partial-Sum

In this section, we describe our new technique called **bitwise partial-sum**, which improves the complexity of the partial-sum technique for ARX designs. Suppose that an \( n \)-bit variable \( Z \) is computed with \( n \)-bit variables \( X, Y \) and \( n \)-bit unknown keys \( K, K' \). Also suppose that \( 2^n \) pairs of \((X, Y)\) is given to the attacker and the goal of the attacker is computing \( Z \) for the exhaustive guess of \( K \) and \( K' \). As computations of \( Z \), we consider the following four operations, which are also depicted in Fig. 5.

\[
\begin{align*}
Z &= (X \oplus K) \parallel Y, \\
\overline{Z} &= (X \parallel K) \oplus (Y \parallel K'), \\
\overline{Z} &= (X \parallel K) \ominus (Y \parallel K').
\end{align*}
\]

We describe \( X \) in bitwise with \( X^{m-1} || X^{m-2} || \cdots || X^1 || X^0 \). The similar notations are used for \( Y, Z, K, \) and \( K' \). We denote the carry value to bit position \( i \) by \( p^i \).

To compute \( Z \) in each of the above operations, in the previous work, the key values \( K \) and \( K' \) are exhaustively guessed, and for each guess, the equation is computed for all \( 2^n \) pairs of \((X, Y)\). Therefore, the complexity is \( 2^{2n} \cdot 2^n = 2^{3n} \)

\[\text{for the single-key cases, and} \quad 2^{2n} \cdot 2^n = 2^{3n} \text{ for the two-key cases}.\]

The bitwise partial-sum can reduce the complexity of these computations to \( n \cdot 2^{2n-1} \) for the single-key cases and \( 2^{3n+2} \) for the two-key cases by guessing keys bit by bit and computing \( Z \) bit by bit.

**Single-key cases**

We start with explaining the complexity to compute \( Z = (X \parallel K) \oplus Y \) and \( Z = (X \parallel K) \parallel Y \). The procedure and the complexity for two cases are almost the same. Hence, we only explain the case for \( Z = (X \parallel K) \parallel Y \) in details. The overview is shown in Fig. 6. The analysis starts from \( 2^n \) texts of \((X, Y)\). The procedure is divided into three parts; LSB, middle bits, and MSB.

**LSB:** Guess the 1-bit value \( K^0 \). For each of \( 2^n \) texts, compute \((X^0 \parallel K^0) \parallel Y^0 \) to obtain 2-bit information \( Z^0 \) and \( p^1 \). After that 2-bit information \( X^0 \) and \( Y^0 \) is no longer used, and thus we can remove those 2-bit information for the further procedure. Hence, \( 2^n \) texts of \((X^{n-1} || Y^{n-1} || X^{n-2} || Y^{n-2} || \cdots || X^1 || Y^1 || X^0 || Y^0)\) are updated to \( 2^n \) texts of \((X^{n-1} || \cdots || X^1 || Y^{n-1} || \cdots || Y^1 || p^1, Z^0)\).

**Middle bits (bit position \( i \) for \( i = 1, 2, \ldots, n - 2 \))**

Guess the 1-bit value \( K^i \). For each text, compute \((X^i \parallel K^i) \parallel Y^i \parallel p^i \) to obtain 2-bit information \( Z^i \) and \( p^{i+1} \) and then discard 3-bit information \( X^i, Y^i, p^i \). Hence, \( 2^{2n-(i-1)} \) texts of \((X^{n-1} || \cdots || X^i || Y^{n-1} || \cdots || Y^i || p^{i+1}, Z^i, \cdots, Z^{n})\) are updated to \( 2^{2n-i} \) texts of \((X^{n-1} || \cdots || X^i || Y^{n-1} || \cdots || Y^i || p^{i+1}, Z^i, \cdots, Z^{n})\). Count how many times each tuple of \((X^{n-1} || \cdots || X^i || Y^{n-1} || \cdots || Y^i || p^{i+1}, Z^i, \cdots, Z^{n})\) appears, and only pick the ones that appear odd times. The size of the texts will be reduced from \(2^{2n-(i-1)}\) to \(2^{2n-i}\).

**MSB:** Guess the 1-bit value \( K^{n-1} \). For each text, compute \((X^{n-1} \parallel K^{n-1} \parallel Y^{n-1} \parallel p^{n-1})\) to obtain 1-bit
information $Z^{n-1}$ and then discard 3-bit information $X^{n-1}, Y^{n-1}, p^{n-1}$. Hence, 2$^n$ texts of $(X^{n-1}, Y^{n-1}, p^{n-1}, Z^{n-2})|\cdots||Z^0)$ are updated to 2$^n$ texts of $(Z^{n-1})|\cdots||Z^0$.

Count how many times each tuple of $(Z^{n-1})|\cdots||Z^0)$ appears, and only pick the ones that appear odd times. The size of the texts will be reduced from $2^n$ to $2^n$.

The complexity for the LSB (bit position 0) is $2 \cdot 2^n$ XOR operations and $2 \cdot 2^n$ addition operations, then $2^n$ texts will remain. The complexity for bit position 1 is $2^2 \cdot 2^n$ XOR operations and $2^2 \cdot 2^n$ addition operations, then $2^{2n-1}$ texts will remain. The complexity for bit position 2 is $2^3 \cdot 2^{n-1}$ XOR operations and $2^3 \cdot 2^{n-1}$ addition operations, then $2^{2n-2}$ texts will remain. The complexity for each bit is $2^i \cdot 2^{n-i}$ XOR operations and $2^i \cdot 2^{n-i}$ addition operations, then $2^{2n-i}$ texts will remain. The complexity for the MSB is $2^n \cdot 2^{n+2}$ XOR operations, and $2^n$ texts will remain. For example, for $n = 8$, the previous analysis requires $2^4$ operations while the bitwise partial-sum requires $2^21$ operations. The advantage of the bitwise partial-sum becomes much bigger for a bigger $n$. For example, Three-fish blockcipher adopts a 64-bit ARX design. For $n = 64$, the previous analysis requires $2^{192}$ while the bitwise partial-sum only requires $2^{116}$ operations.

**Optimization of the single-key case**

The complexity can be further improved. We observe that the computation of the MSB is linear, and thus the MSBs of two variables $X^{n-1}$ and $Y^{n-1}$ are only used in the linear computation. Hence, at the very beginning of the procedure, we can compute $X^{n-1} \oplus Y^{n-1}$, and $2^n$ texts of $(X,Y)$ can be compressed into $2^n$ texts of $(X^{n-1} \oplus Y^{n-1}, X^{n-2}||\cdots||X^0, Y^{n-2}||\cdots||Y^0)$ by counting how many times each tuple appears and only picking the ones that appear odd times. This halves the complexity, and thus the total complexity is about $n \cdot 2^{2n+1}$ XOR and addition operations.

**Two-key cases**

We explain the two-key cases, i.e., the complexity to compute $Z = (X \oplus K) \oplus (Y \oplus K')$ and $Z = (X \oplus K) \oplus (Y \oplus K')$. The basic procedure for the two-key cases are the same as the one for the single-key case. First, we explain the case for $Z = (X \oplus K) \oplus (Y \oplus K')$.

**LSB**: Guess the 2-bit values $K^0$ and $K'^0$. For each $2^n$ texts, compute 2-bit information $Z^0$ and $p^1$, and then discard 2-bit information $X^0$ and $Y^0$. The text size after the analysis is $2^m$.

**Middle bits (bit position $i$ for $i = 1, 2, \ldots, n-2$)**: Guess the 2-bit values $K^i$ and $K'^i$. For each texts, compute 2-bit information $Z^i$ and $p^{i+1}$ and then discard 3-bit information $X^i, Y^i, p^i$. Count how many times each tuple of $(X^{n-1})|\cdots||X^i, Y^{n-1})|\cdots||Y^i, p^{i+1}, Z^i||\cdots||Z^0$) appears, and only pick the ones that appear odd times. The size of the texts will be reduced from $2^{2n-i}$ to $2^{2n-i}$.

**MSB**: Guess the 2-bit values $K^{n-1}$ and $K'^{n-1}$. For each texts, compute 1-bit information $Z^{n-1}$ and then discard 3-bit information $X^{n-1}, Y^{n-1}, p^{n-1}$. Count how many times each tuple of $(X^{n-1})|\cdots||X^i, Y^{n-1})|\cdots||Y^i, p^{i+1}, Z^i||\cdots||Z^0$) appears, and only pick the ones that appear odd times. The size of the texts will be reduced from $2^{2n-i}$ to $2^{2n}$.

The complexity for the LSB (bit position 0) is $(2^2)^2 \cdot 2^{2n}$ operations, and $2^n$ texts will remain. The complexity for bit position 1 is $(2^2)^2 \cdot 2^{2n}$ operations, and $2^n$ texts will remain. The complexity for bit position 2 is $(2^3)^2 \cdot 2^{2n}$ operations, and $2^n$ texts will remain. The complexity for each bit is $(2^i)^2 \cdot 2^{2n-i}$ operations, and $2^n$ texts will remain. For each $i$, the first term is smaller than $2^{2n}$, thus the equation is smaller than

$$(2^{2n+3} + 2^{2n+4} + 2^{2n+5} + \cdots + 2^{2n+(n+1)} + 2^{2n+(n+2)}) = 2^{2n+3}(1 + 2^1 + 2^2 + \cdots + 2^{n-1}) < 2^{3n+3}.$$

This is faster than the previous analysis which requires $2^{4n}$ XOR and addition operations.

**Optimization of the two-key case**

Regarding the MSBs of two variables $X^{n-1}$ and $Y^{n-1}$, the same technique as the one for the single-key case can be exploited, namely, take the XOR of $X^{n-1}$ and $Y^{n-1}$ and compress the data by 1 bit at the very beginning of the analysis. This reduces the total complexity by 1 bit, and thus the total complexity becomes about $2^{3n+2}$ XOR and addition operations.

Moreover, the MSBs of two keys $K^{n-1}$ and $K'^{n-1}$ are only used in the linear operation. Therefore, instead of guessing these two key bits, guessing 1-bit relation of these bits, i.e., $K^{n-1} \oplus K'^{n-1}$, is enough. This reduces the total complexity by 1 bit, and thus the total complexity becomes about $2^{3n+1}$ XOR and addition operations.

**Evaluation for $Z = (X \oplus K) \oplus (Y \oplus K')$**

The complexity for $Z = (X \oplus K) \oplus (Y \oplus K')$ is a little bit worse than the complexity for $Z = (X \oplus K) \oplus (Y \oplus K')$. This is because the equation $(X \oplus K) \oplus (Y \oplus K')$ contains
two additions, and thus we need to store 2-bit carry values in the analysis of each bit. Compared to the case of \( Z = (X \oplus K) \oplus Y \), the size of texts to be analyzed is doubled. This increases the final complexity after the optimization is applied from \( 2^{3n+1} \) to \( 2^{3n+2} \) XOR and addition operations.

Summary of the bitwise partial-sum

The comparison of the complexities to compute each of 4 equations with the previous method (bytewise partial-sum) and ours is given in Table 2. It indicates that the advantage of the bitwise partial-sum increases as \( n \) increases. In the next section, we apply the bitwise partial-sum to HIGHT, where the size of \( n \) is 8. The impact is relatively small because the advantage is at most a factor of 2. Some ARX-based block-ciphers adopt a bigger \( n \), e.g., XTEA [15] adopts \( n = 32 \) and Threefish [6] adopts \( n = 64 \). In such cases, the impact becomes much bigger.

4. Improved Integral Analysis on HIGHT

In this section, we improve the integral analysis on HIGHT by using the bitwise partial-sum technique. The section starts from introducing HIGHT specification (Sect. 4.1) and the previous integral analysis on 22 rounds (Sect. 4.2). Next, we propose a new observation specific to the HIGHT round function (Sect. 4.3). Then, by combining all techniques, we improve the complexity of the 22-round attack (Sect. 4.4). Finally, we extend the number of attacked rounds as much as possible (Sect. 4.5).

4.1 Specification of HIGHT

HIGHT is a light-weight block-cipher proposed at CHES 2006 by Hong et al. [7]. The block size is 64 bits and the key size is 128 bits. It adopts the type-2 generalized Feistel structure with 8 branches and 32 rounds, and the round function consists of the ARX structure.

The plaintext is loaded into an internal state \( X_{0,0}||X_{0,1}||\ldots||X_{0,7} \) where the size of each \( X_{i,j} \) is 8 bits. At first, \( X_{0,0}||X_{0,1}||\ldots||X_{0,7} \) is updated by the pre-whitening operation. We omit its details because the pre-whitening does not impact to our attack. Then, the state \( X_{j,0}||X_{j,1}||\ldots||X_{j,7} \) is updated by the following operation. For \( i = 0, 1, \ldots, 31 \)

\[
X_{i+1,0} = X_{i,7} \oplus (F_0(X_{i,6}) \oplus S K_{4i+3}), \quad X_{i+1,1} = X_{i,0}, \quad X_{i+1,2} = X_{i,1} \oplus (F_1(X_{i,0}) \oplus S K_{4i+4}), \quad X_{i+1,3} = X_{i,2}, \quad X_{i+1,4} = X_{i,3} \oplus (F_0(X_{i,2}) \oplus S K_{4i+1}), \quad X_{i+1,5} = X_{i,4}, \quad X_{i+1,6} = X_{i,5} \oplus (F_1(X_{i,4}) \oplus S K_{4i+2}), \quad X_{i+1,7} = X_{i,6},
\]

where \( F_0(x) = (x \ll 1) \oplus (x \ll 2) \oplus (x \ll 7) \) and \( F_1(x) = (x \ll 3) \oplus (x \ll 4) \oplus (x \ll 6) \) with \( \ll s \) denotes the \( s \)-bit left rotation. The swap of the byte positions is not executed in the last round. The round function is depicted in Fig. 7. We denote the internal state between \( F \) and the key addition by \( Y_{1,1}, Y_{1,5}, Y_{1,17} \) and the internal state right after the key addition by \( Z_{1,1}, Z_{1,5}, Z_{1,7} \). Finally, the post-whitening operation is performed as follows.

\[
X_{32,0} \leftarrow X_{32,0} \oplus W K_{4}, \quad X_{32,1} \leftarrow X_{32,1} \oplus W K_{5}, \quad X_{32,2} \leftarrow X_{32,2} \oplus W K_{6}, \quad X_{32,3} \leftarrow X_{32,3} \oplus W K_{7},
\]

The unit of the complexity is a single computation of \( n \)-bit XOR or \( n \)-bit modular addition.

Table 2 Summary of the complexity of the bitwise partial-sum.

<table>
<thead>
<tr>
<th>Target equation</th>
<th>Previous partial-sum</th>
<th>bitwise partial-sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Z = (X \oplus K) \oplus Y )</td>
<td>( 2^{3n} )</td>
<td>( n \cdot 2^{20+i+1} )</td>
</tr>
<tr>
<td>( Z = (X \equiv K) \oplus Y )</td>
<td>( 2^{3n} )</td>
<td>( n \cdot 2^{20+i+1} )</td>
</tr>
<tr>
<td>( Z = (X \equiv K) \oplus (Y \equiv K') )</td>
<td>( 2^{3n} )</td>
<td>( 2^{5n+1} )</td>
</tr>
<tr>
<td>( Z = (X \equiv K) \oplus (Y \equiv K') )</td>
<td>( 2^{3n} )</td>
<td>( 2^{5n+2} )</td>
</tr>
</tbody>
</table>

Fig. 7 Round function.
by Sasaki and Wang [17]. They applied the meet-in-the-middle technique to reduce the complexity. The condition for $\bigoplus X_{17,3}^0 = 0$ is written as

$$\bigoplus X_{18,4}^0 = \bigoplus Z_{17,3}^0.$$  (2)

Their key recovery phase is illustrated in Fig. 8. The characters with round parenthesis describe the partial decryption for $Z_{17,3}^0$ that involves 73 bits of subkeys and 40 bits of ciphertexts. The characters with square parenthesis describe the partial decryption for $X_{18,4}^0$ that involves 34 bits of subkeys and 25 bits of ciphertexts. The characters with angle parenthesis describe the overlapped part. If the key schedule is considered, the numbers of subkey bits to compute $Z_{17,3}^0$ and $X_{18,4}^0$ are 64 and 26 respectively. The dominant complexity is the computations for $\bigoplus Z_{17,3}^0$ (with round parenthesis) that requires $2^{40+64} = 2^{104}$ partial decryptions to analyze a single set.

To reduce the key space into 1, the attack is iterated 65 times. With some optimization, they perform this part with about $2^{100}$ partial decryptions. The final complexity was evaluated by considering the ratio of $F_0/F_1$ functions to be computed, which is $2^{106} \times 7/88 \approx 2^{102.35}$ 22-round HIGHT encryptions.

### 4.3 Exploiting Linearity for Optimizing Matching Position

Recall Eq. (2), which is the application of the meet-in-the-middle technique by [17]. It is based on the fact that the balanced bit $X_{18,4}^0$ can be written as a linear combination of two variables $X_{18,4}^0$ and $Z_{17,3}^0$. We show that we can extend this concept by exploiting the linear computations inside the round function. As is explained in [17], the complexity for computing $\bigoplus Z_{17,3}^0$ is always much bigger than the one for $\bigoplus X_{18,4}^0$. Therefore, we aim to reduce the number of subkeys involved in the computation of $\bigoplus Z_{17,3}^0$.

We observe that $Z_{17,3}^0$ is computed by $SK_{69} \oplus Y_{17,3}^0$. Because we only focus on the LSB, this computation is linear, i.e., $Z_{17,3}^0 = SK_{69} \oplus Y_{17,3}^0$. Therefore, $SK_{69}$ can be moved to the computation of $\bigoplus X_{18,4}^0$, namely $\bigoplus (X_{18,4}^0 \oplus SK_{69}^0) = \bigoplus Y_{17,3}^0$. This contributes to reduce the complexity of the dominant part by 1 bit. Furthermore, by utilizing the linearity of the $F_0$ operation, i.e., $Y_{17,3}^0 = X_{18,4}^0 \oplus X_{18,3}^0 \oplus X_{18,5}^0$, we can move more subkey bits from the dominant part. The transformation of the equation $\bigoplus (X_{18,4}^0 \oplus SK_{69}^0) = \bigoplus Y_{17,3}^0$ is as follows.

$$\begin{align*}
\bigoplus (X_{18,4}^0 \oplus SK_{69}^0) &= \bigoplus (X_{18,4}^0 \oplus X_{18,3}^0 \oplus X_{18,5}^0), \\
\bigoplus (X_{18,4}^0 \oplus SK_{69}^0) &= \bigoplus (X_{19,4}^0 \oplus X_{19,3}^0 \oplus X_{19,4}^0) \\
&\quad \oplus Z_{18,4}^0 \oplus Z_{18,3}^0 \oplus Z_{18,5}^0, \\
\bigoplus (X_{18,4}^0 \oplus SK_{69}^0) &= \bigoplus (X_{19,4}^0 \oplus X_{19,3}^0 \oplus X_{19,4}^0) \\
&\quad \oplus Y_{18,4}^0 \oplus X_{18,3}^0 \oplus X_{18,5}^0) \\
&\quad \oplus Z_{18,3}^0 \oplus Z_{18,3}^0 \oplus Z_{18,5}^0. 
\end{align*}$$  (3)

Finally, we use Eq. (3) for the match to identify the right key candidates. The entire structure is shown in Fig. 9. This reduces the number of subkey bits in the dominant part by 17 bits and the number of ciphertexts by 8 bits, thus the complexity of the attack can be reduced roughly by a factor of $2^{5}$.

### 4.4 Improved Integral Analysis on 22-Round HIGHT

We explain the details of the computation of $\bigoplus (Z_{18,3}^1 \oplus Z_{18,3}^0 \oplus Z_{18,3}^1)$, which is shown in Fig. 10. With the previous method in [17], the complexity is $2^{32} \cdot 2^{56} = 2^{88}$ partial decryptions, while our method, using the bit-wise partial-sum, computes it only with $2^{64} \cdot 2^{60}$ round function computations.

We first compute $C_1 \leftarrow F_0 (C_2)$ and $WK'_5 \leftarrow F_0 (WK_5)$ so that the $F_0$ function can be excluded from the analysis. Hence, we aim to recover the value of $WK'_5$ instead of $WK_5$.

Then, the partial decryption up to $X_{21,3}$ is written as

$$X_{21,3} \leftarrow (C_3 \oplus (SK_{55} \oplus (C'_2 \oplus WK'_5))).$$

The equation is not exactly the same as 4 equations analyzed in Sect. 3, but the similar procedure can be applied. Namely, for each key guess, the result is computed from the LSB.
to MSB bit by bit and the data is compressed for each bit. Moreover, we use the linear relations in the MSB, thus the data can be compressed with respect to the value of $C_3' \oplus C_2'$ before the analysis starts and 1-bit guess of $t$ MSB bit by bit and the data is compressed for each bit.

After we obtain the value of $X_{213}$ and then the corresponding $Y_{203}$, another pattern of the bitwise partial-sum appears for $X_{203} = (C_4 \oplus WK_6) \oplus (Y_{203} \oplus SK_5)$. However, the analysis is not simple in this time because $C_4$ is also used to compute $X_{213}$ and thus we cannot eliminate the value of $C_4$ after $Y_{203}$ is computed. Such a structure makes the attack complicated. In the following, we give the detailed attack procedure to compute $\bigoplus (Z_{183}^0 \oplus Z_{183}^6 \oplus Z_{183}^7)$.

1. Do a precomputation to make 2 look-up tables which return $F_0(x)$ and $F_1(x)$ for a given $x$.
2. Query $2^{56}$ plaintexts of the form $(A,A,A,A,A,A,A,C)$ to obtain the corresponding ciphertexts. Count how many times each 4-byte tuple $(C_2, C_3, C_4, C_5)$ appears and pick the ones that appear odd times. As a result, the number of texts to be analyzed is at most $2^{418} = 2^{32}$.
3. Convert $(C_2, C_3, C_4, C_5)$ into $(C_2', C_3', C_4, C_5)$ with the look-up table.
4. Compress the data with respect to $t_1 = C_2' \oplus C_1$ and obtain $2^{31}$ data of $(C_2^{0-6}, C_3^{0-6}, t_1, C_4, C_5)$. For each 15-bit guess of $(S K^{0-6}_8, WK^{0-6}_5, (S K^{0-6}_8 \oplus WK^{0-6}_5))$, compute $X_{213}$ with the bitwise partial-sum technique. The data is compressed to $2^{24}$ texts of the form $(X_{213}, C_4, C_5)$. This is converted into $(Y_{203}, C_4, C_5)$ with the look-up table.
5. For each 8-bit guess of $WK_6$, update $2^{24}$ data $(Y_{203}, C_4, C_5)$ into $(Y_{203}, X_{214}, C_5)$. Then, compute the corresponding $Y_{213}$ and add the value to the data to be analyzed. Hereafter, we regard $X_{214}$ and $Y_{213}$ are independent. Thus the data size increases to $2^{32}$.
6. Compress the data with respect to $t_2 = C_2' \oplus Y_{213}$ and $t_3 = X_{214}^6 \oplus Y_{203}^3$, and obtain $2^{30}$ data of $(C_5, Y_{213}^0, t_2, X_{214}^6, Y_{203}^0, t_3)$.
7. For each 8-bit guess of $SK_8$, compute $X_{203}$ with the bitwise partial-sum technique and compress the data to $2^{23}$ data of the form $(C_5^{0-6}, Y_{215}^{0-6}, t_2, X_{203})$. Then, convert the set into $(C_5^{0-6}, Y_{215}^{0-6}, t_2, Y_{191}, t_3)$ for the look-up table.
8. Compress the data with respect to $t_4 = t_2 \oplus Y_{193}^7$ and obtain $2^{22}$ data of the form $(C_5^{0-6}, Y_{215}^{0-6}, Y_{193}^0, t_4)$.
9. For each 16-bit guess of $(S K_{64}, S K_{77})$, compute $X_{193}$ with the bitwise partial-sum technique without using the optimization of guessing $S K_8 \oplus S K_{77}$ and compress the data to $2^8$ data of the form $X_{191}$.
10. For 8-bit guess of $S K_{73}$, compute $\bigoplus (Z_{183}^0 \oplus Z_{183}^6 \oplus Z_{183}^7)$ in bit-by-bit. Store the result in a table $T$.

We evaluate the complexity of each step.

- Step 1 requires $2^8 F_0$ and $F_1$ computations, which are negligible.
- Step 2 requires $2^{56}$ memory access to deal with the ciphertexts. The memory requirement is $2^{32} \cdot 4 = 2^{34}$ bytes.
- Step 3 requires $2^{32}$ table look-ups.
- In Step 4, because 2 subkeys and 1 modular addition are involved, the complexity of the bitwise partial-sum is $2^{21}n+1$, where $n = 8$. Hence, the complexity is $2^{41}$ round functions. The data is compressed to $2^{24}$ and then $2^{24}$ table look-ups are performed.
- Step 5 requires $2^{15}+2^{24}$ modular additions and table look-ups, which is less than $2^{27}$ round functions.
- The data size increases to $2^{32}$.
- Step 6 requires $2^{15}+2^{32}$ 2-bit XOR operation and table look-ups, which is less than $2^{27}$ round functions. The data is compressed to $2^{23}$.
- Step 7 requires $2^{15}+2^{24}$ 1-bit XOR computations, which is less than $2^{24}$ round functions. The data is compressed to $2^{22}$.
- In Step 9, the bitwise partial-sum for 2 subkeys is applied. Here, two optimizations discussed in Sect. 3 can be applied further. This makes the complexity of Step 7 $2^{15}+2^{30}+2 = 2^{28}$ round functions. The data is compressed to $2^{23}$.
- Step 8 requires $2^{15}+2^{24}$ 1-bit XOR computations, which is less than $2^{24}$ round functions. The data is compressed to $2^{22}$.
The complexities for steps 1 to 4 are negligible but for $2^{56}$ memory access in Step 2. The complexity for the remaining part is $2^{17} + 2^{50} + 2^{58} + 2^{54} + 2^{56} + 2^{54} \approx 2^{65.59}$ round functions. After the analysis, we obtain $2^{55}$ values in $T$. Note that besides the 1-bit value of $(Z'_{18,3} \oplus Z_{18,3}^0 \oplus Z_{18,3}^7)$, we also store 16-bit values of $WK_0$, $S\, K_{84}$, which are later used for the match. Hence, the memory requirement to construct $T$ is $2^{55} \times 16$ bits, which is $2^{56}$ bytes.

4.4.1 Left-Hand Side of Eq. (3)

We also evaluate the complexity to compute the left-hand side of Eq. (3). The entire computation structure is shown in Fig. 11.

This computation only involves 25 bits of the ciphertext and 35 bits of subkeys. Therefore the complexity is at most $2^{25+35} = 2^{60}$ partial decryptions even with the naive method. Because it is obvious that this part can be much lower complexity than the computation of $(Z'_{18,3} \oplus Z_{18,3}^0 \oplus Z_{18,3}^7)$, we omit the detailed explanation. However, to demonstrate the impact of the bitwise partial-sum, we show several approaches to optimize the computation.

- Both of $C_i^0$ and $WK_7^1$ linearly impact to the final sum exactly twice. Hence, their impacts are canceled. This reduces the data to be analyzed by 1 bit, and the number of key guesses by 1 bit.
- $S\, K_{87}, S\, K_{70}, S\, K_{69}^0,$ and $S\, K_{69}^1$ linearly impact to the final sum. Hence, 1-bit guess for their XOR value is enough. This reduces the number of key guesses by 3 bits.

In the end, the left-hand side of Eq. (3) is computed with a negligible cost compared to the other part.

4.4.2 Remaining Part

At the very beginning, the partial decryption for the last 5 rounds in Fig. 9 involved 75 subkey bits. We then reduced the number of guessed subkey bits by 1 bit for the left-hand side of Eq. (3) and 3 bits for the right-hand side of Eq. (3) by guessing linear combination of several subkey bits. Hence, the subkey space to be guessed is $71(= 75 – 1 – 4)$ bits.

The computation of the right-hand side of Eq. (3) involves 55 subkey bits and the computation of the left-hand side of Eq. (3) involves 32 subkey bits. We can check the match of 1 bit of the state with Eq. (3). Moreover, $WK_0$ and $S\, K_{84}$ are guessed in both sides of Eq. (3) independently, and thus we can check the match of those 16 bits. In the end, we check the match of 17(= 1 + 16) bits. After the match, we have $55 + 32 – 17 = 70$ bits of the candidates for the guessed 71-bit subkey space. In other words, the original 71-bit subkey space is reduced by 1 bit with a single set of $2^{56}$ plaintexts. Therefore, by iterating the analysis 71 times, the right key for these 71 subkey bits is obtained. After 71 subkey bits are recovered, the remaining key bits can be recovered by the exhaustive search with a cost about $2^{128–71} = 2^{57}$.

To sum up, the data complexity is $71 \times 2^{56} \approx 2^{62.15}$ chosen plaintexts. The computational complexity is $71 \times 2^{65.59} \approx 71^{74}$ round functions, $2^{62.15}$ memory access to deal with the ciphertexts, and $2^{57}$ 22-round HIGHT computations for the exhaustive search of remaining subkey space, which is about $(2^{71.74}/22 + 2^{57}) \approx 2^{67.28}$ 22-round HIGHT computations. The memory requirement of the attack is $2^{56}$ bytes.

Note that a tradeoff is available between data and time complexities. With $N$ sets of $2^{56}$ plaintexts, 71-bit subkey space is reduced to $2^{71–N}$ bits. Then, the cost of the exhaustive search becomes $2^{71–N+57} = 2^{128–N}$. Hence, the attack is faster than the brute force attack on 128 bits even with a single set of $2^{56}$ plaintexts.

4.5 New Integral Analysis on 26-Round HIGHT

In [22], Zhang et al. presented another 17-round integral distinguisher. For a set of $2^{56}$ plaintexts with the form of $(A, A, A, C, A, A, A, A)$, the state after 17 rounds, $(X_{17,7} || \cdots || X_{17,0})$, has the form of $(B^0, ?, ?, ?, ?, ?, ?, ?)$. Different from the previous 22-round attack [17], we use this distinguisher. This is because subkey relations in this distinguisher are more advantageous than the other one when 9 rounds are appended to the distinguisher. In fact, we could not attack 26 rounds with the other distinguisher.

With the same transformation as for obtaining Eq. (3), $\bigoplus X_{17,7}^0 = 0$ can be transformed as

$$\bigoplus (X_{18,0}^0 \oplus S\, K_{71}^0 \oplus X_{19,0}^0 \oplus X_{19,0}^0 \oplus X_{19,0}^7) = \bigoplus (Z_{18,7}^1 \oplus Z_{18,7}^0 \oplus Z_{18,7}^7).$$

(4)

The computation for the right-hand side of Eq. (4) requires much more complexity than the left-hand side. The partial decryption for obtaining $\bigoplus (Z_{18,7}^1 \oplus Z_{18,7}^0 \oplus Z_{18,7}^7)$ is shown in Fig. 12. The computation involves 96-bit keys $K_0, \ldots, K_4, K_5, \ldots, K_9, K_{10}, K_{11}, K_{14}, K_{15}$ and all ciphertext bytes are related.

We first describe a relatively simple procedure with the
The complexity for each step is as follows.

1. The complexity for Step 1 is $2^{64}$ memory access.
2. The complexity for Step 2 is less than $2^{16} \cdot 2^{64} = 2^{80}$ round functions.
3. The complexity for Step 3 is less than $2^{16} \cdot 2^{24} \cdot 2^{56} = 2^{96}$ round functions.
4. The complexity for Step 4 is less than $2^{40} \cdot 2^{24} \cdot 2^{48} = 2^{112}$ round functions.
5. The complexity for Step 5 is less than $2^{64} \cdot 2^{16} \cdot 2^{40} = 2^{120}$ round functions.
6. The complexity for Step 6 is less than $2^{80} \cdot 2^{16} \cdot 2^{32} = 2^{128}$ round functions.
7. The complexity for Step 7 is less than $2^{96} \cdot 2^{20} \cdot 2^{24} = 2^{120}$ round functions.
8. The complexity for Step 8 is less than $2^{96} \cdot 2^{20} \cdot 2^{28} = 2^{112}$ round functions.
9. The complexity for Step 9 is less than $2^{96} \cdot 2^{20} \cdot 2^{28} = 2^{104}$ round functions.

The entire complexity is the sum of the complexity for each step. The dominant part is Step 6, which requires about $2^{128}$ round function computations with the bytewise partial-sum. We explain that the bitwise partial-sum can be applied to Step 6 to reduce the complexity.

Step 6 starts from $2^{32}$ texts of $(Z_{20,7}, X_{34,4}, X_{24,3}, X_{23,1})$, and the goal is obtaining $2^{24}$ texts of $(Z_{20,7}, X_{22,2}, X_{22,1})$ with guessing two subkeys $(K_8, K_1)$. At first, we update $2^{32}$ texts into $(Z_{20,7}, X_{34,4}, X_{34,3}, Y_{22,1})$, and we guess 1-byte key $K_8$ and update $2^{32}$ texts into $(Z_{20,7}, X_{22,2}, X_{24,3}, Y_{22,1})$. Up to here, the complexity for the guess of $K_8$ is less than $2^{80} \cdot 2^{8} \cdot 2^{32} = 2^{120}$ round functions. We then apply the bitwise partial-sum to guess $K_1$. First of all, by exploiting the MSB, $2^{32}$ texts is compressed into $2^{31}$ texts of $(Z_{20,7}, X_{22,2}, X_{24,3}, Y_{22,1})$, where $i'$ is $X_{24,3}^{i} \oplus Y_{22,1}$. Then, compute $X_{22,1}$ bit-by-bit from the LSB to MSB to obtain $2^{24}$ texts of $(Z_{20,7}, X_{22,2}, X_{22,1})$. This is a single-key case with 1 modular addition. The complexity is about $n \cdot (2^{88}+32+1) = 2^{124}$ round functions, where $n = 8$.

Finally, for a single set of chosen plaintexts, the sum of the complexity for all steps is $2^{64}$ memory access and $2^{80}+2^{96}+2^{112}+2^{120}+(2^{120}+2^{124})+2^{120}+2^{112}+2^{104} \approx 2^{124.25}$ round functions, which is $2^{124.25} / 26 \approx 2^{119.55}$ 26-round HIGHT computations. The data complexity is $2^{56}$ chosen plaintexts. For each $2^{89}$ guess, we store guessed 12 bytes and 1-bit information for the match of the sum. Hence, the memory requirement is about $12 \cdot 2^{96} \approx 2^{99.58}$ bytes.

The computation for the left-hand side of Eq.(4) is depicted in Fig.13, which involves 89-bit keys $K_6, \ldots, K_1, K_3, K_7, K_6, K_9, K_{11}, K_{12}, K_{15}$ and 57 bits of ciphertext are related. The complexity is significantly smaller than the right-hand side of Eq. 4. For each $2^{89}$ guess, we obtain the guessed 89 key bits and 1-bit information for the match of the sum.

4.5.1 Remaining Part

The partial decryption for the last 9 rounds involves 113 sub-
key bits, which are all bits but for 7 bits of $K_0$ and 8 bits of $K_{13}$. The computation of the right-hand side of Eq. (4) involves 96 subkey bits and the computation of the left-hand side of Eq. (4) involves 89 subkey bits. Both sides include 72 subkey bits in common.

With one plaintext set, the right-hand side of Eq. (4) provides $2^{96}$ candidates and the left-hand side of Eq. (4) provides $2^{89}$ candidates. Hence, we check the match of 2185 pairs. We can check the match of 72 subkey bits and 1 bit of the state with Eq. (4), in total 73 bits. As a result, $2^{185} \cdot 73 = 2^{112}$ subkey candidates are obtained for the 113-bit subkey space. In other words, the 113-bit subkey space is reduced by 1 bit with a single set of 256 plaintexts. Note that we need to store the suggested $2^{112}$ subkey candidates, which is $12 \times 2^{112} = 2^{115.58}$ bytes. This is the bottle-neck of the memory complexity.

Suppose that we use $N$ sets of 256 plaintexts. Then, 113-bit subkey space is reduced to $2^{113-N}$ bits with a time complexity of $N \cdot 2^{119.55}$ 26-round HIGHT computations. We perform the exhaustive search for the remaining subkey space, which is $2^{113-N}$ bits plus uninvolved 15 bits. Hence, the cost of the exhaustive search is $2^{113-N+15} = 2^{128-N}$ 26-round HIGHT computations. To balance the time complexity of two parts, we obtain the following equation:

$$N \cdot 2^{119.55} = 2^{128-N},$$

$$ \Rightarrow N + \log_2 N = 8.45.$$  

$N = 6$ makes the above equation most balanced. As a result, the data complexity is $6 \cdot 2^{56} \approx 2^{58.58}$ chosen plaintexts. The time complexity for analyzing 113 subkey bits is $N \cdot 2^{119.55} \approx 2^{122.13}$ 26-round HIGHT computations. The time complexity for the exhaustive search is $2^{128-N} \approx 2^{122}$ 26-round HIGHT computations. In total, the final time complexity is $2^{122.13} + 2^{122} \approx 2^{123.07}$ 26-round HIGHT computations. The memory complexity is $2^{115.58}$ bytes for storing the $2^{112}$ suggested subkey candidates after analyzing the first set of 256 plaintexts.

5. Concluding Remarks

In this paper, we presented the bitwise partial-sum technique that can reduce the complexity of the integral analysis against ARX based designs. The technique computes equations bit-by-bit from the LSB to the MSB and keeps the data size as small as possible by compressing the data with respect to the value of the guessed bit position and the carry value to the next bit position. We applied this technique to the integral analysis on HIGHT. We also proposed an improvement specific to HIGHT, which exploits the linearity of the computations inside the round function. Due to these efforts, we could improve the complexity of the previous 22-round attack, and moreover, the number of attacked rounds were extended up to 26 steps. Although our attack only can work for a smaller number of rounds compared to impossible differential attack, we believe that several new observations together with a significant improvement for the integral analysis lead to a deeper understanding.
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