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Abstract: A major change has been recently witnessed in networked distributed storage systems (NDSS), with increased use of erasure codes in lieu of replication for realizing data redundancy. Yet, both the industry and academic research communities are still trying to derive most advantage from the trade-offs between storage overhead and reliability that erasure codes provide, while optimizing them to satisfy specific storage needs like repairability and better degraded read performance.

Many newly proposed coding strategies for NDSS exploit the storage nodes’ computational ability to improve on repairability by applying network coding techniques. However, not every storage node in a NDSS is necessarily endowed with computing capability.

This paper studies the effects of passive nodes, i.e., without computational ability, on the repairability of erasure coded data, and how they may impair the promised performance of novel coding techniques. In particular, we provide a lower bound on the minimum storage overhead needed, which could be used as a guideline to evaluate the price to pay in storage overhead to achieve bandwidth efficient repairability when combining passive nodes with erasure coding techniques.
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1 Introduction

The problem of repairing erasure-coded data in networked distributed storage systems, i.e., replenishing data redundancy lost due to failure of storage nodes, has been extensively researched in the recent years. When some nodes fail, the data that they contained needs to be reproduced at some live nodes, to maintain the level of redundancy in the system,
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hence ensuring reliability over time. Different code designs have been proposed for a better repairability (see [10] for a survey): (i) presence of local parities ([6] originally for improved degraded reads, [7, 5, 3] also for degraded reads), (ii) reduction of repair bandwidth [2, 14, 8], or (iii) minimization of the number of live nodes contacted for repair [9, 13, 11, 4]. One of the earliest and prominent approach for bandwidth efficient repairs is based on network-coding techniques first proposed in [2], where it is assumed that all the storage nodes can actively carry out necessary computational tasks. The cornucopia of follow-up works on the topic are based on the same assumption that all storage nodes (can) play an active role in the repair process, while some code instances are also known to perform repair on the contrary by simply transferring pieces of data (see e.g. [12] for an earlier construction of so-called repair by transfer). The assumption that all nodes are active fits certain environments, e.g. peer-to-peer storage systems or compute-centric storage clusters such as HDFS [1], where all the nodes typically do have computing resources. However, in other storage intensive application scenarios, such as ‘cold storage’ or backup of data seldom used, investing on computationally powerful hardware attached with each storage unit may not make sense. Instead, one often encounters systems comprising of a mix of nodes - some of which provide only storage - i.e., data can be written into or read from them, but these nodes do/can not participate in any computational tasks, while the others can carry out both storage as well as computations. Another potential application is that of a storage system upgrade, where active nodes are added to a cluster composed of only active nodes, to improve the system repairability, and/or reliability.

It is thus important to revisit the problem of repairability of erasure coded distributed storage systems taking into account the possible disparity of storage nodes in terms of their ability to compute. To that end, we make the following main contributions in this paper:

(i) We generalize the original min-cut bound analysis [2] to take into account passive and active nodes, yielding a lower bound on the storage overhead as a function of the repair bandwidth of active and passive nodes. The original storage overhead - repair bandwidth trade-off is obtained as the particular case where all storage nodes are active. Likewise, the traditional approach of repairing erasure coded data, where one node would download enough encoded blocks and re-encode and re-insert the lost data into the system is obtained as another extreme case where all storage nodes are passive. We further focus on two particular regimes comprising a mixture of passive and active nodes, when both active and passive nodes have the same download bandwidth, and when they have the same repair degree.

(ii) We illustrate how some known code instances fit different regimes exhibited by our analysis.

(iii) We draw conclusions from our study, in terms of impairment provoked by the presence of passive nodes, in particular in terms of increase of storage overhead. This is particularly useful for the two regimes that include a mixture of passive and active nodes.

This paper is organized as follows. In Section 2, we formalize erasure coding for networked distributed storage systems, and propose a model for active and passive nodes, together with a motivating example. Section 3 contains a generic bound, where two extreme cases are identified (the case of all nodes being active, respectively passive), together with fitting known code instances. Section 4 and Section 5 are each dedicated to a special regime of mixed active-passive nodes, respectively when both active and passive nodes have the same repair degree (Section 4), and when they have the same download bandwidth (Section 5), where a refinement of the lower bound on the storage overhead is computed, and illustrated. Insights on the results are elaborated.
Consider a network of storage nodes, where data objects are stored using erasure codes, or more precisely linear erasure codes. Given a data object \( o \), represented as a row vector of length \( B \) over some alphabet, typically the finite \( \mathbb{F}_q \), with \( q \) a prime power, a linear erasure code is a family of \( l \) row vectors \( v_i \) of length \( B \), \( l \geq B \). Encoding consists of computing the inner products \( o^T v_i, i = 1, \ldots, l \) which are referred to as encoded pieces, or encoded fragments. This may be written in matrix form as

\[
o [v_1^T, v_2^T, \ldots, v_l^T] = [o v_1^T, \ldots, o v_l^T].
\]

As such, an \((l, B)\) linear erasure code is a linear map that transforms the data object \( o \in \mathbb{F}_q^B \) to \((o v_1^T, \ldots, o v_l^T) \in \mathbb{F}_q^l \), and the \( l \) encoded fragments are allocated to \( N \) storage nodes across the network. Typically \( l \) divides \( N \), so that every node stores the same number of encoded fragments from \( o \). Replication is, for instance, a particular case of erasure coding. Take \( l = 3B \), and the vectors \( v_i = v_{B+i} = v_{2B+i}, i = 1, \ldots, B \) to be the whole zero vector, but for a 1 in the \( i \)th position, that is:

\[
o [I_B I_B I_B] = [o, o, o],
\]

where \( I_B \) is the \( B \)-dimensional identity matrix. Then \( o \in \mathbb{F}_q^B \mapsto (o, o, o) \in \mathbb{F}_q^{3B} \), namely, we get a 3-way replication scheme.

2.1 Active versus Passive Storage Nodes

We are interested in the repair processes, given that the data objects are now encoded using linear erasure codes. Suppose that a node fails. Then, to reconstruct the content lost due to this failure, some storage node will have to contact several live nodes, download data from them, and possibly perform computations, depending on the erasure code used.

The model that we propose to study in this paper assumes that not all storage nodes are endowed with computational abilities. Thus we distinguish two kinds of storage nodes, active and passive nodes. We call a node to be active if it has (uses) computational capabilities for carrying out repairs, and passive otherwise. Among the \( N \) nodes storing a data object \( o \), we assume that \( N_1 \) are active storage nodes, while the other \( N_2 \) nodes are passive \( (N = N_1 + N_2) \). Note that the total number of storage nodes in an overall system \( N_{tot} \) could be much larger than the number of nodes used to store a single object, i.e., \( N_{tot} >> N \).

To understand the effect of passive nodes in the storage network, we adopt the point of view of trade-offs between the amount of stored data, versus the repair bandwidth needed to perform one node repair.

In this context, we make the assumption that passive nodes are able to up/download data without loss of generality. Indeed, to be useful, the data contained in the storage nodes need to be accessible, thus either (1) the nodes are capable of transferring the data by themselves, or (2) there must be some helper nodes in the system, which can access the storage nodes, to either read or write some content. Now saying that the helper node(s) are only accessing data (with no computational ability) is equivalent, as far as bandwidth is concerned, to say that the storage nodes are transferring data themselves. If the helper node(s) however also have computational power, the scenario reduces to have that of active nodes. Likewise, in this model, if such helper nodes are used, it is assumed that they have no storage capacity.
Otherwise, it is just the same as passive nodes which can transfer data on their own. Helper nodes, if any, are thus not counted among the \( N \) storage nodes, but justify our assumption.

We provide a small example to motivate our approach. We will also use this example to illustrate several of the different features that are desired for a storage code. Even though this paper focuses on the storage overhead and repair bandwidth, other properties - reliability and degraded reads- should be kept in mind.

**Example 1:** Consider \( N = 5 \) nodes, one of which is passive, meaning that it can only repair a node failure by downloading existing data, but cannot compute. These \( N = 5 \) nodes store a data object \( o \) represented as twelve pieces of data denoted by \( A_1, \ldots, A_8, P_1, \ldots, P_4 \), where the notation is chosen to emphasize that the passive node stores only the four \( P \)'s, while the active nodes store the eight first pieces, as well as some other linear combinations (or copy) of the twelve pieces. The erasure code used (1) keeps the original data \( A_1, \ldots, A_8, P_1, \ldots, P_4 \), (2) replicates \( P_1, \ldots, P_4 \), and (3) computes four encoded blocks from \( A_1, \ldots, A_8 \), which are \( A_3 + A_6, A_5 + A_8, A_7 + A_2, A_1 + A_4 \). Using the formalism of the system model, this erasure code may alternatively be described using the vectors \( v_1, \ldots, v_{12} \): the vectors \( v_1, \ldots, v_{12} \) form a 12-dimensional identity matrix, the vectors \( v_{13}, \ldots, v_{16} \) are all-zero vectors but for a 1, in the 13th, 14th, 15th and 16th position, respectively. Finally \( v_{17}, \ldots, v_{20} \) are all-zero vectors but for two 1’s, in positions 3, 6, for \( v_{17}, 5, 8 \) for \( v_{18}, 7, 2 \) for \( v_{19} \) and 1,4 for \( v_{20} \).

**Data Placement.** In the example illustrated in Figure 1, we consider node 5 to be passive (and nodes 1 to 4 to be active), and the data along with redundancy for fault-tolerance is distributed among the five nodes in the following fashion:

\[
\begin{align*}
\text{node 1} & : A_1, A_2, A_3 + A_6, P_1 \\
\text{node 2} & : A_3, A_4, A_5 + A_8, P_2 \\
\text{node 3} & : A_5, A_6, A_7 + A_2, P_3 \\
\text{node 4} & : A_7, A_8, A_1 + A_4, P_4 \\
\text{node 5} & : P_1, P_2, P_3, P_4 
\end{align*}
\]

**Object Recovery.** All the twelve original pieces of the data can be accessed by contacting any four available nodes. They can be read directly if nodes 1 through 4 are accessed, since they contain systematic pieces, and by downloading the relevant three pieces from each of these four nodes, thus incurring a total download of precisely 12 pieces of data. The term **systematic piece** refers to a piece of data which appears unchanged in a codeword.

**Degraded Read.** It refers to the need of reading an unavailable systematic piece. Suppose now that node 1 becomes unavailable. In that case, since not all the systematic pieces are directly available, the data accessor will experience a degraded read, but nevertheless be able to access all the pieces, particularly by reconstructing \( A_1 \) by using \( A_4 \) from node 2, and \( A_1 + A_4 \) from node 4, and likewise, \( A_2 \) can be derived from \( A_7 + A_2 \) and \( A_7 \) obtained from nodes 3 and 4 respectively. In this particular example, the degraded read still required the transfer of twelve data pieces, but incurred additional computation on the part of the data accessor to rebuild the missing systematic pieces.

**Repair of the Passive Node.** The 5th node can clearly be repaired passively in the event of a failure, by contacting every other live node, and downloading \( P_i \) from node \( i \).

**Repair of an Active Node.** If one of the other nodes fail instead, computations during the repair process cannot be avoided. If say node 1 fails, the download of (i) \( A_4, A_1 + A_4 \), from respectively nodes 2 and 4, (ii) \( A_7, A_2 + A_7 \) from respectively nodes 4 and 3, (iii)
Figure 1 An example where twelve pieces of a data object $A_1, \ldots, A_8, P_1, \ldots, P_4$ are stored across five nodes - four active and one passive (the last row indicates the passive node in this example). The data layout is such that the whole object can be read by contacting any four of the five nodes (tolerating a single fault). Each node is indicated using dotted box, and stores four pieces. Fault-tolerance is achieved through redundancy. The redundant information is indicated using shaded boxes. So, in this example, all in all, twenty pieces are stored in order to ensure that the original twelve pieces can be accessed even if there is one node failure, implying that the storage overhead is $20/12 = 1.667 \times$. The pieces stored in any one of the five nodes can also be rebuilt using the pieces at the other nodes, but by downloading data less in volume than the size of the whole object (namely, twelve pieces), and subject to the constraint that node 5 has to be rebuilt at a passive node.

$A_3, A_6$ from respectively nodes 2 and 3, and (iv) $P_1$ from node 5, allows to complete the repair of node 1. It would involve the download of two pieces of data from nodes 2, 3 and 4 and only one piece from node 5, incurring in total, seven pieces of data transfer.

The above example emphasizes the different repair processes, depending on the computational ability of the nodes. Note furthermore that for rebuilding the affected information subsequent to a failure of either of a passive node, or an active node, the amount of data transfer is less than the amount of data corresponding to the size of the whole object. Hence, the repair of a single failure is bandwidth efficient with respect to a naive approach, where the whole data may have to be downloaded in order to re-encode and recreate the missing pieces. We will in fact see next, that there are trade-offs on how much expected bandwidth is consumed for repairs, versus how much storage overhead is necessary in the system in order to facilitate such bandwidth efficient repairs.

2.2 Storage Capacity and Repair Bandwidth

We make the assumption that every storage node, active or passive, has the same storage capacity $\alpha$, that is, they store exactly $\alpha$ amount of encoded fragments of the data object $o$. The length $l$ of the code is thus $N\alpha$. The $(N\alpha, B)$ linear erasure code used should be such that when a data collector wants to recover $o$, he should be able to do so by contacting any choice of $k$ storage nodes. Note that there are other classes of erasure codes, e.g., those minimizing the number of live nodes to be contacted per repair [9, 13, 11], which trade this property of data retrievability from an arbitrary $k$ nodes, in order to carry out repairs with
fewer ($< k$) live nodes. The min-cut analysis argument we use in this paper does not apply to such codes.

Given the assumption of data retrievability from any choice of $k$ storage nodes, the amount $\alpha$ of data stored at each node (or number of coefficients in $\mathbb{F}_q$) must be at least $B/k$. Indeed, if there is one node which stores less than $B/k$, then by contacting a set of $k$ nodes, which includes the node that has less than $B/k$ amount of data, the total amount of data gathered would be less than $B$, and recovering the data object will not be feasible. The case when every node exactly stores $\alpha = B/k$ amount of data is sometimes referred to as the minimum storage repair (MSR) point. At MSR point, the linear code used is more easily linked to codes as classically described in coding theory. Then the object $o$ is cut into $k$ pieces of length $B/k$, these $k$ pieces are mapped to $N$ encoded pieces, $N > k$, using an $(N, k)$ code.

The amount of data downloaded at one node per repair depends on the repair degree, which is the number of live nodes contacted (say $d_1$ nodes for active nodes, and $d_2$ nodes for passive nodes), and the download bandwidth, or amount of bandwidth used per live contacted (say $\beta_1$ from a live node to an active node, and $\beta_2$ from a live node to a passive node). Since a node stores $\alpha$ amount of data, a repaired node must contain the same amount $\alpha$, and thus the data downloaded during repair must be at least $\alpha$, that is

$$d_1 \beta_1 \geq \alpha, \quad d_2 \beta_2 \geq \alpha.$$ (1)

For a passive node, we put the additional constraint that

$$\beta_2 d_2 = \alpha.$$ (2)

Indeed, if a node has no computational power, then it will store exactly what it downloaded, put otherwise, it has no reason to download more than what it stores, since it cannot compute and store any other kind of derived results instead. However, this is of course not a complete characterization, in that it is also possible for an active node to download only $\alpha$. This constraint is however enough to obtain a bound on the repair bandwidth involving passive nodes. The numbers $d_1, d_2$ of nodes contacted are assumed to be at least $k$. This is needed to deal with the minimum storage point where $\alpha = B/k$. Indeed, if a repair could be done by contacting less than $k$ nodes, then there would be linear dependencies among the vectors $v_1, \ldots, v_l$, and the data collector would not be able to reconstruct the data object by contacting these $k$ nodes with linear dependencies.

For ease of reference, the notations and assumptions explained in this section are summarized in Table 1.

3 General Bounds on the Repair Bandwidth

To evaluate the impact of the presence of passive nodes in the system, we make use of a standard technique [2], that of computing a min-cut bound in an information flow graph, as illustrated in Fig. 2.

The data to be stored is represented as a graph: (1) a data owner uploads the object to be stored over the network, (2) whenever there is a repair, the data flows from live nodes to the node performing the repair, and (3) when the data collector wants the object back, he contacts $k$ live nodes, and the data flows from them to him. A min-cut in this graph gives a
Table 1 Summary of the notations and assumptions.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>number of storage nodes to store one object (helper nodes are not counted)</td>
</tr>
<tr>
<td>$N_{tot}$</td>
<td>total number of storage nodes in the overall system ($N_{tot} \gg N$)</td>
</tr>
<tr>
<td>$o$</td>
<td>object to be stored</td>
</tr>
<tr>
<td>$B$</td>
<td>size of one object to be stored across $N$ nodes</td>
</tr>
<tr>
<td>$k$</td>
<td>number of live nodes contacted for object retrieval</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>amount of data stored at each storage node (for one object) ($\alpha \geq B/k$)</td>
</tr>
<tr>
<td>$v_1, \ldots, v_l$</td>
<td>family of vectors that define the linear erasure code used ($ov^T_1, \ldots, ov^T_l$ are stored encoded fragments)</td>
</tr>
<tr>
<td>$N_1$</td>
<td>number of active nodes storing a specific object $o$</td>
</tr>
<tr>
<td>$k_1$</td>
<td>number of active nodes involved in a min-cut</td>
</tr>
<tr>
<td>$d_1$</td>
<td>number of live nodes contacted by an active node to repair or repair degree ($k \leq d_1 \leq N - 1$)</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>amount of data downloaded per repair by an active node or download bandwidth ($\beta_1d_1 \geq \alpha$)</td>
</tr>
<tr>
<td>$N_2$</td>
<td>number of passive nodes storing a specific object $o$ ($N_1 + N_2 = N$)</td>
</tr>
<tr>
<td>$k_2$</td>
<td>number of passive nodes involved in a min-cut ($k_1 + k_2 = k$)</td>
</tr>
<tr>
<td>$d_2$</td>
<td>number of live nodes contacted by a passive node to repair ($k \leq d_2 \leq N - 1$)</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>amount of data downloaded per repair by a passive node ($\beta_2d_2 = \alpha$)</td>
</tr>
</tbody>
</table>

Figure 2 An information flow graph showing the flow of the stored data from the moment it is uploaded by a data owner until it is recovered by a data collector. In case of failure, the data is repaired at another node.
constraint on the flow of data that must circulate from the data owner to the data collector, in order for the latter to recover the object. We will follow these steps:

1. Compute a min-cut bound in the information flow graph. The size $B$ of the stored object must be less than the bound to indicate that sufficient information has been retained in the system over a period of time (undergoing failures and repair processes), otherwise it would mean that too much data is lost preventing the object recovery.

2. Set equality between the min-cut bound and $B$. Under this constraint, optimize the storage capacity as a function of the repair bandwidth.

To discern the effect of passive nodes in the min-cut bound, we consider that among the $k$ nodes accessed by a data collector arbitrarily out of the $N$ nodes, $k_1$ of them are active nodes, while $k_2$ (where $k = k_1 + k_2$) are passive. We will see in the subsequent analysis that supporting passive nodes increases the overheads. Note that in the worst case scenario, up to $N_2$ passive nodes may get contacted. Thus, once a code to be used for storing an object is decided based on an assumed choice of $k_2$ (and corresponding overheads), the system needs to ensure that the invariant $N_2 \leq k_2$ is satisfied for it to function properly.

We start with a very generic expression.

**Proposition 1:** A min-cut bound between the data owner and data collector is

$$\sum_{i=0}^{k-1} \min\{\alpha, (d_1 - i)\beta_1, (d_2 - i)\beta_2\}$$

which is further minimized under the constraint that there are $k_1$ terms of the form $(d_1 - i)\beta_1$, and $k_2$ terms of the form $(d_2 - i)\beta_2$, with $k_i \leq N_i$.

At the first repair, if an active node is repaired, a contribution to the cut involves the minimum between the storage capacity, and the repair bandwidth, which is of $d_1\beta_1$. It is also the minimum between the storage capacity and the repair bandwidth, of $d_2\beta_2$ this time, if the node is passive. This gives

$$\min\{\alpha, d_1\beta_1, d_2\beta_2\}.$$  

At the $i + 1$th repair, the contribution to the cut is similarly

$$\min\{\alpha, (d_1 - i)\beta_1, (d_2 - i)\beta_2\}.$$  

Now, there are exactly $k_1$ active nodes which were repaired, thus there are exactly $k_1$ terms of the forms $(d_1 - i)\beta_1$ in the sum, and $k_2$ terms of the forms $(d_2 - i)\beta_2$. Since there is no control on the sequence in which nodes may fail (and be repaired accordingly), and from which live nodes data is downloaded for repairs, but yet $B$ amount of data does need to flow through the network, the minimum of (3) must be considered, over all the possible configurations of $k_1$ active and $k_2$ passive nodes. □

The min-cut bound (3) takes nicer forms when something is known about $d_1$, $d_2$ and $\beta_1, \beta_2$. We will next study some specific cases accordingly. Before doing so, we will like
to highlight a few crucial aspects on how to interpret the results of the presented min-cut bound analysis.

The min-cut bound provides a necessary condition which needs to be satisfied for an object to be retrievable, but the analysis itself does not guarantee (i.e., the analysis does not provide a sufficient condition for) the existence of a code which may realize the properties. Nor does the analysis itself provide any concrete clues on relevant code constructions.

Furthermore, we only study the information flow, but not how this information is actually represented. Hence, hypothetically speaking, when some pieces of data are lost, the repair process may lead to the creation of pieces which are not bit-wise identical, even though the same amount of information is preserved. In the literature, coding strategies which recreate bit-wise identical pieces are known as exact repair, while those that recreate the redundancy for functional correctness, but not identical to what was lost, are known as functional repair.

Finally, we will like to note that the study carried out in this paper looks at single repair process at a time in isolation, though over a period of time, many such single repairs may happen in sequence. For the case of all active nodes, a generalization has been studied in the literature, variously known as collaborative/cooperative regenerating codes [14, 8] which investigate the scenario where multiple failures are simultaneously repaired, and the repairing nodes collaborate among each other. Such collaboration can further reduce the repair cost per repair. Our current work may likewise be generalized to the case of multiple simultaneous repairs, an aspect we defer for the future. Here, we focus only on the case of single repair at a time. Note that, multiple, uncoordinated repairs may be performed in parallel, but it will just not have the benefit of further repair bandwidth reduction that collaborative repairs provide.

3.1 The Active Node Only Case

When all the nodes involved in the min-cut are active, then \( k = k_1 \) and this is the result obtained in [2].

**Corollary 2:** If all the \( k \) nodes involved in the min-cut are active, then

\[
\sum_{i=0}^{k-1} \min\{\alpha, (d_1 - i)\beta_1\}.
\]

In this case, \( k_2 = N_2 = 0 \), and the repair bandwidth is \( d_1\beta_1 \) for every repair node.

The min-cut tells how much information is necessary to be preserved inside the network for object recovery. Given this constraint, one may minimize the storage overhead, as shown in [2], where it was proven that under the constraint

\[
\sum_{i=0}^{k-1} \min\{\alpha, (d_1 - i)\beta_1\} = B,
\]

the minimum storage overhead \( \alpha = \alpha(d, \beta) \) is a piecewise linear function given by

\[
\alpha(d, \beta) = \begin{cases} 
\frac{B}{k} & d\beta \in [f(0), +\infty) \\
\frac{B}{d_1} \left( \frac{2d - 2k + i + 1}{k - 1} \right) d\beta & d\beta \in [f(i), f(i - 1)] 
\end{cases}
\]
Figure 3  The storage $\alpha$ on the $y$-axis is shown as a function the repair bandwidth $d\beta$ shown on the $x$-axis. The parameters used are those of Example 2, namely $B = 9$, $k = 3$, $d = 4$ for the lower curve, and $d = 3$ for the upper one.

where

$$f(i) = \frac{2Bd}{(2k - i - 1)i + 2k(d - k + 1)}.$$  \hspace{1cm} (5)

An illustration of the trade-off is found on Figure 3. We observe that the minimum storage $\alpha$ at every node is 3 (for both curves), while the minimum repair bandwidth is 4 (only for the lower curve).

3.2 The Passive Node Only Case

If every node is passive, then $N_1 = k_1 = d_1 = 0$, and $k = k_2$. The constraint $d_2\beta_2 = \alpha$ then gives the following simplified min-cut bound.

**Corollary 3:** If all the $k$ nodes involved in the min-cut are passive, then a min-cut bound is

$$k \left( \alpha - \beta_2 \frac{k - 1}{2} \right).$$

Using (3), the min-cut is given by

$$\sum_{i=0}^{k-1} \min\{\alpha, (d_2 - i)\beta_2\} = \sum_{i=0}^{k-1} \min\{\alpha, \alpha - i\beta_2\}$$
\[ k\alpha - \sum_{i=0}^{k-1} i\beta_2 = k\alpha - \beta_2 \frac{k(k-1)}{2} \]

since \( \alpha = d_2\beta_2 \)

From

\[ k \left( \alpha - \beta_2 \frac{k-1}{2} \right) = B, \]

we get a repair bandwidth per node of \( d_2\beta_2 \) and

\[ \alpha - \beta_2 \frac{k-1}{2} = B/k. \]

**The minimum storage repair (MSR) point**

Clearly if \( \alpha = B/k \), this forces

\[ \beta_2 \frac{k-1}{2} = 0 \]

that is \( k = 1 \), corresponding to replication, and conversely, \( k = 1 \) implies that \( \alpha = B/k \).

**Beyond the MSR point**

Suppose now that \( \alpha = a(B/k) \) for some \( k > a > 1 \). Then

\[ \beta_2 = \frac{B}{k} \frac{2(a-1)}{k-1}. \]

For example, when \( a = 2 \) and \( k = 3 \), then

\[ \beta_2 = \frac{B}{k} \frac{2}{k-1}. \]

and thus:

\[ \alpha = 2B/3, \ \beta_2 = B/3. \]

The following family of codes proposed in [12] carries out repair by transfer, and is suitable for the all passive nodes scenario. Consider a complete graph of \( N \) vertices, thus with \( (N-1)N/2 \) edges. Label every edge by \( i, i = 1, \ldots, (N-1)N/2 \), and each of the \( N \) nodes stores \( N-1 \) amount of data, given by \( ov_i^T \), where \( i \) corresponds to the edges of
the chosen node. To retrieve the object, the content of \(k\) nodes is needed, thus if the object is of length \(B\), one gets
\[
k (N - 1)
\]
equations. If the \(v_i\) are all linearly independent (in particular, \(B \geq (N - 1)N/2\)), then
\[
k (N - 1) - \frac{k - 1}{2}
\]
linearly independent equations, which is then the size \(B\) of the object.

**Example 2:** Suppose that the network is composed of \(N = 5\) passive storage nodes. Then the graph has 10 edges, and the code is made of 10 vectors \(v_1, \ldots, v_{10}\) which are linearly independent, e.g., \(v_i\) is the whole zero vector with a 1 in the \(i\)th position, for \(i = 1, \ldots, 9\), and \(v_{10} = \sum_{i=1}^{9} v_i\). These vectors \(v_i\) need to have the same length as the object, that is \(B\), and thus \(B \geq 9\). Every node stores \(\alpha = N - 1 = 4\) amount of data. When contacting any choice of \(k = 3\) nodes, we get \(3 \cdot 4 - 3 = 9\) linearly independent equations, and thus the size \(B\) of the object has to be 9. The explicit data placement is:

- **node 1:** \(v_1, v_2, v_3, v_4\)
- **node 2:** \(v_1, v_5, v_6, v_7\)
- **node 3:** \(v_2, v_5, v_8, v_9\)
- **node 4:** \(v_3, v_6, v_8, v_{10}\)
- **node 5:** \(v_4, v_7, v_9, v_{10}\)

One node failure is easily repaired by contacting all the other live nodes and downloading one fragment per edge.

Since \(B/k = 9/3 = 3\) and \(\alpha = 4\), we have that \(\alpha = a(B/k)\) with \(a = 4/3\), and from (6)
\[
\beta_2 = \frac{B}{k} \frac{2(a - 1)}{k - 1} = \frac{B}{k} \frac{2}{3(k - 1)} = 1.
\]
We see from Figure 3 that this code does not provide the minimum storage capacity (which would be \(\alpha = 3\)), but does provide the minimum repair bandwidth of 4.

Next, we study scenarios where the storage network comprises of a mix of active and passive nodes. While one may arguably consider all manner of combinations of the different parameters, to keep the analysis tractable and yet discern the impact of passive nodes, we next investigate two specific settings, namely when \(d_1 = d_2\) and when \(\beta_1 = \beta_2\).

**4 The Case \(d_1 = d_2 = d\)**

If the number of nodes contacted per repair is the same for both passive and active nodes, that is \(d_1 = d_2 = d\), then (3) becomes
\[
\sum_{i=0}^{k-1} \min\{\alpha, (d - i)\beta_2, (d - i)\beta_1\},
\]
which is minimized under the constraint that it contains exactly $k_1$ terms of the form $(d - i)\beta_1$, and $k_2$ terms of the form $(d - i)\beta_2$.

The case $\beta_1 < \beta_2$ does not make sense. Indeed, from the way (2) a passive node is modeled, $d\beta_2 = \alpha$. If we have $d\beta_1 < \alpha$, then a repaired node would have less data than the failed node, which is a contradiction.

**Corollary 4:** If $\beta_2 \leq \beta_1$, then $(d - i)\beta_2 \leq (d - i)\beta_1$ for every $i$, and the smallest cut is

$$
\sum_{i=0}^{k_2-1} \min\{\alpha, (d - i)\beta_2\} + \sum_{i=0}^{k_1-1} \min\{\alpha, (d - k_2 - i)\beta_1\},
$$

where

$$
\sum_{i=0}^{k_2-1} \min\{\alpha, (d - i)\beta_2\} = \sum_{i=0}^{k_2-1} \min\{\alpha, \alpha - i\beta_2\}
$$

$$
= k_2\alpha - \beta_2\frac{k_2(k_2 - 1)}{2}.
$$

$T$: This can be shown by carrying out a term by term comparison: during the first repair, the smallest repair bandwidth, from a live node to a passive node, is $d\beta_2$ since $d\beta_2 \leq d\beta_1$. In fact, since $(d - i)\beta_2 \leq (d - i)\beta_1$, at the $(i + 1)$th repair, the smallest cut always comes from $\min\{\alpha, (d - i)\beta_2\}$, and this is repeated till the $k_2$ passive nodes are exhausted. The $(k_2 + 1)$th node to be considered is an active node, and now the cut involves the repair bandwidth component $d\beta_1$, however the downloaded data may be redundant in terms of information with respect to what has already been accounted for from the $k_2$ live passive nodes, and thus the cut only involves $(d - k_2)\beta_1$ repair bandwidth. The process continues until $k_1$ active nodes are considered. $\square$

This translates into the constraint

$$
k_2\alpha - \beta_2\frac{k_2(k_2 - 1)}{2} + \sum_{i=0}^{k_1-1} \min\{\alpha, (d - k_2 - i)\beta_1\} \geq B, \tag{7}
$$

on the min-flow for the repair of an object of size $B$ to be possible, and the best scenario occurs with equality. Since $d_2\beta = \alpha$, all we need to know is where $\alpha$ is located, among the values

$$(d - k_2 - k_1 + 1)\beta_1 \leq \ldots \leq (d - k_2)\beta_1.$$

If $d_2\beta = \alpha \leq (d - k_1 - k_2 + 1)\beta_1$, then (7) becomes

$$
k_2\alpha - \beta_2\frac{k_2(k_2 - 1)}{2} + k_1\alpha = B.
$$

More generally, if $\alpha \in [(d - k_1 - k_2 + j)\beta_1, (d - k_1 - k_2 + j + 1)\beta_1], 1 \leq j \leq k_1 - 1$, we obtain

$$
B = k_2\alpha - \beta_2\frac{k_2(k_2 - 1)}{2} + \sum_{i=1}^{j} (d - k_1 - k_2 + i)\beta_1 + (k - k_2 - j)\alpha
$$
or equivalently, by noticing that \( \beta_2 \frac{k_2(k_2-1)}{2} = \alpha \frac{k_2(k_2-1)}{2d} \)
\[
\alpha = \frac{(B - j(d - k + \frac{j+1}{2}))\beta_1 2d}{2d(k - j) - k_2(k_2 - 1)}.
\]
The case \( j = k_1 - 1 \) provides the range \( \alpha \in [(d - k_2 - 1)\beta_1, (d - k_2)\beta_1] \) of largest values of \( \alpha \), beyond which, \( \alpha \) does not affect (7) anymore. Recalling that \( k = k_1 + k_2 \), the range \( (d - k + j)\beta_1 \leq \alpha \leq (d - k + j + 1)\beta_1 \) is the same as \( d\beta_1 \leq \alpha - ( - k + j)\beta_1 \leq (d + 1)\beta_1 \), that is
\[
d\beta_1 \leq \frac{B - j(d - k + \frac{j+1}{2})\beta_1}{k - j - \frac{k_2(k_2-1)}{2d}} + (k - j)\beta_1 \leq (d + 1)\beta_1.
\]
By setting
\[
g(j) = k - j - \frac{k_2(k_2 - 1)}{2d},
\]
the above range can be expressed in terms of \( d\beta_1 \):
\[
\frac{B}{g(j)}(d + 1) + \frac{d}{\frac{j(2d-2k+j+1)}{2g(j)}} - (k - j) \leq d\beta_1
\]
and
\[
d\beta_1 \leq \frac{B}{g(j)} \frac{d}{\frac{j(2d-2k+j+1)}{2g(j)}} - (k - j).
\]
Thus in summary \( \alpha = \alpha(d, k, \beta_1) \) is a piecewise linear function given by
\[
\alpha = \frac{(B - j(d - k + \frac{j+1}{2}))\beta_1 2d}{2d(k - j) - k_2(k_2 - 1)} \quad (8)
\]
where \( d\beta_1 \in [f_1(j), f_1(j-1)) \), \( 0 \leq j \leq k_1 - 1 \), and
\[
f_1(j) = \frac{2Bd}{2g(j)(d + 1 - k + j) + j(2d - 2k + j + 1)}.
\]
Note that \( g(j-1) - g(j) = 1 \), thus
\[
f_2(j-1) = \frac{2Bd}{2g(j-1)(d + 1 - k + j - 1) + (j - 1)(2d - 2k + j)}
\]
\[
= \frac{2Bd}{2g(j)(d + 1 - k + j) + (j - 1)(2d - 2k + j)}
\]
\[
= \frac{2Bd}{2g(j)d + j(2d - 2k + j + 1) - 2g(j)(k - j)}
\]
Figure 4  On the $y$-axis, the storage $\alpha$ is shown as a function of $d\beta_1$ on the $x$-axis. The parameters are $B = 9$, $k = 4$ and $d = 4$. The lower curve (the best scenario) corresponds to the whole active case ($k_1 = 3$) also shown on Figure 3. The next curve corresponds to $k_1 = 2$ and $k_2 = 1$, which partly overlaps the 3rd curve, that of the whole active case curve for $d = 3$. The upper curve is the worst case, when $k_2 = 2$.

which is indeed the desired bound on $d\beta_1$.

As a sanity check, note that if $k_2 = 0$ (all nodes are active), then $g(j) = k - j$, and $\alpha$ matches with (4) while $f_1(j) = f(j)$ (given in (5)).

In Figure 4, we plot on the $y$-axis the storage $\alpha$ as a function of $d\beta_1$. By assumption $d\beta_2 = \alpha$. The parameters are $B = 9$, $k = 4$ and $d = 4$. The lower curve (the best scenario) corresponds to the whole active case ($k_1 = 3$) also shown on Figure 3. In the whole active case, when $d \geq k$ increases, the trade-off improves. The next curve corresponds to $k_1 = 2$ and $k_2 = 1$, which partly overlaps the whole active case curve for $d = 3$. The upper curve is the worst case, when $k_2 = 2$. We observe that the minimum value of $\alpha$ is larger when $k_2 = 2$.

From (8), the minimum value of $\alpha$ is reached with $j = 0$, namely:

$$\alpha = \frac{B2d}{2dk - k_2(k_2 - 1)}.$$ 

We notice that $\alpha$ takes the same value, namely $\frac{B}{k}$, which is the minimum storage overhead, when $k_2 = 0$ or $k_2 = 1$, otherwise it increases as a function of $k_2$. This is illustrated in Figure 5. This lower bound quantifies the impairment on storage overhead as a function of the number of passive nodes in the system.

5 The Case $\beta_1 = \beta_2 = \beta$

Suppose that the repair bandwidth is the same for both active and passive nodes. Since from (1)-(2), $d_1\beta \geq \alpha$, $d_2\beta = \alpha$, we have that $d_1 \geq d_2$, meaning that we let the active nodes
Figure 5  The y-axis shows the minimum storage $\alpha$ as a function of $k_2$ on the x-axis. The parameters are $B = 24$, $k = d = 8$. It shows that when $k_2 = 0, 1$, the minimum storage $B/k$ is obtained, but when $k_2 \geq 2$ increases, so does the minimum storage $\alpha$.

contact more live nodes. This makes sense since they can process more information. Recall that by assumption $d_1, d_2 \geq k$.

**Corollary 5:** If $d_2 \leq d_1$, then $(d_2 - i)\beta \leq (d_1 - i)\beta$ for every $i$, and the smallest cut is

$$k_2\alpha - \beta \frac{k_2(k_2 - 1)}{2} + \sum_{i=0}^{k_1-1} \min\{\alpha, (d_1 - k_2 - i)\beta\}.$$

**T:** The key point is that we have a term by term comparison, after which the proof is similar to that of Corollary 4. □

This translates into the following constraint on the min-flow for the repair of an object of size $B$ to be possible:

$$k_2\alpha - \beta \frac{k_2(k_2 - 1)}{2} + \sum_{i=0}^{k_1-1} \min\{\alpha, (d_1 - k_2 - i)\beta\} \geq B,$$

and the best scenario occurs with equality. Since $d_2\beta = \alpha$, all we need to know is where $\alpha$ is located, among the values

$$(d_1 - k_2 - k_1 + 1)\beta \leq \ldots \leq (d_1 - k_2)\beta.$$

If $d_2\beta = \alpha \leq (d_1 - k_1 - k_2 + 1)\beta$, then (9) becomes

$$k_2\alpha - \beta \frac{k_2(k_2 - 1)}{2} + k_1\alpha = B.$$
More generally, if \( \alpha \in [(d_1 - k_1 - k_2 + j)\beta, (d_1 - k_1 - k_2 + j + 1)\beta], 1 \leq j \leq k_1 - 1 \), we obtain

\[
k_2\alpha - \beta\frac{k_2(k_2 - 1)}{2} + \sum_{i=1}^{j}(d_1 - k_1 - k_2 + i)\beta + (k - k_2 - j)\alpha = B
\]

or equivalently

\[
\alpha = \frac{B + \left[\frac{k_2(k_2 - 1)}{2} - j(d_1 - k_1 - k_2 + \frac{j+1}{2})\right]\beta}{k - j}.
\]

The case \( j = k_1 - 1 \) in the above expression also provides the largest possible value of \( \alpha \), namely \( \alpha = (d_1 - k_2)\beta \). Above this value, \( \alpha \) does not appear in (9) anymore. Recalling that \( k_2 = k_1 + k_2 \), the range \( (d_1 - k + j)\beta \leq \alpha \leq (d_1 - k + j + 1)\beta \) is the same as \( d_1\beta \leq \alpha - (-k + j)\beta \leq (d_1 + 1)\beta \), that is

\[
d_1\beta \leq \frac{B + \left[\frac{k_2(k_2 - 1)}{2} - j(d_1 - k + \frac{j+1}{2}) + (k - j)^2\right]\beta}{k - j}
\]

\[
\leq (d_1 + 1)\beta
\]

which expressed in terms of \( d_1\beta \) becomes

\[
\frac{B d_1}{(d_1 + 1 - k + j)(k - j) - \frac{k_2(k_2 - 1)}{2} + j(d_1 - k + \frac{j+1}{2})} \leq d_1\beta,
\]

and

\[
d_1\beta \leq \frac{B d_1}{(d_1 - k + j)(k - j) - \frac{k_2(k_2 - 1)}{2} + j(d_1 - k + \frac{j+1}{2})}.
\]

Thus \( \alpha = \alpha(d_1, k_1, k_2, \beta) \) is a piecewise linear function, given by

\[
\alpha = \frac{B + \left[\frac{k_2(k_2 - 1)}{2} - j(d_1 - k + \frac{j+1}{2})\right]\beta}{k - j}
\]

for \( d_1\beta \in [f_2(j), f_2(j - 1)], 0 \leq j \leq k_1 - 1 \), and

\[
f_2(j) = \frac{2B d_1}{2(d_1 + 1 - k + j)(k - j) - k_2(k_2 - 1) + j(2d_1 - 2k + 1)}.
\]

As sanity checks (again), take \( k_2 = 0 \) (that is \( k_1 = k, d_1 = d \)), in which case all nodes are active. Then \( \alpha \) simplifies to

\[
\alpha = \frac{B - j(d - k + \frac{j+1}{2})\beta}{k - j}, \quad d_1\beta \in [f_2(j), f_2(j - 1)]
\]

which indeed matches with (4), and (10) reduces to (5). If \( k_1 = (\text{that is} \ k_2 = k, d_2 = d) \), when all nodes are passive, we have that \( j = 0 \), and we find that

\[
\alpha = \frac{B + \frac{k(k-1)}{2}\beta}{k}
\]
Figure 6  The storage $\alpha$ is shown on the $y$-axis as a function of $d_1 \beta$ on the $x$-axis. The two lower curves are the whole active case with $d = 4$ and the case of only one passive node ($k_1 = 2$). The next curve is the whole active case with $d = 3$, and the worst case is the upper curve, for $k_2 = 2$ passive nodes.

which is indeed the storage for the passive case.

In Figure 6, we display the storage $\alpha$ as a function of $d_1 \beta$. We still have that $d_2 \beta = \alpha$. The curves for the whole active case for respectively $d = 3$ and $d = 4$ are shown for comparison. The parameters are $B = 9$, $k = 3$ and $d_1 = 4$, $d_2 \leq 3$. The curve for $k_1 = 2$ and $k_2 = 1$ partly overlaps that of $d = 4$ for the whole active case. There is a big penalty for having $k_2 = 2$, especially in terms of minimum storage, as already observed in the previous section.

6 Concluding Remarks

In this paper, we proposed a min-cut analysis to study the repair of erasure coded data (using network coding techniques) in a distributed storage system comprising a mix of passive (with computational ability) as well as active nodes. We investigated resulting bounds on repair bandwidth as a function of the storage overhead for different specific configurations of active and passive nodes. This analysis provided a mechanism to quantify the overheads incurred in employing network coding techniques for repairing lost redundancy in the presence of passive nodes. Our results show that starting from a system with only active nodes, the introduction of (very) few passive nodes retains a low storage capacity, but generates an increase in repair bandwidth, while both the storage capacity and the repair bandwidth have to increase when the number of passive nodes increases.

This paper is a first step, and opens several interesting directions of future research. The bounds derived in this paper provide necessary condition, thus one open question is whether the bounds are tight. Generalizing the model for further exploration of the parameter space is another possibility, as also consideration of collaborative repair scenarios. In addition to these fundamental aspects, the immediate practical question is the design of codes which can operate in such mixed network. We provided a toy example code in this paper as a
proof-of-concept in addition to guide the narrative, but more general code constructions are necessary, and constitutes our immediate future work.
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