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Abstract—The status of a primary user (PU) within sensing time is one of the important parameters, which is considered to be fixed in many studies of spectrum sensing in cognitive radio networks. In this paper, we consider a medium traffic of a primary network, in which the PU changes its state (either idle or active) at most once during the sensing period of the secondary user (SU). This situation degrades the detection performance of the secondary network. We first try to find a suitable distribution for observed energy levels by SUs, and then evaluate the detection performance of the both single- and double-threshold methods in terms of the total error rate using cooperative spectrum sensing over imperfect reporting channels. The results show that the double-threshold scheme outperforms the single one.
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I. INTRODUCTION

Spectrum sensing is an important part of a cognitive radio network (CRN) [1] design, which has been investigated extremely in the literature to achieve a reliable and applicable detection method. Usually, the information of the primary signal and the channel condition are not accessible in a CRN, and each secondary user (SU) needs to do a blind estimation to find the status of the primary user (PU). Thus the application of the energy detection (ED) in the CRN has been considered widely [2]-[5]. After measurement, SUs must compare their observed energy of the received signal with at least one threshold to make their own local decisions on the activity of PU. The double-threshold scheme has been proposed in recent studies to have a more reliable detection [6]-[8] by decreasing the effect of uncertainty on the local decision of SUs.

Cooperative spectrum sensing (CSS) is another practical suggestion to enhance the detection performance, in which SUs send their local decisions to a fusion center (FC) through reporting channels. Then the FC fuses received information through a suitable fusion rule to make the global decision on presence or absence of the PU [9], [10].

Very often, the status of the PU has been considered invariant during the sensing time (either active or idle). This assumption can be a realistic case but we should mention that it is true whenever the traffic of the primary network is low and the mean idle-active time of the PU is high enough as compared with the sensing time. In [11], a medium traffic of the primary network is considered in which the state of the PU changes at most once during the whole sensing period. It means that there are four situations: the licensed channel is idle all over the sensing time ($H_{01}$), it is first busy and then becomes idle by the end of the sensing period ($H_{02}$), it is busy all over the sensing time ($H_{11}$) or it is idle and then becomes busy by the end of the sensing period ($H_{12}$). They evaluated the effects of the PU’s traffic rate on the performance of the spectrum sensing over additive white Gaussian noise (AWGN) sensing channels, using the CSS with perfect (error-free) reporting channels. The authors in [12] proposed an improved detector for the channel model of [11] to relieve its degraded sensing performance due to a higher traffic and analyzed it through a non-CSS scheme. In this paper, we consider the above mentioned model with a medium traffic of the primary network. We first evaluate the accuracy of both approximate gamma and Gaussian distributions for ED outputs over AWGN sensing channels. By using the double-threshold scheme, we analyze the detection performance of the CSS through imperfect reporting channels. We will show that the double-threshold method outperforms the conventional single-threshold detector in terms of the total error rate.

We define the system model and conduct the distribution evaluation in Section II, and continue by introducing single- and double-threshold methods in addition to the total error rate in Section III. Finally, we present numerical results in Section IV and conclude them in Section V.

II. THE SYSTEM MODEL

Suppose a CRN with $K$ SUs, one FC and one PU which either arrives or departs the network at most once among the sensing duration. The observed energy level of $N$ normalized received samples at the $i$-th SU is obtained by

$$Y_i = \begin{cases} 
\sum_{m=1}^{J_1} \left( \frac{u_i(m)}{\sigma_n} \right)^2, & H_{01} \\
\sum_{m=1}^{J_0} \left( \frac{u_i(m)}{\sigma_n} \right)^2 + \sum_{m=J_0+1}^{N} \left( \frac{|u_i(m)|}{\sigma_n} \right)^2, & H_{11} \\
\sum_{m=1}^{J_0} \left( \frac{|u_i(m)|}{\sigma_n} \right)^2 + \sum_{m=J_1+1}^{N} \left( \frac{|u_i(m)|}{\sigma_n} \right)^2, & H_{02} \\
\sum_{m=1}^{J_1} \left( \frac{|u_i(m)|}{\sigma_n} \right)^2 + \sum_{m=J_1+1}^{N} \left( \frac{|u_i(m)|}{\sigma_n} \right)^2, & H_{12}
\end{cases}$$

(1)
where $s(m)$ is the zero-mean primary signal with average power $\sigma_s^2$ and independent of the Gaussian noise $u_i(m)$ with variance $\sigma_n^2$. $J_0$ and $J_1$ are the number of samples in which the status of the PU remains unchanged and after that it becomes either idle or active (busy), respectively. Note that both idle and busy times are exponentially distributed with means $\mu_i$ and $\mu_b$ [11], [13]. Therefore, the probabilities of being idle and active (busy) for the PU at each time instant are $P_i = \mu_i/(\mu_i + \mu_b)$ and $P_b = \mu_b/(\mu_i + \mu_b)$, respectively. $P_b$ is also known as the duty cycle.

The observed energy level $Y_i$ is gamma distributed where the state of the PU is fixed within the sensing period $(H_{01}$ and $H_{11})$. There is no closed form distribution for other two cases ($H_{02}$ and $H_{12}$) and we need to approximate them. From (1), one can see that there is a summation of two gamma distributed parts whose parameters have different values in both $H_{02}$ and $H_{12}$ cases. Thus one approach is to approximate them as gamma distribution with the probability density function (PDF) of

$$f_{Y_i|H_{uv}}(y) = \frac{1}{\theta_{uv}^k \Gamma(k_{uv})} y^{k_{uv}-1} \exp \left( -\frac{y}{\theta_{uv}} \right), \quad y \geq 0$$

where its shape and scale parameters are

$$k_{uv} = \frac{E^2 \{ Y_i | H_{uv} \}}{\text{Var} \{ Y_i | H_{uv} \}}, \quad \theta_{uv} = \frac{E \{ Y_i | H_{uv} \}}{\text{Var} \{ Y_i | H_{uv} \}}, \quad u = \{0, 1\}, \quad v = \{1, 2\}$$

The mean and variance of different cases are given in Table I, where $\gamma = \sigma_s^2/\sigma_n^2$ is the average signal-to-noise ratio (SNR) of sensing channels. Another approach is to approximate them as Gaussian distribution with the means and variances of...
Table I. Note that $N$ must be high enough to consider Gaussian approximation based on the central limit theorem (CLT).

Cumulative distribution function (CDF) and PDF of the estimated energy of the received signal have been shown in Figures 1 and 2, where the PU changes its status once during the sensing time ($H_{02}$ and $H_{12}$). They represent both approximation approaches in comparison with the simulation results over different SNRs. One can see that the gamma approximation is more accurate. By comparing two figures, it is also revealed that the estimation error of the Gaussian approximation increases in the higher SNR. The same results are valid for other conditions of $H_{01}$ and $H_{11}$. Hence, the gamma approximation works better and we consider it for our subsequent detection performance analysis.

<table>
<thead>
<tr>
<th>State</th>
<th>$E$</th>
<th>$V_{ot}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_{01}$</td>
<td>$N(1+\gamma)$</td>
<td>$2N(1+\gamma)^2$</td>
</tr>
<tr>
<td>$H_{02}$</td>
<td>$J_0(1+\gamma)+(N-J_0)$</td>
<td>$2J_0(1+\gamma)^2+2(N-J_0)$</td>
</tr>
<tr>
<td>$H_{12}$</td>
<td>$(N-J_1)(1+\gamma)$</td>
<td>$2J_1+2(N-J_1)(1+\gamma)^2$</td>
</tr>
</tbody>
</table>

III. DETECTION PERFORMANCE

The status changing process of the PU is a two-state process in which the holding times are independent exponential random variables with parameters $\lambda_1 = 1/\mu_1$ and $\lambda_0 = 1/\mu_0$. Thus for their transition probabilities we have [14, p. 782]

$$\begin{align*}
P(t) &= \begin{pmatrix} P_{00}(t) & P_{01}(t) \\ P_{10}(t) & P_{11}(t) \end{pmatrix} \\
&= \frac{1}{\lambda_1 + \lambda_2} \begin{pmatrix} \lambda_2 + \lambda_1 e^{-(\lambda_1 + \lambda_2)t} & \lambda_1 - \lambda_1 e^{-(\lambda_1 + \lambda_2)t} \\ \lambda_2 - \lambda_2 e^{-(\lambda_1 + \lambda_2)t} & \lambda_1 + \lambda_2 e^{-(\lambda_1 + \lambda_2)t} \end{pmatrix}
\end{align*}$$

(4)

and the probabilities of different hypotheses are defined as

$$\begin{align*}
P(H_{01}) &= P_i(P_{00}(T_s))^N \\
P(H_{11}) &= P_i(P_{11}(T_s))^N \\
P(H_{02}, J_0) &= P_i(P_{10}(T_s))^{J_0} P_{20}(T_s) (P_{00}(T_s))^{(N-J_0-1)} \\
P(H_{12}, J_1) &= P_i(P_{00}(T_s))^{J_1} P_{01}(T_s) (P_{11}(T_s))^{(N-J_1-1)}
\end{align*}$$

(5) (6) (7) (8)

where $T_s$ is sampling time.

A. Single-threshold scheme

Each SU needs to compare the observed energy of the received signal with a suitable threshold to make its own local decision on activity or idleness of the PU as

$$D_i = \begin{cases} H_0 & \lambda \geq Y_i > 0 \\ H_1 & Y_i \geq \lambda \geq 0 \end{cases}$$

(9)

The conditional probabilities of false alarm and detection under different hypotheses can be obtained by

$$\begin{align*}
P(H_{i1} | H_{01}) &= Pr\{Y_i > \lambda | H_{01}\} \\
P(H_{i1} | H_{11}) &= Pr\{Y_i > \lambda | H_{11}\} \\
P(H_{i2}, J_0) &= Pr\{Y_i > \lambda | H_{02}, J_0\} \\
P(H_{i1}, J_1) &= Pr\{Y_i > \lambda | H_{12}, J_1\}
\end{align*}$$

(10)

Subsequently, the local probabilities of false alarm, detection and missed detection are, respectively,

$$\begin{align*}
P_f &= \frac{P(H_{i1} | H_{01}) P(H_{01}) + \sum_{i=1}^{N-1} P(H_{i1} | H_{02}, J_0) P(H_{02}, J_0)}{P(H_{01}) + \sum_{j=1}^{N-1} P(H_{02}, J_0)} \\
P_d &= \frac{P(H_{i1} | H_{11}) P(H_{11}) + \sum_{i=1}^{N-1} P(H_{i1} | H_{12}, J_1) P(H_{12}, J_1)}{P(H_{11}) + \sum_{j=1}^{N-1} P(H_{12}, J_1)} \\
P_m &= 1 - P_d
\end{align*}$$

(11) (12) (13)

To apply the CSS, we use the OR fusion rule which protects the primary signal from interference strictly. Hence, for total probabilities of false alarm, detection and missed detection over imperfect reporting channels, we have

$$\begin{align*}
Q_f &= 1 - \left[(1 - P_f)(1 - P_d) + P_f P_d\right]^K \\
Q_d &= 1 - \left[P_f(1 - P_d) + P_d P_f\right]^K \\
Q_m &= 1 - Q_d
\end{align*}$$

(14)

in which the reporting channels are considered to be binary symmetric channel (BSC) with error probability $P_e$.

B. Double-threshold scheme

Each SU uses two thresholds to decrease the effect of uncertainty on its own local decision as follows:

$$D_i = \begin{cases} H_0 & \lambda_1 \geq Y_i > 0 \\ H_1 & Y_i \geq \lambda_2 \geq \lambda_1 > 0 \\ \text{No Decision} & \lambda_2 > Y_i \geq \lambda_1 \\ \end{cases}$$

(15)

They send no information to the FC whenever their estimated energy levels fall between two thresholds. The conditional probabilities of the double-threshold scheme will be defined as

$$\begin{align*}
P(H_{i1} | H_{01}) &= Pr\{Y_i > \lambda_2 | H_{01}\} \\
P(H_{i1} | H_{11}) &= Pr\{Y_i > \lambda_2 | H_{11}\} \\
P(H_{i2}, J_0) &= Pr\{Y_i > \lambda_2 | H_{02}, J_0\} \\
P(H_{i1}, J_1) &= Pr\{Y_i > \lambda_2 | H_{12}, J_1\}
\end{align*}$$

(16)

Here, we define three more probabilities as compared with the single-threshold case: local probability of detecting $H_0$ when the PU is idle ($P_{d0}$), local probability of no decision when the PU is idle ($\Delta_0$) and local probability of no decision when the PU is active ($\Delta_1$). Local probabilities of false alarm and detection can be obtained from (11) and (12) and the rest of probabilities are

$$\begin{align*}
P_{d0} &= \frac{P(H_0 | H_{01}) P(H_{01}) + \sum_{i=1}^{N-1} P(H_0 | H_{02}, J_0) P(H_{02}, J_0)}{P(H_{01}) + \sum_{j=1}^{N-1} P(H_{02}, J_0)} \\
\Delta_0 &= P(H_0 | H_{01}) P(H_{01}) + \sum_{i=1}^{N-1} P(H_0 | H_{02}, J_0) P(H_{02}, J_0)
\end{align*}$$

(17)
and hypotheses $K$. Similar to the single-threshold method, we apply the CSS scheme are with the OR fusion rule and imperfect reporting channels.

Similarly to the single-threshold method, we apply the CSS with the OR fusion rule and imperfect reporting channels. Therefore, the total probabilities over the double-threshold scheme are

$$P_m = \frac{P(H_0|H_{11})P(H_{11}) + \sum_{J=1}^{N-1} P(H_0|H_{12}, J_1)P(H_{12}, J_1)}{P(H_{11}) + \sum_{J=1}^{N-1} P(H_{12}, J_1)}$$

(18)

$$\Delta_0 = 1 - P_f - P_{d0}$$

(19)

and

$$\Delta_1 = 1 - P_d - P_{m}$$

(20)

Similarly to the single-threshold method, we apply the CSS versus mean holding times when they are assumed to be equal (i.e., $\mu_i = \mu_0$). Since the status of the PU will be more stable for higher mean holding times, SUs can detect it with lower uncertainty. Thus the detection performance improves by the increase in mean holding times. It is clear that the double-threshold method has lower detection error as compared with the single one, and their difference becomes greater for a higher value of mean holding times. The minimum total error rate versus the duty cycle is shown in Figure 4 for different values of the mean idle time. For a fixed mean idle time of the PU, a lower value of $P_b$ means that the mean active time of the PU is smaller as compared with the whole sensing time ($\mu_0 \ll \tau$) and $P(H_{11})$ is subsequently low (while $P(H_{12}, J_1)$ is high), which leads to a worse detection due to the instability of the PU. On the other hand, when $P_b$ is greater, the probability of having a stable active PU during the sensing time ($P(H_{11})$) is higher. Therefore, the detection performance improves. Again, the performance of the double-threshold method is better than that of the conventional single-threshold scheme.

C. Total error rate

For the detection performance analysis of both single- and double-threshold methods, we consider total error rate as follows:

$$P_{err} = Q_m + Q_f$$

(22)

and try to minimize it by finding optimum thresholds in each method. We will do it numerically in the next section and justify it by simulation.

IV. NUMERICAL RESULTS

In this section, the detection performance of the two comparison methods will be shown for the case of medium traffic in PU’s network. We use the gamma approximation of the energy distribution observed by SUs, as described in Section II, to analyze the total error rate related to different parameters.

Suppose that the system is working with $N = 100$ and $T_s = 100 \mu s$, which implies a sensing time of $\tau = NT_s = 10$ ms. By considering $K = 10$ and $P_e = 0.01$, we apply the CSS over imperfect reporting channels. We first conduct our analysis over $\gamma = 0$ dB, and then present the effect of the SNR on the detection performance. We also justify our theoretical results by simulation.

Figure 3 represents the minimum achievable total error rate versus mean holding times when they are assumed to be equal (i.e., $\mu_i = \mu_0$). Since the status of the PU will be more stable for higher mean holding times, SUs can detect it with lower uncertainty. Thus the detection performance improves by the increase in mean holding times. It is clear that the double-threshold method has lower detection error as compared with the single one, and their difference becomes greater for a higher value of mean holding times. The minimum total error rate versus the duty cycle is shown in Figure 4 for different values of the mean idle time. For a fixed mean idle time of the PU, a lower value of $P_b$ means that the mean active time of the PU is smaller as compared with the whole sensing time ($\mu_0 \ll \tau$) and $P(H_{11})$ is subsequently low (while $P(H_{12}, J_1)$ is high), which leads to a worse detection due to the instability of the PU. On the other hand, when $P_b$ is greater, the probability of having a stable active PU during the sensing time ($P(H_{11})$) is higher. Therefore, the detection performance improves. Again, the performance of the double-threshold method is better than that of the conventional single-threshold scheme.

To analyze the effect of the CSS, we evaluate the minimum achievable total error rate with respect to $P_b$ in Figure 5. One can see that detection error rates are the same when $P_e = 0$. Subsequently, it is revealed that the performance gain of the double-threshold scheme dominates the single-threshold one whenever the reporting channel becomes erroneous. It is also obtained that the single-threshold method is very sensitive to the quality of the reporting channel while the variation of the double-threshold scheme is very slight and the minimum $P_{err}$ is almost the same for different values of $P_e$. In other words, the detection performance of the single-threshold method degrades with reducing the quality of the
both single- and double-threshold schemes in terms of the minimum achievable total error rate. The results showed that the double-threshold method outperforms the single one by decreasing the effect of additional uncertainty in different mean holding times, duty cycles and SNRs when the reporting channels are imperfect. It was also revealed that the single-threshold method is very sensitive to the quality of reporting channels while the double-threshold method is not. Hence, over imperfect reporting channels, the double-threshold based CSS is more useful to increase the detection performance in this particular cognitive radio network model. Finally, a good agreement was obtained between theoretical and simulated results.
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