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Abstract

We analyzed 546 stocks in the Singapore Stock Exchange (SGX) and 1173 stocks in the Hong Kong Stock Exchange (HKSE) in 2006 and 2007, to understand how financial hierarchies on these two markets change over market corrections and crashes. To do so, we introduced the \textit{digital cross correlation} as a measure of the comovement tendencies between stock pairs, and also the method of \textit{partial hierarchical clustering} to iteratively identify strongly-correlated clusters of stocks. From daily prices over the 2006–2007 period, we found the existence of clusters of local stocks as well as clusters of Chinese stocks traded on the two markets. We further discovered the Chinese clusters organizing into a Chinese supercluster, interacting less strongly with a supercluster dominated by local clusters. Going down to 30-minute prices within two-month overlapping time windows over 2006 and 2007, we found dips in the number of clusters before market corrections and crashes, followed by peaks in the number of clusters afterwards. On the SGX, we also found the stronger intracluster correlation weakening, and the weaker intercluster correlation strengthening before the Feb 2007 Chinese Correction. These features are in qualitative agreement with a chemical reactions picture in which clusters of stocks ‘react’ to form large superclusters of stocks that ‘dissociate’ during market crashes. Finally, on the SGX we found broad humps in the intracluster and intercluster correlations for the May/June 2006 market correction and the Feb 2007 Chinese Correction, but a sharp peak for the Jul 2007 Subprime Crisis. This suggests that the earlier events were endogeneous to the SGX, while the latter event was an exogeneous shock.
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1. Introduction

From statistical mechanics, we know that a system that explores its $N$-dimensional configuration space uniformly has the highest possible entropy. In such a system, we can make no better long-time prediction than a random guess. Therefore, we have the least possible information on such a system. If the system visits a specific region in the configuration space more frequently than others, the entropy of the system will be lower. Moreover, the concentration of probability allows us to make better predictions. We thus have more information on such a system. Essentially, the stock market is all about making predictions, whether we are chartists betting on a short-lived bull or bear runs, or fundamentalists investing in long-term trends. The more information we can distill from the seemingly stochastic stock price and volume fluctuations, the more accurate our predictions will be, and the more money we expect to make.

The first major breakthrough on this prediction problem came when econophysicists applied random matrix theory (RMT) [1, 2] to financial cross correlations to tease apart signals from noise. In their paper, Plerou et al. found market signals that produce cross correlations much stronger than what RMT predicts from an uncorrelated cross section of stocks with the same amount of return fluctuations [3, 4]. They also discovered that the signal eigenvectors effectively map out the industry sectors on the New York Stock Exchange. The nature of this signal became clearer after the second major breakthrough, i.e. the discovery by Mantegna that there exists a hierarchical organization of stocks in the financial market [5]. By visualizing the cross correlations in terms of a minimal spanning tree (MST), and also by performing ultrametric hierarchical clustering, Mantegna showed that beyond the strong cross correlations between stocks within the same sectors (already apparent from RMT studies), there exist weaker cross correlations between different sectors, and cross correlations between groups of sectors that are weaker still.

After the two seminal papers, initial efforts were focused on showing that the cross correlations and the hierarchies they represent are stable in time [6–10]. This is reasonable when the market is steadily growing, but during market crashes and other turbulent market periods, a large cross section of traders actively restructure their portfolios and strategies. Therefore, it is very unlikely that the strongly-correlated clusters of stocks remain unchanged across market crashes. In these reorganizations, stocks that used to be strongly correlated may become weakly correlated, while stocks that used to be weakly correlated may become strongly correlated. More importantly, this ‘chemical reaction’ picture of stock market dynamics suggests by analogy the existence of ‘reaction pathways’ and ‘elementary reactions’, whereby the new correlations between all stocks involved must rise to the levels of the old correlations before the latter decay, signaling completion of the ‘chemical reaction’. In fact, this increase in cross correlations before the market crashes has been observed by many econophysicists for many market crashes [11–14]. Recently, Quax et al. also took a big step forward to map out the ‘reaction pathway’ near the tipping point, by developing an information-theoretic approach to the market prediction problem [15].

Why do markets crash? Sornette and others classified all US market crashes, and found that most do not have exogenous causes [16–20]. The endogenous dynamics of a stock market are clearly complex. But even so, we would like to map out this complex dynamics as a market crash unfolds, to see if there are universal lessons that can be learned. For this reason, we identified a global market crash at the end of Feb 2007 for our case study. This has since come to be known as the Chinese Correction [22], and economists attribute this to structural problems in the Chinese economy [23–25]. However, why then are most markets around the world affected, when they
are unlikely to have exposure to Chinese stocks? To better understand how a correction on the Shanghai Stock Exchange triggers a contagion effect on other markets, we look at the only two stock markets outside of China, on which Chinese stocks are listed: the Singapore Stock Exchange (SGX) and the Hong Kong Stock Exchange (HKSE). To understand how these small cross sections of Chinese stocks trigger crashes on both markets, we examine the interactions between Chinese stocks and local stocks. To do this, we perform time series clustering in different time windows over 2006 and 2007, to see how the hierarchical organization of stocks changes with time, and in particular across the crash. To avoid common problems associated with the linear cross correlations, we introduce a new correlation measure called the digital cross correlation, which weighs all synchronous changes equally. We also introduce a new clustering method to map out the hierarchical organization of stocks.

To tell the story of how the Chinese Correction unfolded in the SGX and HKSE, we organize our paper as follows. In Section 2, we describe the data as well as methods used in this research. Specifically, we define the digital cross correlation and explain how it can be computed, and also how partial hierarchical clustering can be done by identifying natural thresholds in the resulting digital cross correlations. In Section 3, we report the clusters of stocks identified in SGX and HKSE over the entire 2006–2007 time window. On both markets, we found the existence of clusters of local stocks, as well as clusters of Chinese stocks. These are further organized into a supercluster dominated by Chinese clusters, and a supercluster dominated by local clusters. In Section 4, we go one step further, to study how these clusters evolve over shorter time windows with the 2006–2007 time period. We find dynamical features consistent with a chemical reactions picture, i.e. the number of clusters decreases and thereafter increases, while stronger correlations within clusters weaken and weaker correlations between clusters strengthen before a market crash. Through this dynamical analysis of cross correlations, we show that it might be possible to tell apart endogeneous crashes from exogeneous shocks. Finally, we conclude in Section 5.

2. Data and Methods

2.1. Data

According to the prevailing narrative, the Chinese correction was triggered by a large-scale correction in the Shanghai Stock Exchange (SSE) in China, widely regarded as the epicenter of the Chinese Correction. The SSE crash on 27 Feb 2007 then led over the next few days to cascades of market crashes all over the world, even though these markets do not actively trade Chinese stocks. In order to understand the Chinese Correction in greater details, we looked at the cross correlations between the daily index values of the Shanghai Composite Index (SHCI), FTSE 100 Index (FTSE), and Dow Jones Index (DJI) as the London Stock Exchange and the New York Stock Exchange are among the most important stock markets in the world. In addition, since the SSE is an Asian market we also looked at the indices of three other major Asian markets: the Hang Seng Index (HSI) for the Hong Kong Stock Exchange (HKSE), the Straits Times Index (STI) for the Singapore Stock Exchange (SGX), the Nikkei 225 Index (NKX) for the Tokyo Stock Exchange (TSE). Finally, we also included in the comparison the Shanghai B-Share Index (SHBS) for Chinese stocks that can be traded by foreigners. These daily index data were downloaded from Stooq (http://stooq.com/) for the four months before and the four months after the Chinese Correction.

Figure 1 show the cross correlations between daily index values of SHCI, SHBS, HSI, STI, NKX, FTSE and DJI. Before the market crash we can see that the SHCI is strongly correlated with
SHBS, STI, and HSI. The correlations between SHCI and NKX, DJI, and FTSE are weak. We are surprised by the fact that NKX is weakly correlated with the SHCI, in spite of the former being an Asian index. After the crash, the correlations between SHCI with DJI and FTSE increased but those with all Asian indices decreased, even though the SHCI-STI and SHCI-HSI correlations remain strong. These results suggest that the Chinese Correction had a broader origin than just the SSE, and is likely to have included HKSE and SGX. This is perhaps not surprising because Chinese stocks are listed and traded on these two markets. While it would certainly be interesting to study the life course of the Chinese Correction on the SSE, we are more interested in how the correction on SSE produced a contagion effect on other stock markets. Hence we analyzed 546 stocks from the SGX and 1173 stocks from the HKSE over a two-year period from January 2006 to December 2007, using tick-by-tick data downloaded from Thomson Reuters Tick History (http://thomsonreuters.com/tick-history/). With this choice of time period, we have roughly one year’s worth of data before the Chinese Correction at the end of February 2007, and also roughly one year’s worth of data after the Chinese correction.

On the SGX and HKSE, the average numbers of trades per day are 150 and 210 in 2006, 210 and 490 in 2007 [21] respectively. This is considerably lower than the New York Stock Exchange (NYSE) or London Stock Exchange (LSE), where we find on average more than one trade per minute. Because of this lower trading frequency, we process the tick-by-tick data to obtain prices at 30-min time intervals. With this choice of time horizon, we have SGX price time series that are 8096-element long, and HKSE price time series that are 6409-element long, after excluding non-trading days such as public holidays and weekends. In Section 3, we compute the digital cross correlations over the entire two-year period, whereas in Section 4, we use sliding windows that are two-months long, such that successive time windows overlap each other by one month. This is to ensure we can follow the changes in the hierarchical structure as we move from window to window.
Figure 2: Three time series simultaneously affected by an extreme event. The normal fluctuations of time series (a) are anticorrelated with those in time series (b), but their responses to the extreme event are in the same direction. Because of this, the Pearson (linear) correlation between (a) and (b) is positive. Conversely, the normal fluctuations of time series (c) are correlated with those in time series (b), but their responses to the extreme event are in opposite directions. As a result, the Pearson correlation between (b) and (c) is negative.
2.2. Linear and Digital Cross Correlations

To detect hierarchical structures in stock markets, we typically start from the cross correlations of the price time series. Given two price time series

\[ P_i = (P_i(1), P_i(2), \ldots, P_i(t), \ldots, P_i(T)), \quad P_j = (P_j(1), P_j(2), \ldots, P_j(t), \ldots, P_j(T)) \]  

for stocks \( i \) and \( j \), the most common measure of the similarity between their fluctuations is the Pearson cross correlation (PC) or linear cross correlation

\[ PC(i, j) = \frac{\frac{1}{T} \sum_{t=1}^{T} [P_i(t) - \bar{P}_i] [P_j(t) - \bar{P}_j]}{\sqrt{\frac{1}{T} \sum_{t=1}^{T} [P_i(t) - \bar{P}_i]^2} \sqrt{\frac{1}{T} \sum_{t=1}^{T} [P_j(t) - \bar{P}_j]^2}}, \]

where \( \bar{P}_i = \frac{1}{T} \sum_{t=1}^{T} P_i(t) \) and \( \bar{P}_j = \frac{1}{T} \sum_{t=1}^{T} P_j(t) \) are the means of \( P_i \) and \( P_j \) respectively.

However, the Pearson correlation is very sensitive to extreme events. As shown in Figure 2, we can end up with the situation where two time series that are correlated nearly all the time give a negative Pearson correlation because their large responses to an exogenous event are in opposite directions, or where two time series that are anti-correlated nearly all the time give a positive Pearson correlation because their large responses to the exogenous event are in the same direction. This sensitivity is further confounded by the fact that financial time series are typically nonstationary, and consists of a mixture of calm and crash phases. A single standard deviation is thus not a good measure of fluctuations within the nonstationary financial time series. To reduce the sensitivity to extreme events, we can use the Spearman rank correlation [26]

\[ SC(i, j) = 1 - \frac{6 \sum_{t=1}^{T} [RP_i(t) - RP_j(t)]^2}{T (T^2 - 1)}, \]

which is the Pearson correlation between the ranked variables \( RP_i(t) \) and \( RP_j(t) \) of \( P_i \) and \( P_j \) respectively. The Spearman correlation is less sensitive to extreme events because it works with the rank statistic instead of the linear statistic. However, it suffers from potential artifacts when dealing with non-stationary time series, because all elements from the time series are given a global ranking.

Like the Spearman correlation, the Kendall tau correlation [27] also work with rank statistics and is hence less sensitive to extreme events. Unlike the Spearman correlation, the Kendall tau correlation

\[ KC(i, j) = \frac{N_{\text{concordant}} - N_{\text{disconcordant}}}{\frac{1}{2} T (T - 1)} \]

works with relative rankings. Here \( N_{\text{concordant}} \) is number of concordant pairs and \( N_{\text{disconcordant}} \) is discordant pairs over all possible \( t \) and \( t' \), where \( t, t' = 1, \ldots, T \) and \( t \neq t' \). A concordant pair is when \( P_i(t) > P_i(t') \) and \( P_j(t) > P_j(t') \) or \( P_i(t) < P_i(t') \) and \( P_j(t) < P_j(t') \). On the other hand, if \( P_i(t) > P_i(t') \) but \( P_j(t) < P_j(t') \) or \( P_i(t) < P_i(t') \) but \( P_j(t) > P_j(t') \), the pair is considered discordant. Because ranking is only performed pairwise, the Kendall tau correlation is less sensitive to non-stationarities in the time series.

In this study, we introduce a new measure of cross correlations between financial stocks, which we call the digital cross correlation (DC) [28]. The digital correlation measures how frequently \( P_i \)
and $P_j$ move together, ignoring the magnitude of the price movements. We define it as

$$DC(i, j) = \sum_{t=1}^{T} \Phi(\Delta P_i(t)\Delta P_j(t)), \quad \Phi(x) = \begin{cases} 0 & \text{if } x \leq 0; \\ 1 & \text{if } x > 0, \end{cases}$$

(5)

where $\Delta P_i(t) = P_i(t+1) - P_i(t)$. We can easily check for the example in Figure 2 that the digital correlation between times series (a) and (b) is negative, whereas that between time series (b) and (c) is positive, i.e. the digital correlation, by construction, is much less sensitive to isolated extreme events.

![Figure 3: The nonlinear (Spearman, Kendall tau and digital) and linear (Pearson) correlations between two correlated Gaussian random variables $y_1 = x_1 \cos \theta + x_2 \sin \theta$ and $y_2 = x_1 \sin \theta + x_2 \cos \theta$ constructed out of two uncorrelated Gaussian random variables $x_1$ and $x_2$. In this figure, we have set $\langle x_1 \rangle = \langle x_2 \rangle = 0, \langle x_1^2 \rangle = \langle x_2^2 \rangle = 1$, so that $\langle y_1 \rangle = \langle y_2 \rangle = 0$. The theoretical linear correlation between $y_1$ and $y_2$ is $\rho = \langle y_1y_2 \rangle = \sin 2\theta$, and $\theta$ can be tuned from $\theta = -\pi/4$ (perfect anti-correlation) to $\theta = +\pi/4$ (perfect correlation). For each value of linear correlation between $y_1$ and $y_2$, we then computed the average nonlinear correlations (solid curves) over 10,000 samples of 100 data points for $x_1$ and $x_2$. We also show the standard deviations of the nonlinear correlations (shaded areas) over the 10,000 samples.](image)

A more systematic comparison between the three nonlinear correlations with the linear correlation is shown in Figure 3 for a pair of time series sampled from a correlated two-dimensional Gaussian distribution. We see for this artificial data that the Spearman correlation is nearly identical to the Pearson correlation, whereas the digital correlation and the Kendall tau correlation are very nearly the same nonlinear function. Both are linear for weak correlations and nonlinear for strong correlations and anti-correlations, thus offer greater sensitivity to such correlations.
compared to the Pearson and the Spearman correlations. Comparing the Kendall Tau correlation, which is bounded between $-1$ to $1$, the digital correlation scales as the size of the data, and can potentially offers higher resolution. In addition, from the definitions of these correlations, we see that the Kendall tau correlation incorporates comparisons at all time scales, but the digital correlation only performs local comparisons. In particular, extreme events are troublesome when dealing with the price time series of stocks, because they are subjected to idiosyncratic shocks. Since we are aiming to identify clusters of stocks with consistent comovements, the use of digital correlations limit the influences of such extreme events on our clustering analysis. We also understand how uncorrelated noise will give rise to a background digital correlation level of $DC = T/2$. This will not affect our ability to pick out significant correlations or anti-correlations from pairs of time series with consistent comovements, because they will rise about or fall below the background level.

2.3. Partial Hierarchical Clustering

Even for small markets like the SGX and HKSE, there are too many pairs of cross correlations to examine in detail. Instead of all cross correlations, we would like to understand the market hierarchical structure only in terms of the strongest cross correlations. Many filtering schemes have been proposed to help us do this, including the use of a simple threshold [29], the minimal spanning tree (MST)[5, 30–33], and the planar maximally filtered graph (PMFG) [34, 35]. Unlike the MST and the PMFG, which produce fully connected graphs of the stocks, threshold filtering typically gives us a collection of disconnected subgraphs. Stocks have strong cross correlations with other stocks within the same subgraph, but weaker cross correlations with stocks in other subgraphs. We understand that this is a form of clustering analysis, where stocks are organized into distinct clusters based on their cross correlations.

Clustering analysis can also be done starting from the MST or the PMFG, to obtain a minimum spanning forest (MSF) [35] or the a directed bubble hierarchical tree (DBHT) [36] respectively. In the complex networks literature, we also find community detection methods that can be used for clustering. For example, Rosvall and Bergstrom identify clusters in a weighted network by examining how information flows on the network [41], while Radichi et al. developed a global statistic significance (GloSS) filter that keeps links that are statistically significant [42]. These clustering methods all attempt to tackle the problem of multiple correlation scales in stock markets and other complex systems, where it is not reasonable to assume a single universal threshold like what is done for threshold filtering.

A single threshold is also commonly assumed in hierarchical clustering methods [38–40] for breaking up a dendrogram into the desired number of clusters. In a multiscale complex system, different clusters may have different densities, and hence should be merged at different thresholds. The natural way to select clusters is therefore to use variable thresholds, but there are no good prescriptions for doing so. Besides this threshold problem, full hierarchical clustering also suffers from the problem of history dependence. Suppose two points are close to each other, but are each closer to points further away. Once they are clustered separately, they will sometimes end up in two different high-level clusters. This happens whether we use complete-linkage hierarchical clustering (CLHC, more suitable for grouping objects reacting to similar environmental influences [43]), average-linkage hierarchical clustering (ALHC), or single-linkage hierarchical clustering (SLHC, more suitable for grouping objects derived with variations from the same parents [44, 45]). The two high-level clusters suggests that the two points are not close to each other, which is not the case.
In thinking about this problem of identifying clusters with different densities, we realized that if we were to just identify a single cluster, and not parallelize the process, the single cluster can be identified naturally. This is shown in Figure 4, for three natural clusters of points. Since we are still performing hierarchical clustering, aiming to identify one cluster instead of all clusters in parallel, we call this method partial hierarchical clustering. In this method, we start by identifying the pair of data points that are closest together, and use as the seed to grow the cluster. In the example shown in Figure 4, the seed cluster is \( c = \{1, 17\} \) from cluster A. To add the next data point to \( c \), we first determine the maximum distances

\[
d_{\text{max}}^c(j) = \max_{i \in c} d_{ij}
\]

for all points \( j \notin c \) to points in the cluster \( c \). We then pick the point \( j^* \), such that

\[
d_{\text{max}}^c(j^*) = \min_{j \notin c} d_{\text{max}}^c(j),
\]

to add to \( c \). This is the complete-linkage algorithm for hierarchical clustering. We can also use the single-linkage algorithm or the average-linkage algorithm for partial hierarchical clustering, but the features in the linkage distance-cluster size graph that demarcates a natural cluster of the rest of the points will be different from that shown in Figures 4(b) and 4(c). To simplify discussions, we will use the complete-linkage algorithm exclusively in this paper.

Figure 4: (a) 21 data points, organized into three clusters \( A \{1, 5, 12, 13, 16, 17, 18\} \), \( B \{2, 4, 6, 7, 8, 10, 19, 21\} \), and \( C \{3, 9, 11, 14, 15, 20\} \). (b) Starting from the seed cluster \( \{1, 17\} \), we grow the cluster one member at a time by incorporating the point whose maximum distance from members of the cluster is the minimum among all such maximum distances. The graph of maximum distance at which each member is admitted into the growing cluster shows a sharp jump after all members of cluster A have been included, and the first member of cluster B is added. (c) After cluster A is removed, we restart the partial hierarchical clustering with a seed cluster \( \{4, 8\} \) from cluster B. The graph of maximum distance at which each member is admitted into the growing cluster shows a sharp jump after all members of cluster B have been included, and the first member of cluster C is added.
In Figure 4(b), we see that points are added to the growing cluster in the sequence \{1, 17, 18, 12, 13, 5, 16, 10, 8, 2, 4, 7, 21, 6, 19, 9, 3, 14, 20, 11, 15\}. The last member of cluster \(A\) added is 16. After this, there is a sharp jump in the complete-linkage distance as 10, which belongs to cluster \(B\), is added. When the complete-linkage algorithm is used, this sharp jump is a natural signature that one cluster has been exhausted, and we are beginning to add members from a different cluster. We therefore accurately identified \(A = \{1, 17, 18, 12, 13, 5, 16\}\) as a natural cluster. We also expect a sharp jump when cluster \(B\) is exhausted, and we move on to add a member of cluster \(C\) to the growing cluster. However, in Figure 4(b), we find no such jump going from 19 (cluster \(B\)) to 9 (cluster \(C\)). This behavior is not generic, but when it happens, full hierarchical clustering will potentially encounter the problem of history dependence.

Looking more carefully at the distribution of points in Figure 4(a), we see that when 19 is added to the growing cluster, it has seven large distances with members of cluster \(A\), and seven small distances with members of cluster \(B\). On the other hand, when 9 is added to the growing cluster, it has seven large distances with members of cluster \(A\), and eight moderate distances with members of cluster \(B\). This distinction between 19 and 9 is lost when we compute the complete-linkage distance, which is the maximum of all distances with members of the growing cluster. The result is that 19 and 9 have very similar complete-linkage distances from the growing cluster.

To circumvent this problem, which is caused by the presence of cluster \(A\), we simply remove cluster \(A\) from the problem, and restart the partial hierarchical clustering using a new seed cluster. This is shown in Figure 4(c), where we use \(\{4, 8\}\) from cluster \(B\) as the new seed cluster. In this restarted partial hierarchical clustering, the remaining points are added to the growing cluster in the sequence \(\{4, 8, 2, 21, 6, 7, 10, 19, 3, 9, 11, 20, 14, 15\}\). We also see from Figure 4(c) that after cluster \(B\) is exhausted (after the addition of 19), there is a sharp jump in the linkage distance when a member of cluster \(C\) (3) is added. This sharp jump allows us to accurately identify \(B = \{4, 8, 2, 21, 6, 7, 10, 19\}\) as a natural cluster. Removing cluster \(B\) from the problem, and restarting the partial hierarchical clustering using a seed cluster from \(C\), we will find no further sharp jumps in the graph of linkage distance as a function of cluster size. This means that it is reasonable to treat the remaining points \(C = \{3, 9, 11, 20, 14, 15\}\) as a natural cluster.

To perform partial hierarchical clustering of the SGX and HKSE, we can start from the normalized cross correlations \(PC_{ij} = PC(i, j)\) between stocks \(i\) and \(j\), compute the ultrametric distances \[d_{ij} = \sqrt{2(1 - PC_{ij})}, \quad (8)\]
to discover the natural clusters of stocks. However, since \(d_{ij}\) is a monotonic decreasing function of \(PC_{ij}\), we can modify the complete-linkage algorithm to work directly with correlations:

1. determine the minimum correlations
   \[C_{\text{min}}^c(j) = \min_{i \in c} C_{ij} \quad (9)\]
   for all stocks \(j \notin c\) to stocks in the cluster \(c\); and
2. pick the stock \(j^*\) such that
   \[C_{\text{min}}^c(j^*) = \max_{j \in c} C_{\text{min}}^c(j), \quad (10)\]
   to add to \(c\).
Since this algorithm does not require the cross correlations to be normalized, we can also apply it to the digital cross correlations $DC_{ij} = DC(i, j)$ between the stock $i$ and stock $j$, as is done in this paper. To identify the natural clusters, we then look out for sharp drops in the complete-linkage correlation as the cluster grows. A MATLAB graphical user interface was developed to help us identify visually such sharp drops and pick out the natural clusters.

2.4. Analysis of Intracluster and Intercluster Correlations

While partial hierarchical clustering allows us to determine a natural and reliable set of clusters in time window, the clusters alone tell a very limited story. In order to obtain more insights from these clusters, we need to also consider correlations between clusters, and correlations between components of a cluster. First, let us consider the average intracluster correlation within cluster $I$,

$$C_{\text{intra}}(I) = \frac{1}{N_I(N_I - 1)/2} \sum_{i, j \in I} DC(i, i'),$$  \hspace{1cm} (11)

and the intercluster correlation between clusters $I$ and $J$,

$$C_{\text{inter}}(I, J) = \frac{1}{N_I N_J} \sum_{i \in I} \sum_{j \in J} DC(i, j),$$  \hspace{1cm} (12)

obtained for a particular time window. Here $i$ and $i'$ are component stocks from cluster $I$, $j$ is a component stock from cluster $J$, $N_I$ is the number of components in cluster $I$, $N_J$ is the number of components in cluster $J$, and $DC(k, l)$ is the digital correlation between the stock $k$ and stock $l$. The standard errors of these average correlations are

$$\delta C_{\text{intra}}(I) = \sqrt{\langle [DC(i, i')]^2 \rangle - \langle DC(i, i') \rangle^2}$$  \hspace{1cm} (13)

and

$$\delta C_{\text{inter}}(I, J) = \sqrt{\langle [DC(i, j)]^2 \rangle - \langle DC(i, j) \rangle^2},$$  \hspace{1cm} (14)

where $\langle . \rangle$ is the average.

Because the clusters are discovered using the complete-linkage criterion, correlations within a cluster are fairly homogeneous. Correlations between clusters on the other hand can be heterogeneous, and $\delta C_{\text{inter}}(I, J)$ is an appropriate measure of this heterogeneity. In addition, there is also heterogeneity at the level of clusters as well. Let us explain the effect of this cluster-level heterogeneity by using the example shown in Figure 5. As we can see, the three clusters (C1, C2, and C3) are fairly homogeneous, because of the small spreads in their intracluster correlations. The intercluster correlations are moderately homogeneous, with moderate spreads in values. However, the more important feature we need to note is the large spread in intracluster correlations going from C1 to C3, and the large spread in intercluster correlations going from C1-C2 to C1-C3 to C2-C3. In such a scenario, we would obtain a large standard deviation if we compute the spread over all intracluster correlations, and an even larger standard deviation if we compute the spread over all intercluster correlations. Given that our interest is in understanding the correlation dynamics at the cluster level, which measure of spread should we use?

Assuming that clusters are robust within their individual lifetimes, we expect two kind of changes to the intracluster correlations of each cluster: (1) the average intracluster correlation
Figure 5: In the inset to this figure, we show the digital correlation matrix of three strongly-correlated clusters, C1, C2, and C3. Their average intracluster correlations are shown in red, orange, and yellow respectively. The average intracluster correlations are shown in green (C1-C2), cyan (C1-C3), and blue (C2-C3). In the figure proper, we show the histogram of the digital correlations, where intracluster correlations are stronger with smaller spreads while intercluster correlations are weaker with larger spreads.
increase or decrease; and (2) the spread of intracluster correlations increase or decrease. As the clusters interact, we also expect (3) the average intercluster correlation to increase or decrease; and (4) the spread of intercluster correlations to increase or decrease, with intercluster correlations weaker than intracluster correlations. As the market approaches a crash or correction, we expect interactions to become stronger and thus intracluster correlations weaken while intercluster correlations strengthen. To track such global changes at the cluster level, we can average over all intracluster correlations (red, orange, and yellow) and average over all intercluster correlations (green, cyan, and blue). However, we must not use the standard deviations computed over all intracluster and intercluster correlations, because these are simply not uniformly spread over the range of correlations as suggested by the standard deviations. To avoid potential confusions, we therefore monitor the median intracluster correlation

\[
AC_{\text{intra}} = Md(C_{\text{intra}}(I))
\]  

(15)

over all intracluster correlations and over all clusters, and the median intercluster correlation

\[
AC_{\text{inter}} = Md(C_{\text{inter}}(I, J)).
\]  

(16)

Figure 6: The minimal spanning tree (MST) of six clusters, constructed from the intercluster correlations \(C_{\text{inter}}(I, J)\). In this figure, the MST links (which are the most important intracluster correlations) are blue, while all other links are gray.

We also estimate the error for \(AC_{\text{intra}}\) as

\[
\delta AC_{\text{intra}} = AC_{\text{intra}} \left\{ \frac{\delta C_{\text{intra}}(I)}{C_{\text{intra}}(I)} \right\},
\]  

(17)

where the average of the coefficient of variation \(\delta C_{\text{intra}}(I)/C_{\text{intra}}(I)\) is over all clusters. To estimate the error for \(AC_{\text{inter}}\),

\[
\delta AC_{\text{inter}} = AC_{\text{inter}} \left\{ \frac{\delta C_{\text{inter}}(I, J)}{C_{\text{inter}}(I, J)} \right\},
\]  

(18)
we observe from Figure 6 that there are typically many more pairs of intracluster correlations than there are clusters. We can of course average the coefficient of variation $\delta C_{\text{inter}}(I, J)/C_{\text{inter}}(I, J)$ over all pairs $(I, J)$, but we also observe in Figure 6 that not all $C_{\text{inter}}(I, J)$ are equally important. In general, the most important intercluster correlations are those forming the minimal spanning tree (MST) of the clusters. We therefore average $\delta C_{\text{inter}}(I, J)/C_{\text{inter}}(I, J)$ only over the MST links.

3. Clusters and Superclusters of Stocks

3.1. SGX and HKSE Clusters

In Figure 7, we show the complete-linkage correlation level as a function of the cluster size for the SGX and HKSE. In both markets, we find a sharp initial drop in the correlation level at or below 10 stocks. These sharp drops mark the natural boundaries of strongly-correlated clusters in the two markets. The correlation level then decreases smoothly as the cluster size increases, until we get to more than 20 stocks, where we again find sharp drops. In general, these drops are sharper in the HKSE than in the SGX. These sharp drops mark the natural boundaries of moderately-correlated superclusters, and show the existence of hierarchical self-organization in the two markets.

![Figure 7: Complete-linkage correlation level as a function of the cluster size for (a) the SGX starting from Cluster 8 (see Table 1), and (b) the HKSE starting from Cluster 10 (see Table 2). In this figure, the cluster boundary is indicated by downward-pointing triangle. The supercluster boundary is very distinct in the HKSE, but much less so in the SGX.](image)

Previous studies have shown that financial instruments tend to cluster accordingly to their countries of origin. For example, using the daily values of financial indices and exchange rates researchers found clusters forming primarily by the geographical regions Europe, America, Asia and Oceania [47, 48]. In addition, studies also showed that financial stocks tend to cluster according to the industry sectors they belong to [49–56]. In our study, we observe both phenomena: the financial stocks cluster according to the country of origin as well as the industry sector. For the period from Jan 2006 to Dec 2007, we find 10 such self-organized clusters in the SGX and 15 self-organized clusters in the HKSE. The component stocks in these clusters are shown in Table 1 and Table 2. As we can see in Table 1 for SGX, stocks in some clusters are either issued by the same company, or they are in the same industry sector. For example, Cluster 1 comprises Singtel, Singtel 10, and Singtel 100, all issued by Singapore Telecommunications Limited, whereas Cluster 2 comprises Singapore Airline and Singapore Airline 200, both issued by Singapore Airlines.
Limited. Other examples include Cluster 5, comprising CapitaLand and City Development, both of which are in the Properties sector, and Cluster 6 comprising DBS Group Holdings, United Overseas Bank, Overseas Chinese Banking Corporation, and Wing Tai Holdings. Except for Wing Tai Holdings, the other three component stocks of Cluster 6 are local banks. More interestingly, we find a purely Chinese Cluster 7, comprising China Hongxing Sports and Pine Agritech, as well as mixed local-Chinese Clusters 3, 4, and 8. In Cluster 3, Celestial Nutri-Foods is local, but China Sun Bio-Chem Technologies Group is Chinese. In Cluster 4, Mirach Energy is a Southeast Asian regional company, but Sky China Petroleum Services, Ferrochina, and China Sky Chemical Fibre are all Chinese stocks. Cluster 8 is the most interesting, comprising local stocks like Neptune Orient Lines, ASL Marine Holdings, Singapore Exchange, Rotary Engineering, UOL Group, and Tat Hong Holdings, but also an Australian investment holding company AusGroup, and two Chinese stocks, Cosco Corporation Singapore and Fibrechem Technologies. There is therefore nontrivial interactions between local stocks and Chinese stocks in the year before and the year after the Chinese Correction.

A similar result is being obtained in HKSE as well. As we can see from Table 2, stocks in most clusters are either in the same industry sectors, or closely related. For example, Cluster 1 consists of Cheung Kong, Hang Seng Bank, Hutchison, Sun Hung Kai Properties, MTR Corporation, and China Mobile. These are companies controlled by Hong Kong business tycoon Li Ka-Shing (Li Ka-Shing owns close to 40% shares in Cheung Kong, which in turn owns close to 50% of Hutchison Whampoa’s shares), or companies (the Hong Kong and Shanghai Banking Corporation (HSBC) owns more than 60% of the shares of Hang Seng Bank, and holds about 40% net stake in Sun Hung Kai Properties) who have made major deals with his companies within the 2006–2007 period (Cheung Kong and Hutchison Whampoa buying over HSBC and Hang Seng’s stakes in the e-commerce setup iBusiness on Jul 27, 2007; MTR awarded a HK$7 billion residential property project to Cheung Kong on Nov 28, 2007). Unlike the SGX, however, local clusters formed the minority on the HKSE, whose trading activities seem to be dominated by the clusters of Chinese stocks. There are nine clusters whose components are from the same industry sectors. These are the three finance clusters, Clusters 2 and 8 (Chinese), and Cluster 11 (foreign), one properties Cluster 3 (Chinese), one mining Cluster (Chinese), two industries Clusters 7 and 9 (Chinese), one consolidated enterprises Cluster 6 (Hong Kong), and one airline Cluster 15 (Chinese). Apart from Cluster 1, there are four mixed-industries clusters. Of these mixed-industries clusters, Cluster 10 consists purely of Chinese stocks, whereas Clusters 12, 13, and 14 all consist of a mix of local and Chinese stocks.

3.2. SGX and HKSE Superclusters

In order to investigate how interactions between local and Chinese stocks precipitated crashes on the SGX and HKSE, we also need to examine correlations between clusters. To do this, we construct the MST and MSF of the clusters, using the complete-linkage correlations as the pairwise correlations between clusters. Both the MST and MSF reveals higher-level self-organizations in the stock markets, and can be thought of as superclusters of stocks.

Across the 2006–2007 two-year period, the SGX MST/MSF is shown in Figure 9a while the HKSE MST/MSF is shown in Figure 9c. From Figure 9a, we see that the Chinese Clusters 3, 4, and 7 formed a supercluster along with the local Cluster 10 in the SGX. This then interacted with a largely local supercluster consisting Clusters 1, 2, 5, 6, and 8. In fact, we see that this interaction was primarily between the Chinese Cluster 3 and the hybrid Cluster 8, both of which contain
Table 1: Component stocks of the 10 SGX clusters between Jan 2006 and Dec 2007.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Stock Code</th>
<th>Stock Name</th>
<th>Market Sector</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Z74</td>
<td>Singtel</td>
<td>Communication</td>
<td>Singapore</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Singtel10</td>
<td>Communication</td>
<td>Singapore</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Singtel100</td>
<td>Communication</td>
<td>Singapore</td>
</tr>
<tr>
<td>2</td>
<td>C6L</td>
<td>Singapore Airline</td>
<td>Airline</td>
<td>Singapore</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Singapore Airline 200</td>
<td>Airline</td>
<td>Singapore</td>
</tr>
<tr>
<td>3</td>
<td>C56</td>
<td>Celestial Nutri-Foods</td>
<td>Manufacturing</td>
<td>Chinese</td>
</tr>
<tr>
<td></td>
<td>C86</td>
<td>China Sun Bio Chem Tech</td>
<td>Manufacturing</td>
<td>Chinese</td>
</tr>
<tr>
<td>4</td>
<td>C68</td>
<td>Mirach Energy</td>
<td>Services</td>
<td>Hong Kong</td>
</tr>
<tr>
<td></td>
<td>W81</td>
<td>Sky China Petroleum Svcs</td>
<td>Services</td>
<td>Chinese</td>
</tr>
<tr>
<td></td>
<td>F33</td>
<td>Ferrochina</td>
<td>Manufacturing</td>
<td>Chinese</td>
</tr>
<tr>
<td></td>
<td>E90</td>
<td>China Sky Chemical Fibre Co</td>
<td>Manufacturing</td>
<td>Chinese</td>
</tr>
<tr>
<td>5</td>
<td>C31</td>
<td>CapitaLand</td>
<td>Properties</td>
<td>Singapore</td>
</tr>
<tr>
<td></td>
<td>C09</td>
<td>City Development</td>
<td>Properties</td>
<td>Singapore</td>
</tr>
<tr>
<td>6</td>
<td>D05</td>
<td>DBS Gp Hldg</td>
<td>Finance</td>
<td>Singapore</td>
</tr>
<tr>
<td></td>
<td>U11</td>
<td>United Oversea Bank</td>
<td>Finance</td>
<td>Singapore</td>
</tr>
<tr>
<td></td>
<td>O39</td>
<td>Oversea Chinese Banking Corp</td>
<td>Finance</td>
<td>Singapore</td>
</tr>
<tr>
<td></td>
<td>W05</td>
<td>Wing Tai Hldg</td>
<td>Properties</td>
<td>Singapore</td>
</tr>
<tr>
<td>7</td>
<td>BR9</td>
<td>China Hongxing Sports</td>
<td>Manufacturing</td>
<td>Chinese</td>
</tr>
<tr>
<td></td>
<td>P39</td>
<td>Pine Agritech</td>
<td>Manufacturing</td>
<td>Chinese</td>
</tr>
<tr>
<td>8</td>
<td>F83</td>
<td>Cosco Corp (Singapore)</td>
<td>Shipping</td>
<td>Singapore</td>
</tr>
<tr>
<td></td>
<td>N03</td>
<td>Neptune Orient Lines</td>
<td>Shipping</td>
<td>Singapore</td>
</tr>
<tr>
<td></td>
<td>A04</td>
<td>ASL Marine Hldg</td>
<td>Manufacturing</td>
<td>Singapore</td>
</tr>
<tr>
<td></td>
<td>S68</td>
<td>Singapore Exchange</td>
<td>Finance</td>
<td>Singapore</td>
</tr>
<tr>
<td></td>
<td>5GJ</td>
<td>Aus Group</td>
<td>Manufacturing</td>
<td>Foreign</td>
</tr>
<tr>
<td></td>
<td>5EE</td>
<td>Aqua-Terra Supply Co</td>
<td>Services</td>
<td>Singapore</td>
</tr>
<tr>
<td></td>
<td>F12</td>
<td>Fibrechem Technologies</td>
<td>Manufacturing</td>
<td>Chinese</td>
</tr>
<tr>
<td></td>
<td>R07</td>
<td>Rotary Engineering</td>
<td>Construction</td>
<td>Singapore</td>
</tr>
<tr>
<td></td>
<td>U14</td>
<td>UOL Gp</td>
<td>Properties</td>
<td>Singapore</td>
</tr>
<tr>
<td></td>
<td>T03</td>
<td>Tat Hong Hldg</td>
<td>Commerce</td>
<td>Singapore</td>
</tr>
<tr>
<td>9</td>
<td>L28</td>
<td>LongCheer Holding</td>
<td>Services</td>
<td>Chinese</td>
</tr>
<tr>
<td></td>
<td>L46</td>
<td>Luzhou Bio-Chem Technology</td>
<td>Manufacturing</td>
<td>Chinese</td>
</tr>
<tr>
<td></td>
<td>T06</td>
<td>Tiong Woon Corp Holdings</td>
<td>Shipping</td>
<td>Singapore</td>
</tr>
</tbody>
</table>
Table 2: Component stocks of the 15 HKSE clusters between Jan 2006 and Dec 2007.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Stock Code</th>
<th>Stock Name</th>
<th>Market Sector</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0001</td>
<td>Cheung Kong Properties</td>
<td>Hong Kong</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0011</td>
<td>Hang Seng Bank Finance</td>
<td>Hong Kong</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0013</td>
<td>Hutchison Consolidated Enterprises</td>
<td>Hong Kong</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0016</td>
<td>Sun Hung Kai Ppt Properties</td>
<td>Hong Kong</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0066</td>
<td>MTR Corporation Utilities</td>
<td>Hong Kong</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0941</td>
<td>China Mobile Consolidated Enterprises</td>
<td>Chinese</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0762</td>
<td>China Unicom Consolidated Enterprises</td>
<td>Hong Kong</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2318</td>
<td>Ping An Finance</td>
<td>Chinese</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2628</td>
<td>China Life Finance</td>
<td>Chinese</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0688</td>
<td>China Overseas Properties</td>
<td>Chinese</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1109</td>
<td>China Res Land Properties</td>
<td>Chinese</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3383</td>
<td>Agile Property Properties</td>
<td>Chinese</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>2899</td>
<td>Zijin Mining Miscellaneous</td>
<td>Chinese</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3330</td>
<td>Lingbao Gold Miscellaneous</td>
<td>Chinese</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0323</td>
<td>Maanshan Iron Industries</td>
<td>Chinese</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0347</td>
<td>Angang Steel Industries</td>
<td>Chinese</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0619</td>
<td>Swire Pacific A Consolidated Enterprises</td>
<td>Hong Kong</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0087</td>
<td>Swire Pacific B Consolidated Enterprises</td>
<td>Hong Kong</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0857</td>
<td>PetroChina Co Industries</td>
<td>Chinese</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0883</td>
<td>CNOOC Industries Chinese</td>
<td>Chinese</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0939</td>
<td>China Construction Bank Finance</td>
<td>Chinese</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3328</td>
<td>Bank of Communication Finance</td>
<td>Chinese</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0297</td>
<td>Sinoferl Hold Ltd Industries</td>
<td>Chinese</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0338</td>
<td>Shanghai Pechem Industries</td>
<td>Chinese</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1033</td>
<td>Yizheng Chem Industries</td>
<td>Chinese</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2883</td>
<td>China Oilfield Industries</td>
<td>Chinese</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0165</td>
<td>China Eb Ltd Construction</td>
<td>Chinese</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1171</td>
<td>Yanzhou Coal Mining Oil and Gas</td>
<td>Chinese</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2328</td>
<td>Picc P&amp;C Properties Chinese</td>
<td>Chinese</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>0005</td>
<td>Hsbc Holdings Finance Foreign</td>
<td>Foreign</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0945</td>
<td>Manulife Financial Corp Finance</td>
<td>Foreign</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2888</td>
<td>StanChart Plc Finance Foreign</td>
<td>Foreign</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>0017</td>
<td>New World Dev Construction</td>
<td>Hong Kong</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0135</td>
<td>Cnpc(Hong Kong) Oil and Gas</td>
<td>Hong Kong</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0489</td>
<td>Dongfeng Group Construction</td>
<td>Chinese</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0906</td>
<td>China Netcom Construction</td>
<td>Chinese</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1088</td>
<td>China Shenhua Oil and Gas</td>
<td>Chinese</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2319</td>
<td>Mengniu Dairy Construction</td>
<td>Hong Kong</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>0144</td>
<td>China Mer Hold Finance</td>
<td>Chinese</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0363</td>
<td>Shanghai Ind H Industries</td>
<td>Chinese</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0882</td>
<td>Tianjin Dev Construction</td>
<td>Chinese</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1199</td>
<td>Cosco Pacific Shipping</td>
<td>Hong Kong</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1919</td>
<td>China Cosco Shipping Chinese</td>
<td>Chinese</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>0218</td>
<td>Shenyin Wanguo Finance</td>
<td>Hong Kong</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0227</td>
<td>First Shanghai Finance</td>
<td>Hong Kong</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0902</td>
<td>Huaneng Power Energy Chinese</td>
<td>Chinese</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0991</td>
<td>Datang Power Energy Chinese</td>
<td>Chinese</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0670</td>
<td>China East Air Airline Chinese</td>
<td>Chinese</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0753</td>
<td>Air China Airline Chinese</td>
<td>Chinese</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1055</td>
<td>China South Air Airline Chinese</td>
<td>Chinese</td>
<td></td>
</tr>
</tbody>
</table>
Figure 8: The MSTs of (a) SGX and (b) HKSE over the period Jan 2006 to Dec 2007. In this figure, solid links are common to both the MST and the MSF, while dashed links are MST links that are omitted to give the MSF, while the area of each circle is proportional to the number of stocks contained in the cluster. A red cluster indicates that the majority of its components are local stocks, a green cluster indicates that the majority of its components are Chinese stocks, and a dark green cluster contains nearly balanced mix of local and Chinese stocks. Finally, a blue cluster contains foreign stocks from other countries.
manufacturing stocks. Over in the HKSE, the picture is different, because of the large number of Chinese clusters. From Figure 9c, we see a large and predominantly Chinese supercluster made up of the Chinese Clusters 3, 4, 5, 9, 10, 13, 15, the hybrid Clusters 12, 14, the foreign Cluster 11, and the local Cluster 6, as well as a hybrid supercluster made up of the Chinese Clusters 2, 7, 8, and the local Cluster 1. The interaction between the two superclusters was primarily between Chinese Clusters 7 and 10. Again, looking at the component stocks, we realized that there is significant overlap between the business areas of the two clusters.

4. Dynamics of Clusters and Superclusters

The results in Section 3 provide interesting insights into the Feb 2007 Chinese Correction in SGX and HKSE. In particular, we find indeed a clean self-organization into local and Chinese clusters and superclusters in SGX, and a more complicated self-organization in the HKSE. Interactions between local and Chinese clusters/superclusters might have caused the two markets to crash on that fateful week at the end of Feb 2007. Since we have tick-by-tick data for both markets, we would like to understand with higher time-resolution how these hierarchies of clusters and superclusters, and their interactions evolved across the Feb 2007 Chinese Correction. To do this, we slide a two-month time window across the two-year period, one month at a time. Within each two-month time window, we compute the digital cross correlations of 30-minute stock prices, before doing the clustering and superclustering analyses.

In Figure 9(a) we show the partial hierarchical clustering results in a typical case, and contrast it with the best (Figure 9(b)) and worst cases (Figure 9(c)). We then plot the kink angles associated with all clusters identified from SGX and HKSE over all time windows in Figure 9(d), where we see that the best and typical cases form dense bands away from 180°. We are certain therefore that the identification of these clusters are reliable. For the worst case scenario, we are less confident with the clusters identified, because many of them have kink angles that fall within the ambiguous range of 160° to 200°. Fortunately less than 10% of the clusters identified belong to this category. For each time window, we also take the number of ambiguous clusters to be the standard error for the number of clusters.

Because of the large number of time windows and clusters, we do not show the compositions of the clusters and the structures of the superclusters. Instead, we show how the numbers of clusters and MSF superclusters evolve over time for the two markets in Figure 10. From the naive chemical reactions picture described in Section 1, we expect the number of clusters and superclusters to decrease before the market crash, as they merge into one giant cluster. After the market crash, we expect this giant cluster to fragment into smaller clusters, and thus the number of clusters and superclusters should increase after the market crash. However, this is not we see from Figure 10. In general, we see peaks instead of dips in the number of clusters around the dates of the three significant market events. Fortunately, these peaks are all preceded by dips in the number of clusters. Therefore, we can still fit our observations within the chemical reactions picture, if we concede that the giant cluster reaches its maximum size, and start fragmenting, before the significant market event is reported. This is reasonable, as early movers on a market frequently reverse their positions on stocks in the market before the market crash. Herding by other traders copying these decisions may then have precipitated the market crash.

Within this modified chemical reaction, we can now compare the reactions of the SGX and HKSE. For the May/Jun 2006 correction, the number of clusters in the SGX and HKSE peaked
Figure 9: The comparison between a (a) typical, (b) good and (c) poor outcomes from partial hierarchical clustering, where the cluster boundary (kink) is marked with red star. The boundary is identified visually and is unlikely to be wrong for typical and good cases, whereas for poor case the cluster identified is ambiguous, whether this is done visually or automatically. As a naive measurement of how well partial hierarchical clustering performs, we measure the kink angle associated with the cluster, and show these in (d) as a scatter plot for clusters identified from SGX and HKSE in different time windows. The closer the angle to 180° the more ambiguous the cluster identified. Based on the density of points on the scatter plot, we chose the band of ambiguous clusters to be between 160° and 200°, and use these to estimate the errors in the numbers of clusters for different time windows.
in the same two-month window, although the ‘giant cluster’ for this event appears to have started
fragmenting earlier in the HKSE. For the Feb 2007 Chinese Correction, the ‘giant cluster’ reached
its maximum size (dip in number of clusters) very quickly in the HKSE. The fragmentation (peak
in number of clusters) also proceeded very quickly. These two processes were slower in the SGX,
and we suspect this is due to there being more Chinese stocks on the HKSE. In fact, the number of
clusters peaked only after the Chinese Correction in the SGX. Finally, for the Jul 2007 Subprime
Crisis, the number of clusters in both markets dipped instead, with a larger dip in the SGX. In
choosing the two markets, we were guided by the suspicion that there will be early warning signs
of the Chinese Correction in the Shanghai Stock Exchange (SSE), and also in the HKSE and the
SGX, two other markets where Chinese stocks are traded. We also expected knee-jerk reactions in
other markets affected by the contagion, and that early warning signals would not be seen in these
markets. To put in simply, we expect early warning signs only in markets that were origins of the
contagion. In a sense, our observations that the number of SGX and HKSE clusters (as a proxy
indicator of a giant cluster) dipped before the Feb 2007 Chinese Correction, but dipped during the
Jul 2007 Subprime Crisis is consistent with such a source-contagion picture.

To look for further supporting evidence for such a picture of source-contagion chemical re-
actions, we also calculate the average intracluster and intercluster correlation level, as shown in
Figure 11a and 11b the average intracluster correlation level and average intercluster correlation
level in the SGX and HKSE. Again, from the chemical reactions picture, we expect the correlation
level of the financial clusters increased when closer to the financial crisis, reached a maximum
during the market crash, and then falls off after the market crash. In addition, the chemical re-
actions picture also suggests that the gap between the average intracluster correlation level and
the average intercluster correlation level decrease as we approach the market crash, reach a min-
imum during the market crash, and then increase again after the market crash. Indeed, increased
correlations are found in both the SGX and HKSE for the three significant market events. The
chemical reactions picture is most clear on the SGX, as we see two broad humps for the May/Jun
2006 market correction and the Feb 2007 Chinese Correction, and a sharp peak for the Jul 2007
Subprime Crisis. We do not understand why the HKSE has such weak correlational reactions to
the three significant market events. More interestingly, from Figure 11a we see the gap between
the average intracluster and intercluster correlation levels close at two times, Sep/Oct 2006, and
Nov/Dec 2006. Going back to Figure 10, we find the number of SGX clusters dipping at these
two times. This gap-closing feature is not seen for the May/Jun 2006 market correction and the Jul
2007 Subprime Crisis.
Figure 10: The number of financial clusters over overlapping two-month windows across Jan 2006 to Dec 2007 for (a) SGX and (b) HKSE. In this figure, the error bars are the numbers of ambiguous clusters identified through partial hierarchical clustering. The green vertical line marks a market correction that occurred around May/June 2006, the red vertical line marks the Feb 2007 Chinese Correction, while the black vertical line marks the Subprime Crisis in Jul 2007.
Figure 11: The average intracluster correlation level and average intercluster correlation level over overlapping two-month windows across Jan 2006 to Dec 2007 for (a) SGX and (b) HKSE. In this figure, the error bars of the intracluster and the intercluster correlations are estimated using Equations (17) and (18). The green vertical line marks a market correction that occur around May/Jun 2006, the red vertical line marks the Feb 2007 Chinese Correction, while the black vertical line marks the Subprime Crisis in Jul 2007.
5. Conclusions

To conclude, we investigated how the hierarchical organizations in the SGX and HKSE changed across the Feb 2007 Chinese Correction by performing complete-linkage partial hierarchical clustering of the digital cross correlations between stocks. Over the entire 2006–2007 period, we find the existence of clusters of Chinese stocks listed on the two markets, in addition to the expected clusters of local stocks. These clusters are then organized into a Chinese supercluster and a local supercluster, whose interactions might have been causally responsible for the Feb 2007 crash in SGX and HKSE. To examine these interactions in detail, we repeated the clustering and superclustering analyses over overlapping two-month windows. We find the number of clusters dipped before significant market corrections and crashes, and thereafter increased. On the SGX, we also find the gap between the intracluster and intercluster correlations closing before the Feb 2007 Chinese Correction. These features are qualitatively consistent with a chemical reactions picture, where we expect clusters to merge into a giant cluster before market corrections and crashes. From this chemical reactions picture, we also expect the stronger intracluster correlations to weaken, and the weaker intercluster correlations to strengthen, leading to the gap between the two correlations closing during the market event. Finally, on the SGX the May/Jun 2006 market correction and the Feb 2007 Chinese Correction showed up as broad humps in the clustered correlations, but the Jul 2007 Subprime Crisis showed up as a sharp peak. This suggests that the May/Jun 2006 and Feb 2007 events were endogeneous to the SGX, while the Jul 2007 event was an exogeneous shock.

Even though we do not believe there can be an exact mapping of stock market dynamics to chemical reaction dynamics, we have demonstrated in this paper how the chemical reaction picture can be used to guide our thinking about processes in the stock markets, what quantities to measure and present, and help us focus on insightful questions to ask. In addition, in our time-resolved analysis of how the market hierarchy changes across market crashes, we ended up with a large number of time windows and clusters. We were thus limited to plotting the time evolutions of the number of clusters and the intracluster and intercluster correlations. With these alone, it is difficult to construct a broader picture of how interactions between Chinese and local stocks led to the market crashes on SGX and HKSE. New visualization and analytical tools are necessary to meaningfully extract information from the clusters at different times. We have done this, and will report our results in another paper.
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