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Asynchronous Distributed Optimization for Network Utility Maximization Problems with Event Triggered Communication

Xiangyu Meng, and Tongwen Chen

Abstract—This paper is concerned with an event triggered distributed optimization algorithm for network utility maximization (NUM) problems. According to an event triggering logic, a source broadcasts its information to the links when a local signal exceeds a state dependent threshold. A similar communication logic is executed by each link, where the link broadcasts its information to all sources that use the link. The algorithm is based on a sequential barrier method, which can be applied to optimization problems with constraints. The efficiency of the proposed scheme is verified via simulations. The simulation result shows that the proposed algorithm reduces the number of message exchanges while guaranteeing the converge to the optimal solution.

I. INTRODUCTION

Many problems in control engineering can be formulated as optimization problems [1], [2], such as data gathering problems, estimation and localization problems [3], and maximum life routing problems in sensor networks. Most of these problems require a distributed solution since it is impossible to centralize all information by communication alone in a large-scale network. Another significant requirement in a large-scale network is the need for distributed computation of the optimal solution relying on local measurements, as opposed to requiring a central computation system. Therefore, interest in distributed optimization problems has been rapidly growing in recent years [4], [5]. Common distributed algorithms that solve network optimization problems are distributed gradient-based algorithms which guarantee the converge to optimal points provided that the communication between subsystems is sufficiently frequent. Typically, distributed networks are deployed in resource-constrained environments, and sensors powered by batteries communicate over radio, which is the most energy-consuming function. Energy constraints dictate that distributed optimization problems are best approached in a holistic manner to achieve energy efficiency. As a consequence of these issues, event triggered communication has been used in distributed optimization algorithms to mitigate the above issues, and the resulting optimization problems become tractable [6]. Event triggered distributed algorithms were introduced in a scenario where multiple agents cooperated to control their individual states so as to achieve a common objective while communicating with each other to exchange state information [7], [8]. Distributed event triggered optimization algorithms were also well suited for solving the optimal active power flow problem [9]. The result in [9] confirms that the approximated solution obtained by event triggered distributed algorithms can enjoy significantly less communication while keeping the same accuracy as solutions computed by traditional ones.

In this paper, we focus on the network utility maximization (NUM) problem, where each source generates a flow over shared links with limited capacities to achieve the maximization of total sources’ utility. Various techniques have been used to solve NUM problems distributively, such as decomposition approaches [10], and the Newton method [11]. In the design of distributed algorithms for NUM problems, one important factor to control is communication traffic in the network. In [12], barrier and augmented Lagrangian methods have been proposed to solve NUM problems based on a continuous flow updating rule and a continuous event detection scheme. In contrast to [12], a discrete time framework is presented in this paper to solve the same problem. Here a barrier method is used to transform the constrained optimization problem into a sequence of unconstrained optimization problems. For each unconstraint optimization problem, the calculation of the optimal flow rate is distributed among sources. Thanks to the barrier method, overflow never happens over shared links even though each source updates its own flow rate independently. Each link monitors the available capacity, and send a reciprocal of this information to corresponding sources when it feels “necessary”. Note that from a privacy point of view, the link does not send the flow rate information of each source, and its capacity. The transmission instants are determined by a communication logic condition. Similar logic conditions are also configured at sources, where the sources broadcast messages to the corresponding links. The proposed algorithm guarantees a sub-optimal solution with an arbitrary accuracy as solutions computed by traditional ones. Also note that the proposed algorithm is asynchronous in the sense that the step sizes for calculating the flow rates are different for distinct sources. In addition, an upper bound of the step size is also provided.

The main contributions of this paper are briefly summarized as follows:

• propose a discrete time distributed interior point method for optimization problems with constraints;
develop triggering rules to mediate the communication between sources and links;
• solve the network utility maximization problem with guaranteed accuracy.

Notation: The set \( \mathbb{R} \) is the set of real numbers, \( \mathbb{R}^n \) real \( n \)-vectors, \( \mathbb{R}^{m \times n} \) real \( m \times n \) matrices, \( \mathbb{R}_+ \) nonnegative real numbers, and \( \mathbb{R}_{++} \) positive real numbers. The symbol \( X^T \) denotes the transpose of matrix \( X \). The norm \( \|x\|_2 \) stands for the Euclidean norm of vector \( x \). We use \( \nabla f \) represents the gradient of function \( f \) and \( \nabla^2 f \) the hessian of function \( f \). The generalized inequality \( x \preceq y \) means componentwise inequality between vectors \( x \) and \( y \).

II. MATHEMATICAL BACKGROUND

In this section we give a brief review of some basic concepts used in this paper, which are mostly borrowed from [4].

A. Derivatives

Suppose \( f : \mathbb{R}^n \to \mathbb{R}^m \) and \( x \in \text{int dom } f \). The function \( f \) is differentiable at \( x \) if there exists a matrix \( Df(x) \in \mathbb{R}^{m \times n} \) that satisfies
\[
\lim_{z \to x \atop z \neq x} \frac{\|f(z) - f(x) - Df(x)(z-x)\|_2}{\|z-x\|_2} = 0,
\]
in which case \( Df(x) \) is referred to as the derivative or Jocobian of \( f \) at \( x \). The function \( f \) is differentiable if \( \text{dom } f \) is open, and it is differentiable at every point in its domain. The derivative can be found from partial derivatives:
\[
Df(x)_{ij} = \frac{\partial f_i(x)}{\partial x_j}, \quad i = 1, \ldots, m, \quad j = 1, \ldots, n.
\]

When \( f \) is real-valued, the derivative \( Df(x) \) is a \( 1 \times n \) matrix, i.e., it is a row vector. Its transpose is called the gradient of the function:
\[
\nabla f(x) = Df(x)^T,
\]
which is a column vector in \( \mathbb{R}^n \). Its components are the partial derivatives of \( f \):
\[
\nabla f(x)_i = \frac{\partial f(x)}{\partial x_i}, \quad i = 1, \ldots, n.
\]

As an example of chain rule, suppose \( f : \mathbb{R}^n \to \mathbb{R}, \ g : \mathbb{R} \to \mathbb{R} \), and \( h(x) = g(f(x)) \). Taking transpose of \( Dh(x) = Dg(f(x))Df(x) \) yields
\[
\nabla h(x) = g'(f(x)) \nabla f(x).
\]

A general chain rule for the second derivative is stated below:
\[
\nabla^2 h(x) = g'(f(x)) \nabla^2 f(x) + g''(f(x)) \nabla f(x) \nabla f(x)^T.
\]

B. Convex Functions

Definition 1: A function \( f : \mathbb{R}^n \to \mathbb{R} \) is convex if \( \text{dom } f \) is a convex set and if for all \( x, y \in \text{dom } f \), and \( \theta \) with \( 0 \leq \theta \leq 1 \), it holds
\[
f(\theta x + (1 - \theta) y) \leq \theta f(x) + (1 - \theta) f(y). \tag{1}
\]

A function \( f \) is strictly convex if strict inequality holds in (1) whenever \( x \neq y \) and \( 0 < \theta < 1 \). The function \( f \) is concave if \( -f \) is convex, and strictly concave if \( -f \) is strictly convex.

For example, \( \log x \) is concave on \( \mathbb{R}_{++} \).

Now introduce two operations that preserve convexity or concavity of functions,

1) A nonnegative weighted sum of convex functions,
\[
f = w_1f_1 + \cdots + w_mf_m,
\]
is convex. Similarly, a nonnegative weighted sum of concave functions is concave. A nonnegative, nonzero weighted sum of strictly convex (concave) functions is strictly convex (concave).

2) Suppose \( f : \mathbb{R}^n \to \mathbb{R}, \ A \in \mathbb{R}^{n \times m} \), and \( b \in \mathbb{R}^n \). Define \( g : \mathbb{R}^m \to \mathbb{R} \) by \( g(x) = f(Ax + b) \), with \( \text{dom } g = \{ x | Ax + b \in \text{dom } f \} \). Then if \( f \) is convex, so is \( g \); if \( f \) is concave, so is \( g \).

Definition 2: A function \( f : \mathbb{R}^n \to \mathbb{R} \) is said to be closed if, for each \( \alpha \in \mathbb{R} \), the sublevel set
\[
\{ x \in \text{dom } f | f(x) \leq \alpha \}
\]
is closed.

For example, the functions \( f(x) = -\log x \) with \( \text{dom } f = \mathbb{R}_{++} \) and \( f(x) = -\sum_{i=1}^m \log(b_i - a_i^T x) \) with \( \text{dom } f = \{ x | a_i^T x < b_i, i = 1, \ldots, m \} \) are closed.

The starting point must lie in \( \text{dom } f \), and in addition the sublevel set
\[
S = \{ x \in \text{dom } f | f(x) \leq f(x^{(0)}) \}
\]
must be closed. Assume \( f \) is strongly convex on \( S \), so there are positive constants \( m \) and \( M \) such that
\[
mI \leq \nabla^2 f(x) \leq MI
\]
for all \( x \in S \). The lower and upper bounds on the Hessian imply for any \( x, y \in S \),
\[
 f(x) + \nabla f(x)^T (y-x) + \frac{m}{2} \|y-x\|_2^2 \leq f(y) 
\]
\[
\leq f(x) + \nabla f(x)^T (y-x) + \frac{M}{2} \|y-x\|_2^2.
\]

III. PROBLEM FORMULATION

Consider a network in which two special nodes, called the source and the destination, are distinguished. The nodes of a network are usually numbered, say, \( 1, 2, 3, \ldots, S \). A network is typically represented as shown in Figure 1. The nodes are designated by circles, with a symbol inside each circle denoting the type and index of that node. Denote \( S = \{1, \ldots, S\} \) as the index set of sources in the network. Corresponding
to each source node \(i \in S\), there is a nonnegative number \(s_i\) representing a flow along a predetermined route to a destination. Use \(L = \{1, \ldots, L\}\) to denote the index set of directed links. Associated with each link is a finite number \(c_l > 0\) for \(l \in L\), representing the maximum allowable flow. The network utility maximization (NUM) problem is that of determining the maximal aggregate sources’ utilities subject to links’ capacity constraints. When written out, it takes the form

\[
\text{maximize } \sum_{i=1}^{S} U_i(s_i) \quad \text{subject to } R s \leq c, s \geq 0.
\]  

(2)

Here \(U_i : \mathbb{R}_+ \rightarrow \mathbb{R}\) is the utility of source \(i\) as a function of the source rate \(s_i\). It is assumed to be twice differentiable, strictly concave in \(s_i\), and strictly monotonically increasing on \((0, \infty)\). The vectors \(s = [s_1, \ldots, s_S]^T\) and \(c = [c_1, \ldots, c_L]^T\) are compact forms of the source data rates and link capacities, respectively. The matrix \(R\) is the routing matrix of dimension \(L \times S\), i.e.,

\[
r_{ij} = \begin{cases} 
1, & \text{if link } i \text{ is on the route of source } j, \\
0, & \text{otherwise}.
\end{cases}
\]

For each link \(l\), let \(S_l\) denote the set of sources that use link \(l\); for each source \(i\), let \(L_i\) denote the set of links that source \(i\) uses. Also assume that the problem is strictly feasible, i.e., the constraint set \(F\) taking the form

\[
F = \{ s : R s - c \leq 0, s \geq 0 \}
\]

has a nonempty interior that is arbitrarily close to any point in \(F\). Intuitively, this means that the set has an interior and it is possible to get to any boundary point by approaching it from the interior. Such a set is referred to as robust [13].

The barrier method is used to approximately formulate the inequality constrained problem in (2) as a sequence of unconstrained problems. The approximation is accomplished by adding terms to the objective function that favors points interior to the feasible region over those near the boundary. The first step is to rewrite the problem in (2), making the inequality constraints implicit in the objective function:

\[
\text{minimize } f(s; \lambda, \mu),
\]

(3)

where

\[
f(s; \lambda, \mu) = -\sum_{i \in S} U_i(s_i) - \sum_{j \in L} \frac{1}{\lambda_j} \log(c_j - r^T_js) - \sum_{i \in S} \frac{1}{\mu_i} \log s_i
\]

is the Lagrangian associated with the problem (2) and \(r^T_1, \ldots, r^T_L\) are the rows of \(R\). Here \(\lambda = [\lambda_1, \ldots, \lambda_L]^T\) and \(\mu = [\mu_1, \cdots, \mu_S]^T\) are constant vectors with positive entries that set the accuracy of the approximation.

**Remark 1:** The objective function in (3) is convex. This can be shown via the definition of convex function and operations that preserve convexity of functions.

The functions \(\phi_L(s) = -\sum_{i \in L} \log(c_i - r^T_i s)\), and \(\phi_S(s) = -\sum_{i \in S} \log s_i\) with \(\text{dom} \phi_L \cap \text{dom} \phi_S = \{ s \in \mathbb{R}^S | s_i > 0, r^T_is < c_j, i = 1, \ldots, S, j = 1, \ldots, L \}\), are called the logarithmic barriers or log barriers for the problem in (2).

**Remark 2:** The above domain is the set of points that satisfy the inequality constraints in (2) strictly. No matter what values the positive parameters \(\lambda_j, j = 1, \ldots, L\) and \(\mu_i, i = 1, \ldots, S\) have, the logarithmic barriers grow without bound if \(c_j - r^T_j s \to 0\) or \(s_i \to 0\), for any \(i\) and \(j\). Of course, the problem in (3) is only an approximation of the original problem in (2). The quality of the approximation improves as the parameters \(\lambda_j\) and \(\mu_i\) grow. It can be soon shown that the original problem can be circumvented by solving a sequence of problems of the form in (3), increasing the parameters \(\lambda_j\) and \(\mu_i\), and starting each minimization at the solution to the problem with the previous values of \(\lambda_j\) and \(\mu_i\).

For \(\lambda \geq 0\) and \(\mu \geq 0\), define \(s^*(\lambda, \mu)\) as the optimal solution to (3). The central path associated with the problem in (2) is defined as the set of points \(s^*(\lambda, \mu), \lambda \geq 0\) and \(\mu \geq 0\), which are called the central points. Points on the central path are characterized by the following necessary and sufficient conditions: \(s^*(\lambda, \mu)\) is strictly feasible, i.e., it satisfies

\[
r^T_js < c_j, \quad j = 1, \ldots, L, \quad s_i > 0, \quad i = 1, \ldots, N,
\]

and

\[
0 = -\sum_{i \in S} \nabla U_i(s_i) - \sum_{i \in S} \frac{1}{\mu_i} s_i - \sum_{j \in L} \frac{1}{\lambda_j} \frac{1}{c_j - r^T_j s}
\]

(4)

holds.

Every central point yields a dual feasible point, and hence a lower bound on the optimal value \(p^*\). More specifically, define

\[
\nu^*_i(\mu_i) = \frac{1}{\mu_i s_i}, \quad i = 1, \ldots, S,
\]

\[
\nu^*_j(\lambda_j) = \frac{1}{\lambda_j(c_j - r^T_j s)}, \quad j = 1, \ldots, L.
\]

The pair \((\nu^*(\mu), \nu^*(\lambda))\) is dual feasible.

First, it is clear that \(\nu^*(\mu) > 0\) and \(\nu^*(\lambda) > 0\) because \(s_i > 0, \quad i = 1, \ldots, S, \quad \) and \(r^T_js < c_j, \quad j = 1, \ldots, L\). By expressing the optimality condition in (4) as

\[
\sum_{i \in S} \nabla U_i(s^*_i(\mu, \lambda)) + \sum_{i \in S} \nu^*_i(\mu_i) + \sum_{j \in L} \nu^*_j(\lambda_j) = 0
\]

it can be seen that \(s^*(\mu, \lambda)\) minimizes the Lagrangian \(f(s; \lambda, \mu)\) for \(\nu = \nu^*(\mu)\) and \(\nu = \nu^*(\lambda)\), which means that
\((v^*(\mu), v^*(\lambda))\) is a dual feasible pair. Therefore, the dual function \(g(v^*(\mu), v^*(\lambda))\) is finite, and

\[
g(v^*(\mu), v^*(\lambda)) = -\sum_{i \in S} U_i(s^*_i) - \sum_{i \in S} ^*\nu_i(\mu)s_i + \sum_{j \in \mathcal{L}} v^*_j(\lambda)(r^T_j s - c_j)
\]

\[
= -\sum_{i \in S} U_i(s^*_i) - \sum_{i \in S} \mu_i - \sum_{j \in \mathcal{L}} \frac{1}{\lambda_j}.
\]

In particular, the duality gap associated with \(s^*(\mu, \lambda)\) and the dual feasible pair \((v^*(\mu), v^*(\lambda))\) is simply \(-\sum_{i \in S} \mu_i - \sum_{j \in \mathcal{L}} \lambda_j\). As an important consequence, it follows that

\[
-\sum_{i \in S} U_i(s^*_i) - p^* \leq \sum_{i \in S} \frac{1}{\mu_i} + \sum_{j \in \mathcal{L}} \frac{1}{\lambda_j},
\]

i.e., \(s^*(\lambda, \mu)\) is no more than \(\sum_{i \in S} \mu_i + \sum_{j \in \mathcal{L}} \lambda_j\)-suboptimal. This confirms the intuitive idea that \(s^*(\lambda, \mu)\) converges to an optimal point as \(\lambda_i \to \infty\) and \(\mu_j \to \infty\).

Remark 3: Barrier methods are also referred to as interior point methods. They work by establishing a barrier on the boundary of the feasible region that prevents a search procedure from leaving the region. This suggests that the link capacity constraints can always be guaranteed. Therefore, this method is reliable enough to be embedded in real-time control applications with little or no human oversight.

Define the \(j\)th link’s local state as

\[
\alpha_j(k) = \frac{1}{\lambda_j(c_j - a^T_j s(k))}.
\]

Link \(j\) is able to measure the total flow that goes through it and calculate its link state. The benefit of introducing event triggered techniques lies in reduced computation cost and communication cost at each link. Links do not need to calculate the state information and send it to sources at each time instant.

The sampling strategy is push type, which means that sources do not request information from links; links send their information to sources when it is necessary. The same strategy applies for sources.

IV. CONVERGENCE ANALYSIS FOR EVENT TRIGGERED BARRIER ALGORITHMS

Here we introduce two types of communication protocols: broadcasting and point-to-point communication.

A. Broadcasting Communication Protocol

Let \(T_n^j, n = 1, 2, \ldots\), denote the time when link \(j\) samples its link state \(\alpha_j\) and broadcasts it to sources \(i \in \mathcal{S}_j\). Therefore, the sampled link state is a piecewise constant function in which

\[
\hat{\alpha}_j(k) = \alpha_j(T_n^j)
\]

for any \(k \in [T_n^j, T_{n+1}^j]\). Define

\[
z_i(k) = \nabla U_i(s_i(k)) + \frac{1}{\mu_i} s_i(k) - \sum_{j \in \mathcal{L}_i} \hat{\alpha}_j(k)
\]

as the \(i\)th source state for all \(i \in \mathcal{S}\). Let \(T_n^S, n = 1, 2, \ldots\), denote the time when source \(i\) samples its source state \(z_i(k)\)

and broadcasts it to links \(j \in \mathcal{L}_i\). Therefore, the sampled source state is also a piecewise constant function in which

\[
z_i(k) = z_i(T_n^S)
\]

for any \(k \in [T_n^S, T_{n+1}^S]\). Let \(\mathcal{E}_{L_j}\) and \(\mathcal{E}_{S_i}\) be the set of indices in \(\{T_n^S\}\) and \(\{T_n^L\}\) corresponding to events at link \(j\) and source \(i\), respectively. The communication event instants at source \(i\) and link \(j\) are determined by the violation of the following inequalities:

\[
z_i^2(k) \geq \rho_k z_i^2(k),
\]

and

\[
(\alpha_j(k) - \hat{\alpha}_j(k))^2 \leq \frac{\sum_{i \in S_j} \rho_k^2 \sum_{i \in L_j} \left(1 - \frac{\epsilon_i}{2} - \frac{\gamma_i}{2}z_i(k)\right) z_i^2(k)}{\sum_{i \in L_j} \gamma_i|z_i|},
\]

respectively.

The minimizer of the Lagrangian \(L(s; \lambda, \mu)\) for fixed \(\lambda\) and \(\mu\) can be searched using the basic descent method. Given an initial feasible vector \(s(0)\), the iteration of event triggered optimization algorithms for source \(i\) is given by

\[
s_i(k + 1) = s_i(k) + \gamma_i z_i(k),
\]

where the positive scalar \(\gamma_i\) is called the step length. In other words, communication is invoked only when the event conditions are satisfied. When a communication event is triggered, \(\hat{z}_i\) or \(\hat{\alpha}_j\) is set to \(z_i\) or \(\alpha_j\). Therefore, the event conditions are satisfied instantaneously.

Theorem 1: Under the communication logic in (5) and (6), and the flow update scheme in (7), if the step length is set by

\[
0 < \gamma_i < \frac{2 - \epsilon_i}{M}
\]

with \(0 < \epsilon_i < 2\), then the source rates \(s(k)\) asymptotically converge to the unique minimizer of \(f(s; \lambda, \mu)\).

Proof. Given a suitable starting point \(s^0\in \text{dom} f\), the sublevel set

\[
A = \{s \in \text{dom} f : f(s) \leq f(s^0)\}
\]

closed since the function \(f\) is closed. Since the objective function is strongly convex on \(A\), which means that there exists an \(m > 0\) such that

\[
\nabla^2 f(s) \geq mI
\]

for all \(s \in A\), and the inequality

\[
f(y) \geq f(x) + \nabla f(x)^T(y - x) + \frac{m}{2} \|y - x\|^2
\]

holds for all \(x, y \in A\). The inequality in (9) implies that the sublevel set contained in \(A\) is bounded, so in particular, \(A\) is bounded. Therefore, the maximum eigenvalue of \(\nabla^2 f(s)\), which is a continuous function of \(s\) on \(A\), is bounded above on \(A\), i.e., there exists a constant such that

\[
\nabla^2 f(x) \leq MI
\]

for all \(s \in A\). This upper bound on the Hessian implies for \(s(k + 1) \in A \text{ and } s(k) \in A\),

\[
f(s(k + 1)) \leq f(s(k)) + \nabla f(s(k))^T(\gamma^* z(k))
\]

\[
+ \frac{M}{2} \|\gamma^* z(k)\|^2,
\]

respectively.
where \( \cdot \) denotes the element-wise multiplication of two vectors.

From the definition of \( z_i(k), \alpha_j(k), \) and \( \hat{\alpha}_j(k) \), we have
\[
\nabla_i f(s(k); \lambda, \mu) = -z_i(k) + \sum_{j \in L_i} [\alpha_j(k) - \hat{\alpha}_j(k)].
\]

For convenience, parameter dependence is omitted temporarily to save writing.

Define \( V(s(k)) = f(s(k); \lambda, \mu) - f(s^*; \lambda, \mu) \) as a Lyapunov function candidate for the system in (7), where \( s^*(\lambda, \mu) \) is the minimizer for any fixed \( \lambda \) and \( \mu \), and the corresponding Lagrangian function is \( f(s^*; \lambda, \mu) \). By using the properties of \( U_i(s_i) \), it is easy to show that such a minimizer is unique. It is trivial to see that \( \Delta V(s) = \Delta f(s; \lambda, \mu) \).

For all \( k \geq 0 \), we have
\[
\Delta V \leq \sum_{i=1}^{S} \left\{ \gamma_i z_i \left[ \sum_{j \in L_i} (\alpha_j - \hat{\alpha}_j) - z_i \right] + \frac{M}{2} \gamma_i^2 z_i^2 \right\}.
\]

Using Young’s inequality
\[
xy \leq \frac{x^2}{2\varepsilon} + \frac{\varepsilon y^2}{2},
\]
we get
\[
\Delta V \leq \sum_{i=1}^{S} \left\{ \gamma_i \left( 1 - \frac{\varepsilon_i}{2} - \frac{M}{2} \gamma_i \right) z_i^2 \right\} + \sum_{i=1}^{S} \left\{ \gamma_i \left[ \frac{\gamma_i}{2\varepsilon_i} \sum_{j \in L_i} (\alpha_j - \hat{\alpha}_j)^2 \right] \right\}.
\]

Remember there are \( |L_i| \) terms in the sum \( \sum_{j \in L_i} (\alpha_j - \hat{\alpha}_j) \) and then by using the sum of squares inequality
\[
\left[ \sum_{j \in L_i} (\alpha_j - \hat{\alpha}_j)^2 \right]^2 \leq |L_i| \sum_{j \in L_i} (\alpha_j - \hat{\alpha}_j)^2,
\]
we have
\[
\Delta V \leq \sum_{i=1}^{S} \left\{ -\gamma_i \left( 1 - \frac{\varepsilon_i}{2} - \frac{M}{2} \gamma_i \right) z_i^2 \right\} + \sum_{i=1}^{S} \left\{ \frac{\gamma_i}{2\varepsilon_i} \sum_{j \in L_i} (\alpha_j - \hat{\alpha}_j)^2 \right\}.
\]

We can write the last term as
\[
\sum_{i=1}^{S} \frac{\gamma_i |L_i|}{2\varepsilon_i} \sum_{j \in L_i} (\alpha_j - \hat{\alpha}_j)^2 = \sum_{j=1}^{L} (\alpha_j - \hat{\alpha}_j)^2 \sum_{i \in S_j} \gamma_i |L_i| / 2\varepsilon_i.
\]

This means
\[
\Delta V \leq \sum_{i=1}^{S} \left\{ -\gamma_i \left( 1 - \frac{\varepsilon_i}{2} - \frac{M}{2} \gamma_i \right) z_i^2 \right\} + \sum_{j=1}^{L} (\alpha_j - \hat{\alpha}_j)^2 \sum_{i \in S_j} \gamma_i |L_i| / 2\varepsilon_i.
\]

Considering the term \( \sum_{i=1}^{S} \rho_i \gamma_i \left( 1 - \frac{\varepsilon_i}{2} - \frac{M}{2} \gamma_i \right) \varepsilon_i^2 \), we have
\[
\sum_{i=1}^{S} \rho_i \gamma_i \left( 1 - \frac{\varepsilon_i}{2} - \frac{M}{2} \gamma_i \right) \varepsilon_i^2 = \sum_{j=1}^{L} \sum_{i \in S_j} \rho_i \gamma_i |L_i| \left( 1 - \frac{\varepsilon_i}{2} - \frac{M}{2} \gamma_i \right) \varepsilon_i^2.
\]

Adding and subtracting the term
\[
\sum_{i=1}^{S} \rho_i \gamma_i \left( 1 - \frac{\varepsilon_i}{2} - \frac{M}{2} \gamma_i \right) \varepsilon_i^2,
\]
we obtain
\[
\Delta V \leq -\sum_{i=1}^{S} \gamma_i \left( 1 - \frac{\varepsilon_i}{2} - \frac{M}{2} \gamma_i \right) (z_i^2 - \rho_i \hat{z}_i^2)
\]
\[
+ \sum_{j=1}^{L} \left( \alpha_j - \hat{\alpha}_j \right)^2 \sum_{i \in S_j} \gamma_i |L_i| / 2\varepsilon_i
\]
\[
- \sum_{j=1}^{L} \sum_{i \in S_j} \rho_i \gamma_i |L_i| \left( 1 - \frac{\varepsilon_i}{2} - \frac{M}{2} \gamma_i \right) \varepsilon_i^2.
\]

This immediately suggests that \( \Delta V(s) \leq 0 \) is guaranteed for all \( k \) because the inequalities in (5) and (6) hold for any \( i \in S \) and \( j \in L \).

The only scenario that \( \Delta V = 0 \) can happen is
\[
z_i = \hat{z}_i = 0, \quad \forall i \in S, \quad \alpha_j = \hat{\alpha}_j = 0, \quad \forall j \in L,
\]
which corresponds to \( s^*(\mu, \lambda) \). As a result, the equilibrium \( s^*(\mu, \lambda) \) is asymptotically stable.

### B. Point-to-Point Communication Protocol

For this type of communication protocol, the communication between links and sources is point to point. Let \( T_{L_i}^{L_j,2S_i}, n = 1, 2, \ldots \), denote the time when the link \( j \) samples its link state \( \alpha_j \) and transmits that state to source \( i \). Therefore, the sampled link state is held constant at the source \( i \)'s node until a new message arrives in which
\[
\hat{\alpha}_j(k) = \alpha_j(T_{n}^{L_i,L_j,2S_i})
\]
for any \( k \in [T_{n}^{L_i,L_j,2S_i}, T_{n+1}^{L_i,L_j,2S_i}) \). Define
\[
z_i(k) = \nabla U_i(s_i(k)) + 1/ \mu_i s_i(k) - \sum_{j \in L_i} \hat{\alpha}_j(k) (10)
\]
Let \( T_{n}^{S_i,L_j}, n = 1, 2, \ldots \), denote the time when the source \( i \) samples its source state \( z_i(k) \) and sends that state to link \( j \). Then, the link holds the information until the state is updated in which
\[
z_i(k) + \hat{\alpha}_j(k) = z_i(k) \quad (12)
\]
for any \( k \in [T_{n}^{S_i,L_j}, T_{n+1}^{S_i,L_j}) \). The communication protocol for the source \( i \) and link \( j \) are determined by
\[
z_i(k) \hat{z}_i(k) > 0, \quad (13)
\]
and
\[
z_i(k) (a_j(k) - \hat{\alpha}_j(k)) < 0 \quad (14)
\]
for all \( i \in S_j \). When \( \hat{z}_i(k) = 0 \), then source \( i \) and link \( j \) do not need to exchange any information until \( z_i(k) \neq 0 \).

**Remark:** The event condition satisfies the general properties. When an event occurs, the event condition is satisfied immediately.

The state update scheme employed by the \( i \)th source is of the general form
\[
s_i(k + 1) = s_i(k) + \gamma_i z_i(k) \quad (15)
\]
where \( \gamma_i \) is a constant positive step size.

**Theorem 2:** Assume that \( U_i \) is twice differentiable, strictly increasing, and strictly concave, and the routing matrix \( R \) is of full rank. Assume a fixed barrier vector \( \lambda \geq 0 \) and \( \mu \geq 0 \)
and assume the initial source rates $s_i(0), i \in \mathcal{S}$ lie in the feasible set $\mathcal{F}$. Consider the source event condition in (13) for each source $i \in \mathcal{S}$ and link event condition in (14) for each link $j \in \mathcal{L}$. For each source $i \in \mathcal{S}$, let the source rate, $s_i(k)$, satisfy (15) with sampled link states given by (10). For each $i \in \mathcal{S}$, let the source state, $z_i(k)$, satisfy (11), and assume link $j$’s measurement of the source state satisfies (12). Then the source rates $s(t)$ asymptotically converge to the unique minimizer of $L(s; \lambda, \mu)$.

**Proof.** In analogy to the proof of Theorem 1, we have

$$\nabla_i L [s(k); \lambda, \mu] = -z_i(k) + \sum_{j \in \mathcal{L}_i} [\alpha_j(k) - \hat{\alpha}_j(k)].$$

For all $k \geq 0$, we have

$$\Delta V \leq \sum_{i=1}^{S} \gamma_i z_i \left[ \left( \sum_{j \in \mathcal{L}_i} (\alpha_j - \hat{\alpha}_j) - z_i \right) + \frac{M}{2} \gamma_i z_i^2 \right]$$

$$= -\sum_{i=1}^{S} \gamma_i \left( 1 - \frac{M}{2} \gamma_i \right) z_i^2 + \sum_{i=1}^{S} \sum_{j \in \mathcal{L}_i} \gamma_i z_i (\alpha_j - \hat{\alpha}_j).$$

Without loss of generality, suppose that $\hat{\alpha}_j > 0$, then $a_j - \hat{\alpha}_j < 0$ according to the event condition in (14). From (13), we also know that $z_i > 0$. Therefore, we have

$$z_i (a_j - \hat{\alpha}_j) < 0.$$ 

When $\hat{\alpha}_j (k) = 0$, it implies that $z_i (k) = 0$. Therefore, we have

$$\Delta V \leq -\sum_{i=1}^{S} \gamma_i \left( 1 - \frac{M}{2} \gamma_i \right) z_i^2.$$ 

This immediately suggests that the equilibrium $s^*(\lambda, \mu)$ is asymptotically stable. $\blacksquare$

**Remark 4:** The event conditions in (13) and (14) are completely distributed event detection. In contrast to the broadcasting type event conditions, there are no shared predetermined parameters between the sources and links. The sources and links could have no idea about the network.

The state update scheme employed by the $i$th source is of the general form

$$s_i(k + 1) = s_i(k) - \gamma_i \nabla_i L [s(k); \lambda, \mu]$$

(16)

where $\gamma_i$ is a constant positive step size.

**Remark 5:** From a system point of view, the state update scheme

$$s_i(k + 1) = s_i(k) + \gamma_i \nabla U_i (s_i(k)) + \frac{\gamma_i}{\mu_i} \frac{1}{s_i(k)} \sum_{j \in \mathcal{L}_i} \hat{\alpha}_j (k),$$

$$- \gamma_i \sum_{j \in \mathcal{L}_i} \hat{\alpha}_j (k),$$

$\text{if } u_i(k) \neq 0$

$\sum_{j \in \mathcal{L}_i} \hat{\alpha}_j (k)$, $\text{otherwise}$

can be regarded as a nonlinear discrete time system, and $u_i(k)$ is a piece-wise constant control input.

V. EVENT TRIGGERED NUM ALGORITHM IMPLEMENTATION

The initial condition can be chosen distributively. Assume that each link knows the number of sources that follow through, that is, $|S_j|$, and then it sends the information $c_j / |S_j|$ to each source. Each source receives $|L_i|$ such information. Then the source can choose the initial flow rate

$$s^0_i = \theta_1 \min \left\{ \frac{c_j}{|S_j|}, j \in L_i \right\},$$

(17)

with $0 < \theta_1 < 1$.

Suppose that $k_i \in L_i$, and $c_{k_i} / |S_{k_i}| = \min \left\{ c_j / |S_j|, j \in L_i \right\}$. It is easy to show that the link constraint is satisfied automatically

$$\sum_{i \in S_j} s^0_i = \sum_{i \in \mathcal{S}_{k_i}} \theta_i c_{k_i} / |S_{k_i}| < \sum_{i \in \mathcal{S}_{j}} c_j = c_j.$$

**Algorithm 1:** Source $i$’s Update Algorithm

1) **Source $i$’s initialization**
   - Initialize local tolerance $\varepsilon_i > 0$, penalty factor $\mu_i \triangleq \mu_i^0 > 0$. Choose parameters $\sigma_i > 1, 0 < \varepsilon_i < 2, 0 < \gamma_i < \frac{2}{M \varepsilon_i}$, and $0 < \rho_i < 1$. Receive information from links and derive an initial source rate $s_i^0$. Send the information $\rho_i, \varepsilon_i, \gamma_i$ and $|L_i|$ to links $j \in L_i$.

2) **Local schedule update**
   a) State initialization: wait for all links $j \in L_i$ to send their link states $\hat{\alpha}_j$ and set $\hat{\alpha}_j = \alpha_j$.
   b) Update source rate:
      $$z_i = \nabla U_i (s_i) + \gamma_i \frac{1}{\mu_i \gamma_i} \sum_{j \in \mathcal{L}_i} \hat{\alpha}_j,$$
      $$s_i = \frac{z_i}{1 + \gamma_i z_i},$$
   c) Communication protocol: Transmit $z_i$ to all links $j \in \mathcal{L}_i$ when the following condition is true
      $$z_i^2 < \rho_i z_i^2,$$
      and set $\hat{z}_i = z_i$.

3) Increase $\mu_i, \mu_i \triangleq \sigma_i \mu_i$ if
   $$|z_i| \leq \varepsilon_i,$$
   until $\mu_i \hat{\alpha}_i > 2S$. Inform the links $j \in \mathcal{L}_i$ that source $i$ performed a barrier update.

4) **Repeat Step 2.**

**Algorithm 2:** Link $j$’s Update Algorithm

1) State initialization: Initialize $\lambda_j \triangleq \lambda_j^0$, and choose parameter $\eta_j > 1$. Wait for users to return $z_i$, and $I_i = 0$ for all $i \in \mathcal{S}_j$ and set $\hat{z}_i = z_i$.

2) **Link update:** Monitor the link state
   $$\alpha_j = \frac{1}{\lambda_j} \frac{1}{c_j} \left( \frac{1 - \frac{\sigma_i}{\lambda_j} \hat{\alpha}_i}{\hat{z}_i^2} \right),$$
   $$= \frac{1}{\lambda_j} \frac{1}{c_j} \left( \frac{1 - \frac{\sigma_i}{\lambda_j} \hat{\alpha}_i}{\hat{z}_i^2} \right),$$

3) Communication protocol: Transmit $\alpha_j$ to all sources in $i \in \mathcal{S}_j$ when the following condition is true
   $$\left( \alpha_j (k) - \hat{\alpha}_j (k) \right)^2 > \frac{\sum_{i \in \mathcal{S}_j} \hat{\alpha}_i (k) (1 - \frac{\sigma_i}{\lambda_j} \hat{\alpha}_i) z_i^2}{\sum_{i \in \mathcal{S}_j} \frac{\gamma_i}{2 \varepsilon_i}},$$

   $$\text{if } u_i(k) \neq 0.$$
and set \( \alpha_i = \alpha_t \).

4) Barrier update notification: If link \( j \) receives a notice that source \( i \) performed a barrier update, set \( I_i = 1 \). If \( I_i = 1 \) for all \( i \in S_j \), then set \( \lambda_j = \eta_j \lambda_j \), reset \( I_i = 0 \), and broadcast \( \lambda_j \) to all \( i \in S_j \) until \( \lambda_j \delta_i > 2L \).

5) Go to Step 2.

\textbf{Remark 6:} Some comments are made on the accuracy of the solution to centering problems. Computing \( s_i(k) \) exactly is not necessary since the central path has no significance beyond the fact that it leads to a solution to the original problem; inexact centering will still yield a sequence of points that converges to the optimal point. On the other hand, the cost of computing an extremely accurate minimizer as compared to the cost of computing a good minimizer is only marginally more. For this reason it is not unreasonable to assume exact centering.

\textbf{Remark 7:} There are a few parameters involved here. For clarification, the role of each parameter is explained as follows. The stopping criterion for inner iteration of source \( i \) is determined by \( \varepsilon_i \), which is related to the decrement of the objective function involved in source \( i \). The choice of the parameters \( \sigma_i \) and \( \eta_j \) involves a trade-off in the number of inner and outer iterations required. If \( \sigma_i \) and \( \eta_j \) are small, then at each outer iteration \( \mu_i \) and \( \lambda_j \) increase by a small factor. Values from around 10 to 20 or so seem to work well. The parameter \( \varepsilon_i \) is used for Young’s inequality; \( \rho_i \) is the parameter of source \( i \)’s event detector. Let \( \delta = \max \{ \delta_i \} \), then \( \delta \) is a certificate for \( f(s^*) - p \leq \delta \).

We will prove that the point \( s^*(k) \) is \( \delta \)-suboptimal, where \( \delta \) is the desired accuracy of the difference between the objective function value at the approximate solution and the true optimal value.

\textbf{Theorem 3:} Under the assumptions of \( U_i, R \) and \( \rho \) in Theorem 1, the flow rates \( s_i(k) \) generated by algorithms 1 and 2 converge asymptotically to the \( \delta \)-suboptimal solution to the NUM problem.

\textbf{Proof.} By algorithms 1 and 2, all the parameters satisfy \( \mu_i \geq \frac{2S}{\sigma_I} \) for all \( i \in S \), and \( \lambda_j \geq \frac{2L}{\eta_j} \), for all \( j \in L \). They are fixed after the conditions are satisfied. \( \blacksquare \)

\section{VI. Numerical Examples}

To verify the proposed method, a simulation is demonstrated as follows. The utility functions are chosen as

\[ U_i(s_i) = w_i \log s_i, \]

where \( w_i \) are random variables uniformly distributed on [0.8, 1.2] to distinguish different sources. Functions \( U_i(s_i) \) obey the assumptions of utility functions obviously. A network of 4 sources and 3 links is set up and shown in Figure 1. Link \( j \) is assigned a capacity \( c_j \) uniformly distributed on [0.8, 1.2].

The settings for simulation are illustrated as follows. The initial condition is generated distributively according to (17) with \( \theta_i = 0.95 \), for all \( i \in S \), which is kept in the feasible set. The initial values for multipliers \( \lambda_j \) and \( \mu_i \) are 1, which are increased by \( \sigma_i = \eta_j = 10 \) during each outer iteration. Parameters \( \rho_i \) of the triggering logic for all sources are chosen randomly from a uniform distribution on [0, 1]. Figure 2 plots the flow rate for each source over time. After a period of

\textbf{Fig. 2. Flow rate for each source}

\textbf{Fig. 3. Evolution of the opposite of the objective function}

\textbf{Fig. 4. Evolution of flow in each link}
transit time, all flow rates tend to be a steady value. Figure 3 shows the opposite of the aggregate utility over time, that is, $-\sum_{i \in S} U_i(s_i)$. In the figure, the red dashed line means the opposite of the maximum utility, where the optimal rate $s^*$ and its corresponding utility $U^*$ are calculated using a global optimization technique. The objective function does not show a monotonic behavior at the beginning. This is due to the Lagrangian parameters update. The objective function is monotonically decreasing only during each inner iteration, that is, when the Lagrangian parameters are fixed. The derived sub-optimal result is very close to the optimal utility value. For real-time implementation, it is very important to guarantee that the constraints are satisfied all the time. That is, the problem of overflow does not happen. Figure 4 shows the aggregate flow for each link over time. When flow rates are approaching the optimal values, the total flow through each link is close to the link capacity limit. There is still plenty of room in Link 1’s capacity. However, since other links are already near their capacity limits, the flow in link 1 cannot be increased. This happens because the link capacity in the simulation is generated randomly. Actually, the link capacity should be well designed before installation.

Define the relative error as $e(k) = \frac{|U(s_k(k)) - U^*|}{U^*}$, where $s(k)$ is the rate at time $k$, and $e(k)$ is the normalized derivation from the optimal point at the $k$th iteration. The number of iteration $K$ is counted for $e(k)$ to decrease to and stay in the neighborhood $\{e(k) | e(k) \leq e_r\}$. For 1% relative error, the algorithm stops after 8201 iterations. Table I shows the number of information exchange and the corresponding transmission rate. It is easy to see that the communication cost is reduced significantly.

To see the effect of $e_r$ on the algorithm, the error $e_r$ is varied from 0.1% to 10%, while keeping all other parameters unchanged. The resulting Figure 5 plots the iteration number $K$ as a function of $e_r$. $e_r$ increases from 0.1% to 10%, the iteration number $K$ decreases from 225977 to 1705. There is an underlying result that the number of iterations based on event triggered barrier methods increases dramatically for high precision solutions [12].

VII. CONCLUSION

We presented a barrier method for distributed optimization with event triggered communication. The proposed method is applicable to problems with a convex objective function constrained by a convex set. We showed the convergence of the proposed algorithm and gave an accurate estimate. Moreover, numerical results show that the application of the proposed algorithm to network utility maximization problems with local event triggered communication can significantly reduce information exchange between sources and links without the loss of accuracy.
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**TABLE I**

<table>
<thead>
<tr>
<th>Sources</th>
<th>Links</th>
<th>Transmission Rate %</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_1$</td>
<td>$L_2$</td>
<td>$L_3$</td>
</tr>
<tr>
<td>$S_1$</td>
<td>$S_2$</td>
<td>$S_3$</td>
</tr>
<tr>
<td>No. Events</td>
<td>3</td>
<td>525</td>
</tr>
<tr>
<td>Iteration number $K$</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Relative error</td>
<td>0.0356</td>
<td>6.4017</td>
</tr>
</tbody>
</table>