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Abstract

Linked Data provides some sensible guidelines for publishing and consuming data on the Web. Data published on the Web has no inherent truth, yet its quality can often be assessed based on its provenance. This work introduces a new approach to provenance for Linked Data. The simplest notion of provenance – viz., a named graph indicating where the data is now – is extended with a richer provenance format. The format reflects the behaviour of processes interacting with Linked Data, tracing where the data has been published and who published it. An executable model is presented based on abstract syntax and operational semantics, providing a proof of concept and the means to statically evaluate provenance driven access control using a type system.
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1. Introduction

The Web challenges traditional perspectives on data. Traditionally, data is stored in centralised databases with clear ownership. Only trusted experts have access to the mechanisms for manipulating data and the boundaries of each data set are fixed. Linked Data shatters these assumptions, by removing the boundaries between datasets and reducing barriers for publishing data.

Linked Data is a movement that is pushing data onto the Web \cite{3}. To reflect the diversity of data a light data format is introduced. The data format is based on triples of Uniform Resource Identifiers (URIs). Triples of URIs are versatile. A wide variety of data sources can be lifted to collections of triples. Furthermore, the use of URIs as standardised global identifiers allows data from one source to refer to data in another source. Several protocols are then employed to consume and publish data collaboratively. With many contributors and locations, tracking the provenance of data becomes a significant challenge.

\textsuperscript{a}The first author is supported by the MIUR Project IPODS. The second author is supported by CNCS-UEFISCDI Project PN-II-ID-PCE-2011-3-0919.
In the Web of Linked Data, anyone can form a triple. If someone makes a statement and publishes it as a triple on the Web, it does not mean that the triple can be trusted. The degree of trustworthiness of the triple will depend on the trustworthiness of the individuals involved in producing the triple and the judgement of the consumer of the triple. Thus this work argues that a consumer of Linked Data is most concerned with the provenance of triples. The provenance of any values inside triples is secondary. For Linked Data the big concern is the provenance of a statement such as "Yoshihito Toyama is affiliated with Tohoku University," rather than the provenance of identifier for Tohoku University.

The problem of provenance tracking for Linked Data is well known. A basic provenance mechanism called a named graph is widely supported [13, 53]. A named graph extends triples with an extra location, which indicates where the triple is located. This is the simplest kind of where provenance. From a triple in a named graph, decisions can be made based on where the triple is located now. A query may specifically ask for triples lifted from the BBC News feed for Asia.

A named graph only captures ‘where now’ provenance. Harth, Polleres and Decker argue that a more social provenance model is required [33]. By a social provenance model, they mean that the context should record who provenance. The ‘where now’ provenance of named graphs can be extended with ‘who now’ provenance, by also identifying the agent who published the data. This work captures such social provenance, by extending the notion of a named graph with pairs.

This work extends named graphs one step further, by tracing provenance history. The protocols for Linked Data allow triples to be retrieved from locations and written to other locations [51]. Thus a history of ‘where and who’ provenance can be accumulated. Each time an agent publishes data in a location, the agent and location can be recorded in the provenance history of the triple. Furthermore, the data may be processed locally, by the agent. Recording the operations that were applied to the data provides a notion of ‘how’ provenance.

This work provides a calculus of processes which use, consume and publish Linked Data tracing data provenance traces. The calculus demonstrates that the proposed provenance format tracks the provenance of data according to the processes modelled. It allows the claim that the provenance format introduced is suitable for Linked Data to be evaluated.

The calculus goes one step further, by exploiting the provenance format to enhance Linked Data protocols. The model introduces a logic for provenance patterns. The logic can be used to specify precise queries over Linked Data. The calculus is then typed to ensure that an access control policy based on the provenance format can be maintained. A type system ensures the integrity of the policy of each location. Such policies can improve the reliability of Linked Data. A first key result is a subject reduction theorem, which verifies that such policies can be guaranteed by the static analysis of processes. Further formal results prove that the policies described are indeed captured by the model. The implication is that this static analysis can be applied to programs which follow the Linked Data protocols modelled.

The present paper is organised as follows. Section 2 introduces provenance and Linked Data. The syntax and the operational semantics of the calculus are the contents of Section 3 and of Section 4 respectively. Section 5 introduces a type system whose
properties are shown in Section 6. Related work is discussed in Section 7 and some conclusions are drawn in Section 8. The electronic version of this paper contains the URIs mentioned as active links.

2. Linked Data: Guiding Principles and Provenance

Some ubiquitous Web standards are employed to support Linked Data. These standards enable the decentralised identification of resources, the transfer of data, the representation of data and the exploitation of data. These technologies are briefly summarised, and an overview of how these technologies meet the guidelines for Linked Data is provided.

URIs are identifiers for resources on the Web. A URI may be used in HTTP to support the fundamental operations for publishing and consuming data at that URI. URIs may also be used in the Resource Description Framework (RDF), to identify resources in data. RDF is a standardised loosely structured data format that allows the resources identified by URIs to be described by their relationship to other URIs. Finally, SPARQL, a protocol and RDF query language, standardises some basic mechanisms for exploiting RDF.

The guiding principles of Linked Data were outlined by Berners-Lee [5]. Firstly, in data use URIs to name things; as opposed to a local identifier scheme specific to a dataset. Secondly, make use of the HTTP protocol, so that the URIs can be looked up. This process of looking up a URI using HTTP, called dereferencing, should provide useful information using standards, specifically RDF and SPARQL. Finally, include other dereferenceable URIs in the dereferenced data, so that more things can be discovered. The idea is that distributed data published following these guidelines can be used collectively, without prior coordination.

Information about the publications of Yoshihito Toyama is readily available as Linked Data. There is of course a URI for the home page of Toyama at Tohoku University. However, the Web page does not return Linked Data, so is not dereferenceable. Fortunately, there are many dereferenceable URIs for Toyama. One such URI can be dereferenced to obtain the following data.

```
subject  property  object
Toyama   akt:type  akt:Person
rkpres:CS132820 akt:has-author Toyama
```

The above data is in the standard format of RDF triples. Furthermore the data contains dereferenceable URIs. Thus the URI for the paper [rkpres:CS132820] can be dereferenced to obtain some more information. The data returned includes the following data.

```
subject  property  object
rkpres:CS132820 akt:has-author Toyama
rkpres:CS132820 cites rkpres:CS323375
```

Notice that these triples have a different provenance, the first two triples came from dereferencing a URI for Toyama, the second two triples came from dereferencing a URI for one of his papers. Indeed the same triple appeared twice with different provenance traces.
The source of these triples can be traced further. Three of these triples originated from a data source published at URI [source1]. This source can be traced back to a data dump made by the website CiteSeer. Thus the origin of the last two triples above might be traced as the following sequence of two URIs followed by an operation lift. Thus lift# is the mapping of a function, which transforms some raw data into RDF, into the provenance format. The left most location is the most recent.

Furthermore, we can trace the agents who wrote this data. In this case, an agent acting on behalf of CiteSeer lifted the data and published the data as RDF. Another agent RKBexplorer owned the process that republished part of this information for the above paper. Thus the agents can be included in the provenance trace. Notice that the agent that wrote the data and the location where the data was published form a pair.

There are several operations involved in the scenario in this section. There is the process owned by agent CiteSeer, that obtained the data and published it in a location. There is the process owned by RKBexplorer, that obtained data from several locations, including the dump above. The data was then filtered for information about a URI and the resulting data was published at the URI, so that the URI could be dereferenced. This work introduces a calculus which captures the behaviour of processes in this scenario whilst automatically tracking the provenance of triples.

Notice that including the entire trace is stronger than the approach offered by named graphs [13]. A named graph just provides a current location for a triple, it cannot track the provenance history. With the extended provenance format we can determine whether a triple originated with the ACM, CiteSeer or DBLP as well as the current location. This is useful since these are trustworthy sources for data on academic publications. We may also only trust data that was most recently handled by RKBexplorer, since RKBexplorer is a reliable agent for gathering Linked Data. These, and many more, provenance patterns can be handled by this work.

The language suggested by this work is a high level language, where interaction with provenance is primitive. At times, several low level operations are covered by a single high level operation. However, there should be no doubt that the language encompasses the guidelines for publishing Linked Data. The provenance format is a serious contribution to the area of Linked Data, extending existing approaches for tracing the provenance of triples.

3. A Syntax for Capturing Provenance in Linked Data

The methods employed here are purely syntactic. This section introduces the basic atoms and grammars required to discuss both a provenance format and systems in which the provenance represented can be traced.
3.1. The Syntax for a Format for Provenance Traces

The basis of the provenance format are identifiers representing where and who. Both identifiers are readily provided by the Linked Data architecture. Using these identifiers, a provenance format is proposed, which is evaluated throughout this work for its effectiveness in tracking the provenance of triples.

Identifiers for where, who and why. This work refers to URIs as locations, ranged over by $\ell, m$ in definitions. Toyama denotes one of several dereferenceable URIs for Yoshihito Toyama.

Entities that run processes, are referred to as agents. It is assumed here that each agent has an identifier, ranged over by $\alpha, \beta$, which identifies ‘who.’ Harth et al. note that the Web has a built in mechanism for identifying agents via the Domain Name System (DNS) [33]. There are obvious issues with using DNS to identify agents, particularly since the correspondence between DNS identifiers and agents is not necessarily one-to-one. The exact choice of identifier is perpendicular to this work.

This work assumes that there are some basic functions which can be applied to data, ranged over by $f, g$. These functions can be recorded in the provenance format where they appear as the function names followed by #. There are various mechanisms these functions could represent, so the details are not provided in this work. The point is that some basic ‘why’ provenance can be recorded.

The provenance format. Figure 1 introduces the provenance format, which traces ‘who’ and ‘where’ provenance with some basic ‘why’ provenance information. A who-where provenance pair indicates that a particular agent published data in a particular location. That data may be retrieved and published in another location by another agent. Each time the trace is extended. Disjunction can be used in provenance traces to represent that the data from several sources have been combined. Why they were combined may also be indicated.

The following trace represents that initially there were two pieces of data. One piece of data was published by agent ACM in acm1, another piece was published by

---

Figure 1: The provenance format and pattern syntax.
agent CiteSeer in \texttt{cs1}. Agent RKBExplorer consumes both pieces of data, applies the function \textit{Clean} to the combination of both pieces of data, and publishes it in location Toyama.

\[(\text{RKBExplorer}_{\text{Toyama}}) \cdot \text{Clean#} \cdot (\text{ACM}_{\text{acm1}}) \lor (\text{CiteSeer}_{\text{cs1}})\]

The pattern language. Figure 1 introduces the syntax of patterns. The basic atoms of the patterns are who-where pairs and functions extended with wild cards. The wild cards state that any agent, location or function can be matched. The pattern language for provenance traces is based on Kleene algebras. The operations are concatenation, and disjunction of patterns as well as a Kleene star, which allows a pattern to be matched an arbitrary number of times. There is also a top element, which can match any pattern.

The following examples are useful patterns which can be expressed. Using iteration and disjunction, the pattern \((\text{Glaser}, ?) \lor (\text{Millard}, ?)^*\) guarantees that only agents Glaser or Millard ever wrote this data. The pattern \(\top \cdot (L3S, ?) \cdot (Toyama, ?) \cdot \top\) states that at some point data published in location Toyama was republished by agent L3S.

Note. Glaser, Millard and the organisation L3S published the real Linked Data used in examples.

3.2. Mechanisms for Manipulating Linked Data

This section introduces the standards for Linked Data, extended with the provenance formats from the previous section. Query mechanism for picking out patterns in Linked Data are extended with provenance patterns, so that provenance traces can be exploited in queries. Finally, expressions that manipulate data are suggested. See Fig. 2.

Figure 2: The syntax of stored data queries and expressions.
Annotating triples with provenance. RDF is based on triples of URIs, which resemble simple sentences in natural language. The first component is the subject, the second the property and the third the object. There are some further features of RDF including literal values and blank nodes [36], however this work focuses only on URIs.

For stored data the syntax of triples is decorated with a provenance. The provenance represents the history of where, who and why the triple was obtained. Furthermore, the most recent provenance indicates where the triple is now. An example is:

\[\text{ipl:Toyama87 dc:creator Toyama} \quad \text{L3S} \quad \text{dipl:Toyama87} \quad \text{DBLP, source4}\]

Annotating queries with patterns. The standard for querying RDF is SPARQL. A formal syntactic model for SPARQL queries has been provided [38]. For brevity, this work takes the most relevant subset of SPARQL and adapts it to this setting, represented as the queries in Fig. 2. The constructs form a commutative Kleene algebra with existential quantifiers over triples annotated with provenance patterns. The disjunction gives a choice of queries, the tensor allows more than one triple to be identified, the existential quantifiers allow locations to be discovered. The Kleene star allows many instances of a triple to be matched.

Queries are used in this setting to test whether some data matches a pattern. This is used in the calculus to consume data which matches only that pattern. The following query demands that two triples are discovered. The subject of both triples must be the same URI. Furthermore, the provenance patterns ensures that the triples were originally posted by an agent on behalf of the ACM.

\[\forall a. (a \text{ dc:creator Toyama}^\dagger (\text{ACM, } ?) \otimes (a \text{ journal ipl}^\dagger (\text{ACM, } ?))\]

Expressions over data. To allow data to be manipulated, functions mapping stored data to stored data are introduced. The functions are used in the syntax of expressions to represent the manipulation of data. Future work would introduce a calculus of functions to precisely specify the transformation performed, facilitating a more detailed analysis of why provenance.

3.3. A Syntax for Process Configurations

This section introduces processes that manipulate data. Systems then model a combination of data decorated by provenance traces and processes run by particular agents. Firstly, policies for URIs must be explained since they appear in processes. Policies control the access of an agent to a location based on the provenance of data.

The syntax of policies. According to the syntax of systems, Fig. 3, agents interact with data by means of three operations: getting, deleting and inserting. Therefore it is sensible to design location policies prescribing which agents can read and modify their data.

For example the location \text{dipl:Toyama87} can allow anybody to get the data inserted by Glaser and originally posted by an agent representing the ACM. This can be represented by the access triple:

\[\langle ?, \text{Glaser}, \top \cdot (\text{ACM, ?}) \rangle\]
process variable: \( X \)

policy of locations: \( \text{Loc}(\mathcal{R}, \mathcal{D}, \mathcal{I}) \)

processes:
\[
P := 0 \quad \text{termination}
\]
\[
| \quad \text{get}(Q, x).P \quad \text{consume}
\]
\[
| \quad \text{del}(x).P \quad \text{delete}
\]
\[
| \quad \text{ins}(\lambda, e).P \quad \text{publish}
\]
\[
| \quad P + P \quad \text{choose}
\]
\[
| \exists a: \text{Loc}(\mathcal{R}, \mathcal{D}, \mathcal{I}).P \quad \text{select location}
\]
\[
| \quad X \quad \text{process variable}
\]
\[
| \quad \text{rec}X.P \quad \text{recursion}
\]

The same location can allow Millard to delete only data inserted by himself and at some point published at location \[\text{acm}_1\] while Glaser can delete arbitrary data. This is represented by the following set of access triples:
\[
\{(\text{Millard}, \text{Millard}, ? \cdot (\text{acm}_1) \cdot ?), (\text{Glaser}, ? \cdot ?)\}
\]

Lastly only Millard and Glaser can insert data in the location \[\text{dipl:Toyama87}\] and while Millard must take the data from DBLP, Glaser can take data from any source. This is expressed by the set of insert pairs:
\[
\{(\text{Millard}, (? \cdot \text{DBLP}) \cdot ?), (\text{Glaser}, ? \cdot ?)\}
\]

These examples justify that the location policies are built from three sets (see Fig. 3):
1. the set \( \mathcal{R} \) of access triples that controls get access to data;
2. the set \( \mathcal{D} \) of access triples that controls delete access to data;
3. the set \( \mathcal{I} \) of insert pairs that prescribes the data insertion policy.

The syntax of processes. Processes suggest a high level programming language that combines HTTP operations with queries and expressions. This allows sequences of interactions with Linked Data, including dereferencing, to be expressed. The syntax of processes is defined in Fig. 3.

There are three operators for interacting with Linked Data – get, delete and insert. These operations model both HTTP operations and query mechanisms \[51\]. Get retrieves some data, but also restricts the data using a query pattern. The resulting data is then passed on to a continuation process, since the data variable binds occurrences in the continuation process. I.e. the process \( P \) is the continuation of the process \( \text{get}(Q, x).P \).

Since queries include provenance patterns, the provenance of the data retrieved is also selected. This allows the most basic dereference operation to be realised, as
shown below. Notice that a dereferenceable URI for Toyama appears in the provenance pattern, indicating the location to dereference. The query pattern asks for anything, so all data in that location can be retrieved.

\[
\text{get}\left(\exists a.\exists b.\exists c. (a \ b \ c)^{\{\text{Toyama}\}^{\top}}, x\right).\text{Display Data}(x)
\]

The data variable binds occurrences in the continuation process. It is assumed that the process Display Data does something useful with the data retrieved. Several examples of get with more precise queries are provided throughout this work.

Delete has the same form as get. The only difference is the data retrieved which matches the query is removed, whereas get persists the data. Insert consists of an expression, a location and a continuation process. Insert is used to publish the data which results from evaluating the expression at the location, before continuing.

The other operations are used to control the flow of processes. The choice operator allows one of two processes to be selected. The existential operator binds a location variable. When a location variable in a query is bound, the location discovered is unified with the continuation. This allows locations to be passed from data to continuation processes. Notice that the bound location variable is annotated with a location policy. This is necessary to guarantee that the variable is replaced by a location of that policy.

The process variable and fixed point operator allow a process to behave recursively. Finally, there is a process representing termination.

The syntax of systems. The state of systems is expressed using the syntax in Fig. 3. Systems indicate the agent that runs a process. This information is required for tracing provenance. The processes of several agents can be composed in parallel with stored data. Two examples of processes which refer to the agent that runs them are provided.

Suppose that an agent \(\alpha\) has made some contribution to data located at pubs. The following pattern removes all data this agent has created. Both data that was written directly to the location by the agent, and data in the location that was touched by the agent at some point in the past is removed.

\[
\alpha \left[ \text{del}\left(\exists a.\exists b.\exists c. (a \ b \ c)^{\{\text{pubs}\}^{\top}}, x\right), 0 \right]
\]

Suppose that an agent \(\beta\) periodically moves information from one location to another location (the origin location \([\text{acm}]\) and the target location \([\text{pubs}]\)). The agent obtains citations from the source location. The agent then removes citations with a provenance that indicates that the agent himself had obtained them from the source location and inserted them in the target location. Finally, the agent inserts new triples in place of the triples removed.

\[
\beta \left[ \text{rec}\left(\begin{array}{l}
\text{get}\left(\exists a.b\text{\{\text{cites}\}}{(\text{\{\text{acm}\}}^{\top}, x),}
\text{del}\left(\exists a.b\text{\{\text{cites}\}}{(\text{\{\text{pubs}\}}^{\top}, y),}
\text{ins}\left(\text{pubs}, x\right), X\right)
\end{array}\right)\right]
\]

Notice that the triples inserted will have the same provenance as the triples removed in the previous step. This means that on the next iteration of the recursion, these triples will be removed and replaced by more up to date triples. The effect is that \(\beta\) maintains a copy of citation data from the source location at the target location.

The next section defines the behaviour of the above systems precisely.
4. An Operational Semantics for Provenance Tracking in Linked Data

Operational semantics captures the behaviours of the systems modelled by the syntax of the previous section. The behaviour of systems depends on the evaluation of provenance patterns, queries and expressions, which are formalised using deductive systems. Given the mechanisms defined in this section, substantial examples that track provenance in Linked Data can be executed.

4.1. Pre-order on Patterns and Satisfaction of Patterns

Let fix finite sets \( A \) of agent names, \( L \) of location names and \( F \) of function names. The mapping \( re \) associates to each pattern \( \pi \) which only contains names in \( A \cup L \cup F \) a regular expression on the alphabet \( \Sigma = \{ \alpha, \ell \mid \alpha \in A \land \ell \in L \} \cup \{ f \# \mid f \in F \} \), where the notation for regular expressions is as in [2]. The main purpose of this mapping is to reduce the wild cards in patterns to well understood regular expressions:

\[
re(\epsilon) = \epsilon \quad re(\sigma, \Lambda) = \bigcup_{\alpha \in A} \bigcup_{\ell \in L} (\alpha, \ell) \quad re(\phi \#) = \bigcup_{f \in F} f \#
\]

\[
re(\pi \cdot \pi') = re(\pi)re(\pi') \quad re(\pi \lor \pi') = re(\pi) \lor re(\pi') \quad re(\pi^*) = re(\pi)^* \quad re(\top) = \Sigma
\]

where

\[
reA(\sigma) = \begin{cases}
\{ \alpha \} & \text{if } \sigma = \alpha, \\
A & \text{if } \sigma = \_\alpha
\end{cases}
\]

\[
reL(\Lambda) = \begin{cases}
\{ \ell \} & \text{if } \Lambda = \ell, \\
L & \text{if } \Lambda = \_\ell
\end{cases}
\]

\[
reF(\phi) = \begin{cases}
f \# & \text{if } \phi = f, \\
f \in F \# & \text{if } \phi = \_f
\end{cases}
\]

Following the semantic subtyping approach [14] the pre-order \( \leq \) on patterns is defined by:

\[
\pi \leq \pi' \text{ only if } re(\pi) \subseteq re(\pi')
\]

where the sets of names are those occurring in \( \pi, \pi' \) and the inclusion between regular expressions stands for the inclusion between the generated languages. The pre-order on patterns can then be decided in exponential time for the worst case; however there exist algorithms which are efficient in practice [2].

The mappings \( reA, reL \) and \( reF \) make \( \_\alpha \) the top of agents, locations and why functions. Similarly, \( re \) makes \( \top \) the top of patterns:

\[
\alpha \leq \_\alpha \quad \lambda \leq \_\lambda \quad f \# \leq \_f \# \quad \pi \leq \top
\]

Since provenance traces are a subset of patterns, satisfaction of patterns is a special case of the above pre-order.

A provenance \( p \) satisfies a pattern \( \pi \) (notation \( p \nvdash \pi \)) if \( re(p) \subseteq re(\pi) \).

The following proposition can be easily shown by the definitions of pre-order and pattern satisfaction.

**Proposition 4.1.** \( \pi \leq \pi' \text{ if and only if, for all } p, p \nvdash \pi \text{ implies } p \nvdash \pi' \). In particular \( p \leq \pi \text{ if and only if } p \nvdash \pi \).
4.2. Satisfaction of Queries

Figure 4 presents a deductive system for deciding whether some data satisfies a query. The definition adapts the most relevant subset of the model of a SPARQL query presented in [38].

The axioms for queries hold when a stored triple, matches a triple demanded by the query. Triples of locations and of locations variables are denoted by \( C \). In this axiom \( C \) is a triple of locations. The stored triple is annotated with a provenance, while the query triple is annotated with a pattern. The axiom is therefore dependent on the provenance matching the pattern, as defined in the previous section.

Further operators enable an expressive query language. The tensor rule is a language-based approach to joining queries. The rule ensures that both parts of a query are simultaneously answered using distinct resources. Traditional join semantics give a denotational semantics in terms of a set of all solutions to a query, as provided in [52]. However, the approach here is that of an operational semantics which does not match with such as denotational approach. Instead of a set of all solutions, a particular solution is selected at runtime. The linear restriction on the join operator, which ensures disjointness of the resources used, is suited to a concurrent distributed setting [38].

The rules for choose and exists provide more flexibility in queries by selecting one of several ways in which a query can be evaluated. Iteration employs weakening, dereliction and contraction to enable a pattern to be answered an unbounded number of times.

4.3. Expression Evaluation

A big step operational semantics is provided for expressions, though the relation \( \Downarrow \) defined in Fig. 5. Functions are recorded in the provenance of triples only when they affected the triples.

Raw stored data is simply stored data without the provenance annotation. The functions from stored data to stored data are defined with respect to their underlying functions from raw stored data to raw stored data. More precisely assume that for each function \( f \) there is a corresponding raw function \([f]\) from raw stored data to raw stored data. The raw function may be undefined if some of the triples in the data are
unused. The notation ↓ (inspired by big step semantics) is used for the evaluation of raw functions.

For more accurate why and how provenance the nature of these functions over data need to be more precisely defined. It would be possible to base the functions on the calculus of SPARQL Updates [40]. Each update is associated with a proof that explains why an update holds. The proofs should however be considered up to equivalence, which greatly increases the cost of evaluating provenance patterns.

A model of how provenance for updates in databases is provided by Green et al. [29]. Green et al. employ a provenance structure that accounts for the data deleted and the data inserted by updates. Similar provenance structures could be considered here.

4.4. Policies

The pre-order on agents, locations, why functions and patterns (see Sec. 4.1) naturally induces the component-wise pre-order on access triples and insert pairs. We can then also compare location policies: a smaller policy must allow all that is allowed by a bigger policy. This agrees with standard subtyping. In this way each location can be ascribed all policies that are bigger than its own. This can be achieved by asking that all triples and pairs in the bigger policy have corresponding bigger triples and pairs in the smaller policy. This leads to the definition:

\[
\text{Loc}(\mathcal{R}', \mathcal{D}', \mathcal{I}') \leq \text{Loc}(\mathcal{R}, \mathcal{D}, \mathcal{I}) \text{ if } \forall x \in X \exists x' \in X'. x \leq x', \quad \text{where } X \text{ ranges over } \mathcal{R}, \mathcal{D}, \mathcal{I}.
\]

For example the following policy

\[
\text{Loc}((\mathcal{Q}., \text{Glaser}, \tau)), \{(\mathcal{Q}., \mathcal{Q}, \tau \cdot (\mathcal{Q}., \text{acm} \cdot I) \cdot \tau), (\text{Glaser}, \mathcal{Q}, \tau), (\mathcal{Q}, \tau)\})
\]

is smaller than the policy of location [dipl:Toyama87] (see page 7). The bottom policy is Loc(((\mathcal{Q}., \mathcal{Q}, \tau)), \{((\mathcal{Q}, \mathcal{Q}, \tau), \{(\mathcal{Q}, \tau)\})\}) and there is no top policy.

4.5. Reduction Rules for Systems

The reduction rules for systems are presented in Fig. 6, where we assume standard structural congruences, i.e. associativity and commutativity of || and +, and neutrality of 0 for ||. This completes the definition of the operational semantics, hence more substantial examples are provided.
Get and delete and insert. The get rule and delete rule are similar. Both rules match some data that occurs in parallel with the process containing the query pattern. The resulting data is substituted in the continuation process. The difference between the two is that for get the data in the context persists, whereas for delete the data is consumed.

The insert rule evaluates an expression to obtain some data. The data is then inserted in the location indicated. This is done by placing the data in parallel with the process and updating the provenance to indicate that most recently the data was written to the location by the given agent.

The following scenario demonstrates the execution of get, delete and insert operators. Suppose that two agents identified by Sassone and Horne contribute triples about Toyama. In the system configuration below Sassone has already contributed a triple and Horne is ready to contribute some misleading information. The misleading information is about a city classified as a Core City in Japan, also called Toyama. Mistaken identity of resources with similar properties is a well known problem for Linked Data [23].

\[
\{\text{Toyama akt:has-affiliation Tohoku University}\}^{\text{Sassone Toyama}} \parallel \text{Horne \{ins \{Toyama City akt:type Core_city\}, x\}}.0
\]

Consider a third agent identified by Dezani. This agent trusts contributions made by Sassone about Toyama, but notices that Horne has made a mistake. Using a provenance pattern the agent Dezani can remove the work of Horne, without affecting the contribution of Sassone and other agents. Furthermore, the contribution removed is reposted in the correct location.

\[
\text{Dezani \{del \{∃a.∃b.∃c.(∀a b c)(Horne \{Toyama\}) \land \text{Loc}(\text{R}, D, I)\}}, x\}.0
\]
After three steps, the following data are obtained:

\[
\begin{align*}
&T_{1} = \text{Sassone \text{Toyama}} \\
&T_{2} = \text{Desiani \text{Toyama}} \\
&T_{3} = \text{Horne \text{Toyama}}
\end{align*}
\]

Notice that the correctly contributed triple has not been touched. The provenance of the new triple records the agents who affected its current and prior locations.

Note. Agents can lie about provenance only by inserting new data with a misleading provenance. This can be avoided by restricting the provenance of data to the the empty provenance within insert commands in the initial configuration of an agent. Intermediate operational steps, may include data with richer provenance, but the operational semantics ensure that this provenance is properly tracked.

**Passing locations to continuations.** Notice that the target location of insert can be a variable. This allows a name discovered by a query to be used. This effect is achieved by using existential quantifiers at the level of processes. The rule substitutes a location in place of the variable such that the process can perform a transition.

The rule also checks whether the substituted location has a suitable policy, though the function \(T\) which associates policies to locations. This function is also used in the type system in the next section. Details are not specified for where in a system this function is stored; however it is clear for security that it cannot be stored client-side where it would be available to agents. Thus type checking and execution must occur server-side in a system that implements this model.

The following example demonstrates an existential quantifier that binds a location variable in a query and an insert. Assume that \(L_{0}\) is some policy with the insert pair \(\langle \alpha, \top \cdot (\text{ACM, ?}) \rangle\), which allows \(\alpha\) to insert triples originating with the ACM.

\[
\alpha \left[ \exists a: L_{0}. \left( \text{del} \left( \langle a \akt:has-author \text{Toyama} \rangle, x \cdot \top, x \right) \cdot \text{ins} (a, x).0 \right) \right] ||
\]

Assuming that the location \(\text{rkpres:CS132820}\) has the policy \(L_{0}\), this location is substituted to \(\alpha\) when evaluating the delete. So the the system evolves to the following state.

\[
\alpha \left[ \text{ins} \left( \text{rkpres:CS132820}, \langle \text{rkpres:CS132820} \akt:has-author \text{Toyama} \rangle, \text{Glaser \text{Toyama}} \cdot (\text{ACM acm}1) \right) \right] .0
\]

The reduction of the insert command gives the following data:

\[
\text{rkpres:CS132820} \akt:has-author \text{Toyama} \cdot (\text{Glaser \text{Toyama}} \cdot (\text{ACM acm}1)).0
\]

An example of exists binding pattern in continuations is presented in the next section.

### 4.6. Dereferencing Revisited

This section returns to the scenario initially described in Section 2. The data and processes defined realise the scenario. This demonstrates the power of the calculus for precisely modelling and evaluating Linked Data.
Consider how the data was published. Initially some agent CiteSeer lifts the data from some source. The lifted data is then published at cs. This results in the following stored data, along with a huge amount of similarly annotated data.

(Toyama akt:type akt:Person) (CiteSeer cs Lift)

Now some agent RKBexplorer dereferences the data and extracts the data that immediately refers to Toyama. The agent is also allowed to draw from another source acm, which for now is empty. The agent then publishes the combination of any data from both sources in the location Toyama. An agent that achieves this is presented below.

RKBexplorer

Reducing the parallel composition of the above data and agent gives the following data:

(Toyama akt:type akt:Person) (RKBexplorer Toyama Lift)

Note that the original data is retained, so it now appears in two locations.

Consider an agent Sassone who consumes this data. The agent dereferences Toyama to discover one publication. The location of the publication is passed to the continuation process. The continuation dereferences the publication to find a paper cited by the original paper. The location of the cited paper is then passed to the continuation. The continuation process then dereferences the cited paper to find whether an author of the paper was also Toyama. The data consumed is a proof of a self-citation. The process is expressed as follows.

Sassone

Assume that Loc contains the access triple ⟨Sassone, , ⊤⟩ for reading, which gives Sassone full read access. Reducing the parallel composition of the agent Sassone with some data D matching the above queries gives:

D || Sassone [Demonstrate Self_Citation (D)]

Thus key processes for publishing and consuming Linked Data are captured.

5. A Type System for Provenance Based Access Control

A type system for the calculus is defined. The type system guarantees that access control policies for data are respected by processes run by agents. The access control policies are based on the provenance of the data. More precisely the typing rules assure that:
1. the provenance traces of the tracked triples agree with the location policies;

2. getting, deleting and inserting operations are always done by agents that are authorised by the location policies, as formalised in Theorem 6.9.

For the first point it is handy to define well-formed provenance traces, see Fig. 7. A well-formed provenance is such that the provenance that follows each who-where pair appears for the agent in the policy of the location.

Location types are policies. The principal type of a location is the policy given by the function $T$. A location must have all location types that are greater than or equal to the principal type of that location. This is achieved by the following axiom:

$$T(\ell) \leq \text{Loc}(R, D, I)$$

$$\vdash L\ell : \text{Loc}(R, D, I)$$

Since the location policies relate agents and patterns, patterns type stored data, queries and expressions. Figure 8 gives the rules for stored data: the empty data can have any pattern, a tracked triple with a well-formed provenance has all the patterns satisfied by its provenance and composed data must have the patterns of their components. Note that by rule $[D]$, each triple has many patterns, the smallest one being the provenance itself of the triple.

Figure 9 gives the typing rules for queries, where each triple pattern has all the provenance patterns that are bigger than or equal to its own provenance pattern.

In order to type expressions, environments (ranged over by $\Gamma$) associating data variables to patterns are needed, see Fig. 10. The only interesting rule is $[E\Gamma]$: since in

$$\vdash \ell : \text{Loc}(R, D, I) \quad (\alpha, p) \in I \quad \text{wf}(p) \quad \text{wf}(f \# \cdot p) \quad \text{wf}(p \lor q)$$

$$\frac{\vdash (\alpha, \ell) \cdot p}{\text{wf}(\alpha, \ell) \cdot p}$$

$$\frac{\vdash p}{\text{wf}(p)}$$

$$\frac{\vdash \alpha, p \in I \quad \text{wf}(p)}{\text{wf}(f \# \cdot p)}$$

$$\frac{\vdash \text{wf}(p) \quad \text{wf}(p \lor q)}{\text{wf}(q) \quad \text{wf}(p \lor q)}$$

Figure 7: Well-formed provenance traces

$$\frac{\vdash p \vdash \pi}{\vdash D: \pi}$$

$$\frac{\vdash p \vdash \pi}{\vdash D: \pi}$$

$$\frac{\vdash p \vdash \pi}{\vdash D: \pi}$$

$$\frac{\vdash p \vdash \pi}{\vdash D: \pi}$$

Figure 8: Typing rules for stored data
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evaluating $f(D)$ not all the provenance traces of the tracked triples in $D$ are prefixed by $f#$ (see rule $⌊ \text{fun} ⌋$ in Fig. 5), only the pattern $f# \pi \lor \pi$ can be deduced for $f(e)$ knowing that $e$ has pattern $\pi$.

For typing processes, environments (ranged over by $\Theta$) associating data variables to patterns and location variables to location types are needed. To derive for a location all location types that are bigger than or equal to the principal location type of that location, a weakening of rule $⌊ L_\ell ⌋$ and a standard axiom are handy:

$$\Gamma \vdash L_\ell : \text{Loc}(\mathcal{R}, \mathcal{D}, \mathcal{I}) \quad \text{La} : \text{Loc}(\mathcal{R}', \mathcal{D}', \mathcal{I}') \leq \text{Loc}(\mathcal{R}, \mathcal{D}, \mathcal{I})$$

Processes are built from get, delete and insert operations on locations. Each operation can be allowed or disallowed by location policies according to the agent who is willing to act. For this reason, processes are typed by agents, meaning that a process typed by an agent contains only operations that the agent is authorised to do (see Fig. 11). In rules $⌊ P_g ⌋$ and $⌊ P_d ⌋$ the patterns of the queries must start with a who-where pair, so that the queries are limited to exactly one location ($\sigma$ can be $?$ and therefore the triples can be inserted by an arbitrary agent). The condition $⟨ \alpha, \sigma, \pi \rangle \in \mathcal{R}$ assures that the getting agrees with the location policy. Similarly for $⟨ \alpha, \sigma, \pi \rangle \in \mathcal{D}$. The rule for typing insertion simply checks that $\alpha$ is allowed to insert data with provenance $\pi$ in the location $\lambda$ by the location policy.

Since systems do not contain free variables, environments to type them are not needed, see Fig. 12. Rule $⌊ S \alpha ⌋$ validates well-typed stored data. The typing of an agent checks that the process can be typed by the agent name, see rule $⌊ S \alpha ⌋$.

5.1. Examples of Typed Systems

The examples of systems in the previous section are revisited to consider the effect of typing.

Consider the first scenario in Sec. 4.5. There are three agents interacting with data in a location. Assume that the location $\text{Toyama}$ has the insert pair $⟨ \text{Horne}, \epsilon ⟩$ and the access triple $⟨ \text{Dezani}, \text{Horne}, \top ⟩$ for deleting. Also assume that the location $\text{Toyama City}$ has the insert pair $⟨ \text{Dezani}, \top ⟩$. These assumptions allow the system to be typed. The agent $\text{Horne}$ can write any fresh data to the location and the agent $\text{Dezani}$ can remove any data contributed by $\text{Horne}$. However without the insert pair $⟨ \text{Horne}, \epsilon ⟩$, the system is not well typed, so the agent $\text{Horne}$ could not have inserted the misleading triple.

Consider the second scenario in Sec. 4.5. Assume that the location $\text{Toyama}$ has access triple $⟨ \alpha, ?, \top ⟩$ for deleting. Then the agent $\alpha$ is well typed. Notice that the
Figure 11: Typing rules for processes

Figure 12: Typing rules for systems

annotation on the select quantifier is sufficient to guarantee that the location discovered by the query is of the correct type to enable the insert to be triggered. Thus assuming that the location rkpres:CS132820 has the insert pair ⟨α, ⊤·(ACM, ?)⟩, the system will reduce since the dynamic check in the reduction rule enforces that the location discovered matches the annotation. Thus the static typing relies on the dynamic type check for that location.

Consider the scenario in Sec. 4.6. Assume that the locations acm1 and cs1 have the access triple ⟨RKBexplorer, ?, ⊤⟩ for getting, and that the location Toyama has the insert pair ⟨RKBexplorer, (?·cs1)·⊤∨(?·acm1)·⊤⟩ and the access triple ⟨Sassone, RKBexplorer, ?⟩ for getting. Then both agents are well typed. For agent Sassone the dynamic checks in the reduction rules assure that the discovered locations indeed allow Sassone to read, as indicated by the annotations.

5.2. Type Inference

The given type assignment system can be easily made syntax directed in order to get a type inference algorithm. It is enough:

- to replace in the second clause of the definition of well-formed provenance traces and in rules [Pg], [Pd], and [Pi] the membership condition with a condition which takes subtyping into account,
- to eliminate the subtyping in rules [Lt], [La], [Qt],
in agreement with the pre-order on policies defined in Sec. 4.4. In this way each location theorem verifies that typing can be statically checked. Finally, it is proven

6. Properties

This section verifies that the type system is correctly defined. An essential subject reduction theorem verifies that typing can be statically checked. Finally, it is proven

\[
\begin{align*}
\Gamma, \ell : \text{Loc} & \vdash \text{Loc}(\mathcal{R}, \mathcal{D}, I) \quad (\alpha, p) \in \mathcal{I} \quad \text{wf}(p) \\
\Gamma, \ell : T(\ell) & \quad [L\ell'] \\
\Theta, a : \text{Loc} & \vdash \text{Loc}(\mathcal{R}, \mathcal{D}, I) \quad [La'] \\
\vdash_{\Theta} C^\pi : \pi & \quad [Q_c'] \\
\vdash_{\Gamma} Q_0 : \pi_0 & \quad \vdash_{\Gamma} Q_1 : \pi_1 \\
\vdash_{\Gamma} Q_0 \otimes Q_1 : \pi_0 \vee \pi_1 & \quad [Q\otimes'] \\
\vdash_{\Gamma} \Gamma \vdash e_0 : \pi_0 & \quad \vdash_{\Gamma} e_1 : \pi_1 \\
\Gamma \vdash e_0 \| e_1 : \pi_0 \vee \pi_1 & \quad [E]' \end{align*}
\]

\[
\begin{align*}
\Theta, x : (\sigma, \lambda) \cdot \pi \vdash P : \alpha & \quad \Theta \vdash \ell : \text{Loc}(\mathcal{R}, \mathcal{D}, I) \\
\vdash_{\Theta} Q : (\sigma, \lambda) \cdot \pi & \quad [Pg'] \\
\Theta, x : (\sigma, \lambda) \cdot \pi \vdash P : \alpha & \quad \Theta \vdash \ell : \text{Loc}(\mathcal{R}, \mathcal{D}, I) \\
\vdash_{\Theta} Q : (\sigma, \lambda) \cdot \pi & \quad [Pd'] \\
\Theta \vdash \ell : \text{Loc}(\mathcal{R}, \mathcal{D}, I) & \quad \Theta \vdash P : \alpha \\
\vdash_{\Gamma} e : \pi & \quad \Gamma \subseteq \Theta \quad (\alpha, \pi) \in \mathcal{I} \\
\Theta \vdash \Gamma \vdash e : \pi & \quad [P'] \end{align*}
\]

Figure 13: Syntax directed versions of provenance well-formedness and of typing rules

- to build unions in rules $[Q\otimes], [Q\otimes], [E]'$, and
- to cancel rule $[E\text{sub}]$.

More precisely the new clause of provenance well-formedness and the new typing rules are shown in Fig. [13] where for $\mathcal{X}$ ranging over $\mathcal{R}, \mathcal{D}$ and $I$, we define:

\[
x \in_\mathcal{X} \mathcal{X} \text{ if there is } x' \in \mathcal{X} \text{ such that } x \leq x'
\]
in agreement with the pre-order on policies defined in Sec. 4.4. In this way each location is typed with the least policy, and each data, query and expression is typed with the least provenance pattern. This assures that the new membership condition is satisfied whenever possible. The unique provenance pattern of a query is used to type the data variable that is bound in a get or in a del operator, i.e. if $\vdash_{Q} Q : \pi$, then in the inference of a type for $\text{get}(Q, x) : P$ or $\text{del}(Q, x) : P$, the premise $x : \pi$ is used for getting a type for $P$.

This shows that typing of closed systems is decidable when the pre-order on access triples and insert pairs is decidable, which in turn is assured by the decidability of the pre-order on patterns (see Sec. 4.1).

6. Properties

This section verifies that the type system is correctly defined. An essential subject reduction theorem verifies that typing can be statically checked. Finally, it is proven
that the location policies are indeed enforced for well-typed systems.

This section starts as usual with inversion lemmas whose proofs are standard.

**Lemma 6.1** (Inversion Lemma for Data). 1. If $\vdash_D C^p : \pi$, then $wf(p)$ and $p \vdash \pi$.

2. If $\vdash_D D_0 \parallel D_1 : \pi$, then $\vdash_D D_0 : \pi$ and $\vdash_D D_1 : \pi$.

**Lemma 6.2** (Inversion Lemma for Queries). 1. If $\vdash_Q C^\pi : \pi'$, then $\pi \leq \pi'$.

2. If $\vdash_Q Q_0 \otimes Q_1 : \pi$, then $\vdash_Q Q_0 : \pi$ and $\vdash_Q Q_1 : \pi$.

3. If $\vdash_Q Q_0 \otimes Q_1 : \pi$, then $\vdash_Q Q_0 : \pi$ and $\vdash_Q Q_1 : \pi$.

4. If $\vdash_Q \exists a. Q : \pi$, then $\vdash_Q Q : \pi$.

5. If $\vdash_Q \ast Q : \pi$, then $\vdash_Q Q : \pi$.

**Lemma 6.3** (Inversion Lemma for Expressions). 1. If $\Gamma \vdash_E x : \pi$, then $\Gamma = \Gamma', x : \pi'$ and $\pi' \leq \pi$.

2. If $\Gamma \vdash_E D : \pi$, then $\vdash_D D : \pi$.

3. If $\Gamma \vdash_E f(e) : \pi$, then $\Gamma \vdash_E e : \pi'$ and $f \# \cdot \pi' \vee \pi' \leq \pi$.

4. If $\Gamma \vdash_E e_0 \parallel e_1 : \pi$, then $\Gamma \vdash_E e_0 : \pi$ and $\Gamma \vdash_E e_1 : \pi$.

**Lemma 6.4** (Inversion Lemma for Processes). 1. If $\Theta \vdash_P \text{get}(Q, x). P : \alpha$, then $\Theta, x : (\sigma, \lambda) \cdot \pi \vdash_P P : \alpha$ and $\Theta \vdash_L \lambda : \text{Loc}(R, D, I)$ and $\vdash_Q Q : (\sigma, \lambda) \cdot \pi$ and $\langle \alpha, \sigma, \pi \rangle \in R$.

2. If $\Theta \vdash_P \text{del}(Q, x). P : \alpha$, then $\Theta, x : (\sigma, \lambda) \cdot \pi \vdash_P P : \alpha$ and $\Theta \vdash_L \lambda : \text{Loc}(R, D, I)$ and $\vdash_Q Q : (\sigma, \lambda) \cdot \pi$ and $\langle \alpha, \sigma, \pi \rangle \in D$.

3. If $\Theta \vdash_P \text{ins}(\lambda, e). P : \alpha$, then $\Theta \vdash_L \lambda : \text{Loc}(R, D, I)$ and $\Theta \vdash_P P : \alpha$ and $\Gamma \vdash_E e : \pi$ and $\Gamma \subseteq \Theta$ and $\langle \alpha, \sigma, \pi \rangle \in I$.

4. If $\Theta \vdash_P P_0 + P_1 : \alpha$, then $\Theta \vdash_P P_0 : \alpha$ and $\Theta \vdash_P P_1 : \alpha$.

5. If $\Theta \vdash_P \text{rec}(X). P : \alpha$, then $\Theta \vdash_P P : \alpha$.

6. If $\Theta \vdash_P \exists a : \text{Loc}(R, D, I). P : \alpha$, then $\Theta, a : \text{Loc}(R, D, I) \vdash_P P : \alpha$.

**Lemma 6.5** (Inversion Lemma for Systems). 1. If $\vdash_S D$, then $\vdash_D D : \pi$, for some $\pi$.

2. If $\vdash_S \alpha[P]$, then $\vdash_P P : \alpha$.

3. If $\vdash_S S \parallel S'$, then $\vdash_S S$ and $\vdash_S S'$.

The proof of subject reduction (Theorem 6.8) is based on the agreement between the typing of stored data and the pre-order on patterns, the satisfaction of queries and the reduction of expressions, as formalised in the following Lemma.

**Lemma 6.6** (Key). 1. If $\vdash_D D : \pi$ and $\pi \leq \pi'$, then $\vdash_D D : \pi'$. 20
2. If \( \vdash Q : \pi \) and \( \vdash D \), then \( \vdash_D D : \pi \).

3. If \( \vdash_E e : \pi \) and \( e \downarrow D \), then \( \vdash_D D : \pi \).

**Proof.** 1. By induction on the definition of \( \vdash_D \) using Proposition 4.1 for rule \([D]\).

2. By induction on the definition of \( \vdash \).

**Rule [QAx]** \[ \frac{p \vdash \pi'}{C^p \vdash C^{\pi'}} \]

By Lemma 6.2(1) \( \vdash Q \) \( C^\pi : \pi \) implies \( \vdash Q \) \( \vdash Q_0 \) \( \vdash Q_1 \). Proposition 4.1 and \( p \vdash \pi' \) give \( p \vdash \pi \).

By Lemmas 6.5(1) and 6.1(1) \( \vdash C^\pi \) implies \( \vdash p(p) \). So \( \vdash_D C^p : \pi \) can be derived using rule \([D]\).

**Rule [QChL]** \[ \frac{D \vdash Q_0}{D \vdash Q_0 \uplus Q_1} \]

By Lemma 6.2(2) \( \vdash Q_0 \uplus Q_1 : \pi \) implies \( \vdash Q_0 \uplus Q_1 \). The induction applied to \( \vdash Q_0 \uplus Q_1 : \pi \) and \( D \vdash Q_0 \) gives \( \vdash_D D : \pi \).

**Rule [QChL]** \[ \frac{D_0 \vdash Q_0 \quad D_1 \vdash Q_1}{D_0 \uplus D_1 \vdash Q_0 \uplus Q_1} \]

By Lemma 6.2(3) \( \vdash Q_0 \uplus Q_1 : \pi \) implies \( \vdash Q_0 \uplus Q_1 \). Induction gives \( \vdash_D D_0 : \pi \) and \( \vdash_D D_1 : \pi \) and then \( \vdash_D D_0 \uplus D_1 \vdash D : \pi \) can be derived using rule \([D\uplus]\).

The remaining cases are similar and simpler.

3. By induction on \( \downarrow \). The only interesting case is

\[
\begin{align*}
\downarrow[f((\Pi_{i=1}^m C_i)] & = f \left( \bigwedge_{i=1}^m p_i \right) \\
\downarrow[f(\Pi_{i=1}^m C_i^\pi) \uplus D] & = f \left( \bigwedge_{i=1}^m p_i \right) \uplus D
\end{align*}
\]

4.1 By Lemma 6.3(1) \( \vdash \alpha \vdash P \vdash \alpha \vdash P\uplus \Pi_{i=1}^m C_i^\pi \vdash D : \pi \) and \( \vdash \alpha \vdash P\uplus \Pi_{i=1}^m C_i^\pi \| D : \pi \) and \( \vdash \alpha \vdash P\uplus \Pi_{i=1}^m C_i^\pi \| D : \pi \).

Lemmas 6.5(2) and 6.1(2) give \( \vdash_D C_i^\pi : \pi \) for all \( i \) \( (1 \leq i \leq m) \) and \( \vdash D : \pi' \). Lemma 6.1(1) implies \( \vdash w(p_i) \) and \( p_i \vdash \pi' \) for all \( i \) \( (1 \leq i \leq m) \), which allow to derive \( \vdash w(q) \) and \( \bigwedge_{i=1}^m p_i \vdash \pi' \) and then \( q \vdash \bigwedge_{i=1}^m p_i \vdash \pi' \). Lastly \( \vdash_D C_j^\pi : \pi \) for all \( j \) \( (1 \leq j \leq n) \) using rule \([D\uplus]\). Point (1) gives \( \vdash_D D : \pi \) and \( \vdash_D \Pi_{j=1}^n C_j^\pi \| D : \pi \) can be derived using rule \([D\uplus]\). □

The following substitution lemma has a simple proof since data variables in processes can only occur inside expressions.

**Lemma 6.7** (Substitution Lemma). If \( \Theta, x : \pi \vdash P : \alpha \) and \( \vdash D : \pi \), then \( \Theta \vdash P_{\Theta[x]}^\alpha \vdash_D \alpha \).

The preservation of typing under reduction can now be shown.

**Theorem 6.8** (Subject Reduction). If \( \vdash_S S \) and \( S \rightarrow S' \), then \( \vdash_S S' \).

**Proof.** By induction on \( \rightarrow \).

**Rule [Pg]** \[ \frac{D \vdash Q}{\alpha[\text{get}(Q,x).P ] \| D \rightarrow \alpha[P_{\Theta[x]}^\alpha] \| D} \]
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By Lemma 6.5[3] \( r_S^\alpha \{ \text{get}(Q, x).P \} \parallel D \) implies \( r_S^\alpha \{ \text{get}(Q, x).P \} \) and \( r_S^\alpha D \). By Lemma 6.5[3] \( r_S^\alpha \{ \text{get}(Q, x).P \} \parallel D \) implies \( r_P \{ \text{get}(Q, x).P \} \) and \( r_L \ell : \text{Loc}(R, D, I) \) and \( \mathcal{Q}_Q^\alpha (\sigma, \ell) : \pi \) and \( (\alpha, \sigma, \pi) \in \mathcal{R} \) by Lemma 6.4[1]. By Lemma 6.6[2] \( r_P D : (\sigma, \ell), A \), which implies \( r_P \{ D \} \) and \( A \), by Lemma 6.7. Lastly \( r_S^\alpha \{ P[D/\ell] \} \parallel D \) can be derived using rules \([S\alpha], [Sd]\) and \([S\|]\).

Rule \([P_i]\)

\[
\frac{e \parallel \prod_{i=1}^{m} C_i^\beta}{\alpha[\text{ins}(\ell, e).P] \rightarrow \alpha[P] \parallel \prod_{i=1}^{m} C_i^{\alpha,\ell,p_i}}
\]

By Lemma 6.5[3] \( r_S^\alpha \{ \text{ins}(\ell, e).P \} \) implies \( r_S^\alpha \{ P \} \parallel D \) and \( \mathcal{Q}_Q^\alpha (\sigma, \ell) : \pi \) and \( (\alpha, \sigma, \pi) \in \mathcal{R} \) by Lemma 6.4[1]. By Lemma 6.6[3] \( r_D \prod_{i=1}^{m} C_i^{\beta} : \pi \). This implies \( \mathcal{W}(p_i) \) and \( p_i \vdash \pi \) for all \( 1 \leq i \leq m \) by Lemma 6.1[2] and [1]. The well-formedness \( \mathcal{W}(\alpha, \ell, p_i) \) follows from \( \mathcal{W}(p_i) \) and \( r_L \ell : \text{Loc}(R, D, I) \) and \( (\alpha, \pi) \in I \). Then \( r_S^\alpha C_i^{\alpha,\ell,p_i} \) for all \( 1 \leq i \leq m \) can be derived using rules \([D_i]\) and \([Sd]\). Lastly \( r_S^\alpha \{ P \} \parallel \prod_{i=1}^{m} C_i^{\alpha,\ell,p_i} \) can be derived using rules \([S\alpha]\) and \([S\|]\).

This section ends by showing that reducing a well-typed system:

1. If an agent \( \alpha \) gets a tracked triple \( C^{\beta,\ell,p} \), then the getting policy of \( \ell \) contains the triple \( (\alpha, \beta, p) \).
2. If an agent \( \alpha \) deletes a tracked triple \( C^{\beta,\ell,p} \), then the deleting policy of \( \ell \) contains the triple \( (\alpha, \beta, p) \).
3. If an agent \( \alpha \) inserts a tracked triple \( C^\beta \), then the inserting policy of \( \ell \) contains the pair \( (\alpha, p) \).

More precisely the following theorem holds:

**Theorem 6.9.**

1. If \( r_S^\alpha \{ \text{get}(Q, x).P \} \) and \( C^{\beta,\ell,p} \parallel D \models Q \), then \( r_L \ell : \text{Loc}(R, D, I) \) and \( (\alpha, \beta, p) \in \mathcal{R} \).
2. If \( r_S^\alpha \{ \text{del}(Q, x).P \} \) and \( C^{\beta,\ell,p} \parallel D \models Q \), then \( r_L \ell : \text{Loc}(R, D, I) \) and \( (\alpha, \beta, p) \in \mathcal{D} \).
3. If \( r_S^\alpha \{ \text{ins}(\ell, e).P \} \) and \( e \parallel C^\beta \parallel D \), then \( r_L \ell : \text{Loc}(R, D, I) \) and \( (\alpha, p) \in I \).

**Proof.** 1. By Lemmas 6.5[3] and 6.4[1] \( r_S^\alpha \{ \text{get}(Q, x).P \} \) implies \( x : (\sigma, \ell') : \pi \parallel P \) and \( r_L \ell' : \text{Loc}(R, D, I) \) and \( \mathcal{Q}_Q^\alpha (\sigma, \ell') : \pi \) and \( (\alpha, \sigma, \pi) \in \mathcal{R} \). By Lemmas 6.6[3] and 6.1[1], \( r_P C^{\beta,\ell,p} \parallel D \models Q \) and \( r_Q C^{\beta,\ell,p} \parallel D \models Q \) give \( r_P C^{\beta,\ell,p} \parallel (\sigma, \ell') : \pi \) and \( \sigma \leq \beta \). This gives \( (\beta, \ell) : p \vdash (\sigma, \ell') : \pi \) by Lemma 6.1[1], which implies \( \beta \leq \sigma \leq \ell' \) and \( p \leq \pi \) by Proposition 4.1 and definition of \( \leq \). Lastly \( \text{Loc}(R, D, I) \) and \( \mathcal{Q}_Q^\alpha (\sigma, \ell', p_i) \in \mathcal{R} \) and \( (\alpha, \beta, p) \in \mathcal{R} \) and then \( r_L \ell : \text{Loc}(R, D, I) \) can be derived using rule \([L\ell]\).

2. Similar to the proof of 1.
3. By Lemmas 6.5[3] and 6.4[1] \( r_S^\alpha \{ \text{ins}(\ell, e).P \} \) implies \( r_L \ell : \text{Loc}(R, D, I) \) and \( r_P P : (\alpha, \sigma, \pi) \in I \). By Lemmas 6.6[3] and 6.1[2], \( e \parallel C^\beta \parallel D \) and \( r_E e : \pi \parallel (\alpha, p) \) by Lemma 6.6[1] and \( p \leq \pi \) by Proposition 4.1 and definition of \( \leq \). Lastly \( \text{Loc}(R, D, I) \) and \( \mathcal{Q}_Q^\alpha (\sigma, \ell', p_i) \in \mathcal{R} \) and then \( r_L \ell : \text{Loc}(R, D, I) \) can be derived using rule \([L\ell]\).
Thus a well-typed system reduces by respecting the access control dictated by the location policies. More precisely if the operational semantics had rules that did dynamic checks that the policy is satisfied, then these checks would always succeed by reducing well-typed systems.

7. Related Work

The Web of Linked Data, or simply ‘Linked Data’ [57], which draws experience from ideas explored for the ‘Semantic Web,’ is a composite and exciting movement of ideas, applications and techniques arising around the Web as we know it. It originates from the desire of moving away from a web of documents to a web of data. This is a web where links are not simply a technical device to reach documents, but rather a way to attach meaning to data and establish semantic connections between pieces of information. Its characterising features include the use of dereferenceable URIs to represent atomic information and RDF to represent their relationships [5].

So far the Linked Data community has chiefly focussed on publishing large datasets, importing them from various sources to RDF, and on designing applications that make use of such data in tools of popular impact. Most of the theoretical work has been devoted to developing ontologies and their formulation using description logics [41]. An equally considerable effort has been dedicated to the study of the Web as a science [6], including (social) network dynamics (cf. e.g. [3]).

Ours is among the first papers to propose a language-based semantics for Linked Data. Indeed, to the best of our knowledge, the first formal operational model of (computation over) Linked Data is [37], followed by [40] and [39, 38]. Our calculus here is original in its all provenance elements, but bears a close resemblance to that of [37] for its linked data part. An alternative formal model of dereferencing URIs in linked data is provided by Jeffrey and Patel-Schneider [42].

As a research theme, provenance covers a very wide spectrum of problems, techniques and approaches. With a recent flourishing of activity, and most of its literature published in the last four years, it is a field in flux, rather complex to review systematically. A comprehensive survey and full literature analysis is therefore beyond our present scope, and can be found e.g. in [46]. Here only the main components of the provenance movement are mentioned, as well as those items of work more directly related to the present paper.

Historically, provenance emerged from issues in databases (cf. [19] for an overview), where the need arose to characterise the source of information [62] so as to justify the answer to complex queries [11]. In that context, provenance developed an elegant mathematical theory, which is arguably the pinnacle of its theoretical development, where symbolic polynomials on semi-rings are used to represent abstractly computations and their sources (cf., e.g., [30]).

The research on provenance moved out of its databases origins to find wider and deeper applications in workflow systems for eScience and for web computing (cf. [58] for a survey). This represented a significant extension in scope, which brought to a consolidation of ideas and a generalisation of techniques, as well as the design of pilot systems and infrastructures, including Kepler [8], VDL [21], Taverna [64], and PASOA [51], and the formulation of the concept of ‘provenance-aware’ application [45].
In particular, provenance became a concept in distributed computing, where it developed a need for standardisation [47] and interchange of data [48] and processes [43]. Among other trends, provenance recently acquired a trust and security dimension (cf. [4]), which is relevant to this work.

According to its most liberal definition, the provenance of a piece of data is the process that led to that piece of data. A concrete approach to this notion represents provenance via directed acyclic graphs, where nodes are data and edges are data derivations [44, 47]. Our work is compatible with such a kind of model, yet we use traces that can be viewed as trees and leave the generalisation to graphs to future work. The ‘why’ ‘where’ and ‘how-provenance’ notions from databases [62, 22, 11] are also well represented in our calculus. An alternative approach that focuses on the use of user-provided metadata to record the provenance information is the ‘provenance-as-annotations’ paradigm [54].

The present work is more closely related to the application to provenance of formal methods and analysis techniques. Buneman et al in [10] study the expressive power of provenance in database queries, Cheney et al [17] introduce a formal notion of provenance traces and study some of its properties, including computability, consistency and fidelity issues. Cheney et al [18] argue that dependency analysis techniques provide a formal foundation for forms of provenance that are intended to show how the output of a query depends on its input. A formal account of the interchange provenance data model of [47] has been given in [44]. A precursor to this paper is [59], where Sassone and Souilah present a $\pi$-calculus where the provenance channel communication is traced. As here, the provenance model is a tree, whilst the data model only includes names like in the $\pi$ calculus.

Provenance for Linked Data has already been considered in the literature. A first line of work is concerned with representing provenance using RDF and to query and reason over provenance using Linked Data techniques (see, e.g., [63]). Various papers deal with annotated RDF, and consider also annotations providing information on provenance. Udrea et al [60] present a formal declarative semantics for RDF annotated by members of a partially ordered set. Buneman and Kostylev [12] develop an algebra for computing annotations on inferred triples. Zimmermann et al [65] present a detailed and systematic approach for combining multiple annotation domains into a new single complex domain. Closer to our interests, Carroll et al [13] introduced named graphs as a first approach to where provenance for RDF triples. In [25] Flouris et al rely on coloured RDF triples represented as quadruples to capture ‘where’ provenance. Halpin and Cheney [32] consider a provenance model for SPARQL queries and updates to data stores involving named graphs, whose purpose is to provide a record of how the raw data in a dataset has changed over time. Our work extends named graphs in several significant ways.

The standard approach to the semantics of SPARQL is denotational, see for example [52]. In this paper we use instead the operational semantics of [39], which better fits with the reduction rules of our calculus. We remark that the algebraic axiomatisation of SPARQL queries in [39] provides a starting point for our future investigation of provenance semirings for our calculus.

A significant amount of work has concerned provenance and security. One strand deals with securing access to provenance information (cf., e.g., [49, 9]). Hasan et al
show how to provide strong integrity and confidentiality assurances for data provenance information. In [16] Cheney formalises what it means for a provenance tracking system to successfully disclose some information that users require while obfuscating other sensitive information. Acar et al. [1] develop a core calculus for provenance in programming languages and discuss some solutions to the disclosure and obfuscation problems. Chong [20] presents a formal system to control undesired indirect disclosure of provenance trace. Rosenthal et al. [56] introduce ‘attribute-based access control’ to specify policies of access control to provenance, whilst [15, 50] focus on confidentiality of provenance by controlling respectively ‘user view’ and queries. A different research line treats of integrity [34, 24, 26] and non-repudiability [27] of provenance traces. Golbeck [28] exploits provenance to implement trust-based filtering of web content, whilst Vaughan et al. [61] use evidence-based audits for language-based security. We believe our calculus provides a powerful and flexible framework to investigate questions such as these, which is proposed as future work. The reader is remanded to [55] for further information about open problems and current provenance research.

8. Conclusion

The provenance format introduced in the work is clean and simple. It is however a significant extension of existing provenance formats for Linked Data. It provides a comprehensive account of where and who provenance, and records all agents who have published the data and where the data was written. In line with existing approaches to provenance for Linked Data, the provenance is recorded at the level of triples (rather than URIs).

Our examples use Linked Data published on the Web at the time of writing. They represent realistic scenarios, and are provided to explain how the demands of the application are addressed. The examples benefit from the formal syntax and the operational semantics of the calculus they are expressed in, and this enables an unambiguous discussion of the ideas explored.

The calculus presents some fresh ideas for new high level languages for Linked Data. Some high level constructs are suggested that combine explicit dereferencing of URIs with queries over the data obtained. Furthermore, the queries are extended with patterns that exploit provenance, and demonstrate that the ideas in this paper can be usefully integrated with several existing languages. The framework for operational semantics employed is concise and extensible. Thus further features for tackling problems in Linked Data [36] can be combined with this work easily. Some basic how provenance is suggested by means of functions. By recording the functions applied to data in the provenance format, judgements can be made about the quality of data depending on whether reliable functions were applied. More detailed why provenance could be recorded by indicating a proof of why some data is transformed into some other data.

The present calculus leaves a significant number of open issues to investigate. Location policies are assumed to be fixed and available for centralised checks. Moreover agents cannot lie and provenance cannot be forgotten. A calculus which addresses these realistic challenges should allow location policies to change over the time and be stored in locations themselves, while agents may be untrusted. This scenario requires
a reputation system for agents, and for locations to dynamically check agent requests against their policies, whilst taking the reputation of agents into account.

The calculus provides a credible and flexible framework for future developments, some of which are indicated in the previous section. Among the several avenues for future work, five priorities are anticipated. Firstly, a calculus of transformations over Linked Data should be specified to provide a detailed account of why provenance. Also, provenance traces are expected to be extended to directed acyclic graphs. This entails formulating a suitable syntax for graphs as well as a treatable logic for querying them. Security figures among the most interesting challenges for both Linked Data and provenance. A proposal is to focus on controlling the access to provenance information. This will involve equipping the calculus with mechanisms and primitives to specify suitable access control policies, as well as the analysis of how information may covertly flow from (public) provenance trees to (private) data following [20] and [16].

The calculus is proposed as a formal platform to develop trust-based assessment and filtering on the Web of Linked Data.
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