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Modeling solution X-ray scattering of biomacromolecules using an explicit solvent model and the fast Fourier transform

Dudu Tong, Jianbin Yang and Lanyuan Lu*

A novel computational method based on atomic form factors and the fast Fourier transform (FFT) is developed to compute small- and near-wide-angle X-ray scattering profiles of biomacromolecules from explicit solvent modeling. The method is validated by comparing the results with those from non-FFT approaches and experiments, and good agreement with experimental data is observed for both small and near-wide angles. In terms of computational efficiency, the FFT-based method is advantageous for protein solution systems of more than 3000 atoms. Furthermore, the computational cost remains nearly constant for a wide range of system sizes. The FFT-based approach can potentially handle much larger molecular systems compared with popular existing methods.

1. Introduction

Solution X-ray scattering, including small-angle X-ray scattering (SAXS) and wide-angle X-ray scattering (WAXS), is a widely used experimental method to probe the conformations of biomacromolecules (Koch et al., 2003; Svergun & Koch, 2003; Putnam et al., 2007; Mertens & Svergun, 2010; Graewert & Svergun, 2013; Blanchet & Svergun, 2013; Lipfert & Doniach, 2007). SAXS/WAXS has a variety of applications in structural biology, such as understanding protein conformational changes (Fischetti et al., 2004; Tainer, 2011; Makowski, Gore et al., 2011; Makowski, Bardhan et al., 2011; Oroguchi et al., 2009; Zheng & Tekpinar, 2011). Traditionally, SAXS experiments can only reach values of scattering vector magnitude $q$ up to 5 nm$^{-1}$, containing information on radius of gyration, on the approximate shape of the solute molecule and, rarely, on some secondary structures (Koch et al., 2003). In recent years, advances in the new generation of light source and detection devices have made it possible to measure data in the wide-angle region, providing higher-resolution structure details (Graewert & Svergun, 2013).

The outcome of a SAXS/WAXS experiment is a one-dimensional intensity curve, which typically contains insufficient information to solve the three-dimensional solute structure. Thus, computational tools are needed to extract structure details from SAXS/WAXS profiles. There are already many methods in the literature that evaluate SAXS/WAXS profiles from structure models (Svergun et al., 1995; Schneidman-Duhovny et al., 2010; Konarev et al., 2006; Merzel & Smith, 2002; Bardhan et al., 2009; Oroguchi et al., 2009; Park et al., 2009; Yang et al., 2009; Grishaev et al., 2010; Stovgaard et al., 2010; Poitevin et al., 2011; Liu et al., 2012; Ravikumar et al., 2013; Chen & Hub, 2014; Niebling et al., 2014; Olds &...
These methods mainly differ in two aspects: in the treatment of contributions from the hydration layer and the displaced solvent; and in the method of orientational averaging to obtain the one-dimensional scattering profile. For example, Crysol (Svergun et al., 1995) implicitly models the hydration shell with a layer of uniformly distributed excess electron density. The displaced solvent is also modeled implicitly using the excluded volume of all solute atoms, and the orientational averaging is performed using the spherical harmonic expansion. Similar to Crysol, a number of other approaches adopt various implicit solvent treatments (Schneidman-Dufovy et al., 2010; Konarev et al., 2006; Merzel & Smith, 2002; Bardhan et al., 2009; Poitevin et al., 2011; Liu et al., 2012). As the atomistic structure and distribution of water should affect the high-q (wide-angle) region, these methods usually target \( q \) values up to 5 nm\(^{-1} \).

Conversely, Fast-SAXS-pro (Ravikumar et al., 2013) implements an explicit representation of the solvent molecules in the hydration layer, while the displaced solvent is still implicitly modeled using excluded volumes. As a further improvement, the AXES method (Grishaev et al., 2010) models both the hydration shell and the excluded solvent with explicit water molecules and achieves good agreement with experiment for \( q \) up to 10 nm\(^{-1} \) (near-WAXS region). However, in both approaches the positions of the water molecules in the hydration layer are actually taken from a pure water simulation, neglecting the structure difference between the bulk and the hydration layer.

To include the explicit solvent molecules in a different way from AXES, there are other methods using molecular dynamics (MD) simulation trajectories of both protein solution and pure solvent. These methods can correctly represent the structure of the solvent molecules in the hydration layer, and the water density distribution and fluctuation are also considered in the calculations. In general, these methods often have a good agreement with experimental data up to 10 nm\(^{-1} \). However, these methods require MD simulations of proteins in solvent, which costs additional computational time. For example, Park et al. (2009) proposed a formulation to compute scattering intensities from MD simulations. The computational time for computing scattering profiles using this method scales with the number of atoms \( N \), which is superior to the Debye formula that scales with \( N^2 \). However, for large \( N \) the computation can still be expensive. Later, Chen & Hub (2014) used the same method to build a web server called WAXSiS, which takes protein conformational fluctuations into consideration. The results from both Park et al. and Chen et al. are consistent with experimental near-WAXS profiles up to 10 nm\(^{-1} \). Additionally, Oroguchi et al. (2009) proposed a similar formulation, but spherical harmonics functions are adopted for the calculations on scattering profiles. Very recently, Kofinger & Hummer (2013) developed an explicit solvent approach using a histogram-based Debye method for modeling near-WAXS and WAXS profiles. This method still has \( O(N^2) \) computational complexity when calculating the distance histograms. But, as there is no need to evaluate sine functions in the histogram-calculation step, the prefactor of \( O(N^2) \) is small and the method is very efficient for certain system sizes.

In this paper, we propose a new method based on the three-dimensional fast Fourier transform (FFT) to calculate the scattering intensity profiles of biomacromolecules. In the literature, FFT has been implemented in SAXS/WAXS calculations, and typically the transform starts from a three-dimensional density map (e.g. Schmidt-Rohr, 2007). However, in this article we develop an efficient way to directly incorporate the atomic coordinates and form factors, without first explicitly converting them to a density map. Our approach is particularly convenient for biological systems as the atomic coordinates are usually available from Protein Data Bank and MD simulations, while it avoids the approximation for converting atomic coordinates to density values (Rey & Dumas, 1984). The FFT-based method is implemented with two explicit solvent approaches, with and without protein MD simulations, and the results are compared with those from the WAXSiS and AXES servers, which are non-FFT based. For instance, we follow the treatment of displaced and hydrated solvent molecules proposed by Park et al. (2009) and use FFT to conduct Fourier transformation and orientational averaging, thus improving the computational efficiency of the MD-based approach. The foremost advantage of our method is its high computational efficiency.

2. Theory and computational details
2.1. Envelope construction

In SAXS/WAXS experiments, the scattering profile is usually measured for two systems: the protein solution system and the pure solvent system. The final scattering profile is obtained by computing the difference of these two. In computer modeling, if \( A \) and \( B \) represent the protein solution system and the pure solvent system, respectively, the resulting scattering profile \( I(q) \) can be calculated from the Fourier transforms of the electron densities of two ‘envelopes’ \( A(q) \) and \( B(q) \) (Park et al., 2009; Chen & Hub, 2014). The envelope for the protein solution \( A \) includes the solute and a layer of solvent molecules, while the solvent envelope of \( B \) created from a separate solvent simulation has the same shape as that of \( A \). Here, a spherical envelope is used for both systems for convenience. The center of the sphere is placed at the center of the maximum diameter of the protein molecule. The radius \( r = D_{\text{max}}/2 + d_{\text{shell}} \), where \( D_{\text{max}} \) is the maximum diameter of the protein molecule and \( d_{\text{shell}} \) is the thickness of the solvent shell. For the pure solvent system, the spherical envelope is constructed using the same center and radius. In previous work (Park et al., 2009; Chen & Hub, 2014), the envelope of \( A \) is constructed by including the protein molecule and water molecules within \( d_{\text{shell}} \) to the surface of protein, while an image of a protein with identical atomic coordinates is placed in system \( B \) and the envelope of \( B \) contains all water molecules included within \( d_{\text{shell}} \) to the surface of the image of the protein.
To have a fair comparison of the computational efficiency with the methods reported in the literature, we have also implemented the latter type of envelope for the results in §3.2.

Following the derivations from earlier work (Park et al., 2009; Chen & Hub, 2014) we have

\[ I(q) = \langle D(q) \rangle_{\Omega} \]  

(1)

and

\[ D(q) = \left\{ |A(q)|^2 \right\}_{\omega} - \left\{ |B(q)|^2 \right\}_{\omega} - 2\text{Re}\left[ B^*(q)\langle A(q) - B(q) \rangle_{\omega} \right]. \]  

(2)

Here, the subscript \( \Omega \) denotes the ensemble averages over the solute orientational degrees of freedom, while \( \omega \) refers to the solute conformational degrees of freedom and the solvent degrees of freedom. The third term of equation (2) is the real part of a complex number, where the symbol ‘*’ denotes the complex conjugate. Although equation (2) requires the information only within the two envelopes, \( I(q) \) is actually computed to represent the intensity difference between the two molecular systems with infinite sizes.

The Fourier transform of the electron density inside an envelope can be calculated by the following formula:

\[ A(q) = \sum_{j}^N f_j(q) \exp(-i\mathbf{q} \cdot \mathbf{r}_j), \]  

(3)

where \( j \) is the index of an atom inside the envelope, \( N \) is the total number of atoms inside the envelope, \( \mathbf{r}_j \) is the coordinate of the \( j \)th atom and \( f_j(q) \) is the atomic form factor (Cromer & Huber, 1965; Sorenson et al., 2000) of the \( j \)th atom at the scattering vector magnitude \( q \).

2.2. FFT-based orientational averaging

Instead of using the spherical average method (Chen & Hub, 2014; Park et al., 2009), we adopt an FFT-based approach to evaluate the Fourier transforms \( A(q) \), \( B(q) \) and the final one-dimensional scattering intensity.

From equation (3), the FFT cannot be directly applied as the right-side term of the equation contains \( f_j(q) \), which is related to the atom type of atom \( j \) and the scalar \( q \). So the system is divided into several subsystems, each containing one type of atom. For each subsystem, we first evaluate \( A'(q) \), which is defined as

\[ A'(q) = \sum_{j}^N \exp(-i\mathbf{q} \cdot \mathbf{r}_j), \]  

(4)

where \( t \) is the index of the subsystem and \( N_t \) is the number of atoms in this subsystem. \( A(q) \) can be obtained by the summation of \( A'(q) \), as shown in the following equation:

\[ A(q) = \sum_{t} A'(q)f'(q). \]  

(5)

\( A'(q) \) can be discretized and evaluated by the FFT algorithm. Cubic grids are built in both real and reciprocal space. The bin width and maximum value of \( r \) and \( q \) satisfy the relationship of \( r_{\text{bin}} = 2\pi/(2q_{\text{max}}) \) and \( q_{\text{bin}} = 2\pi r_{\text{max}} \). This allows us to rewrite equation (4) in the form of a discrete Fourier transform, to which the FFT algorithm can be applied. The atom positions \( \mathbf{r}_j \) are then discretized to nearby grid points and the particle density of each grid is calculated. Equation (4) is then rewritten as

\[ A'(h, k, l) = \sum_{a} \sum_{b, c} \left\{ \rho(a, b, c) \times \exp[-2\pi i(h, k, l) \cdot (a, b, c) / N^3_t] \right\}. \]  

(6)

Here, the vector \( (a, b, c) \) contains the indices of grid points in the real space, and \( (h, k, l) \) consists of the corresponding indices in the reciprocal space. \( \rho \) is the number of type \( t \) atoms at grid point \( (a, b, c) \), and \( N_t \) is the number of grid points in each dimension. We then apply the FFT algorithm to evaluate \( A'(q) \) of all grid points at once.

A problem here is that the simulation box is usually not very large, at the length scale of several nanometres. According to the relationship mentioned above, \( q_{\text{bin}} \) will be quite large (e.g. \( r_{\text{max}} = 10 \text{ nm} \) corresponds to \( q_{\text{bin}} \approx 0.6 \text{ nm}^{-1} \)). This results in very low resolution in \( q \) and causes difficulty in comparing with experimental data. To solve this problem, we apply a method called zero padding (Castiglioni, 2014), which is widely used in digital signal processing, to increase the resolution of the reciprocal space. To implement the zero padding, we first transform the low-resolution \( A(q) \) back to \( A(R) \), which is the electron density of the system. Then the original system is expanded to a much larger box for the desired \( q_{\text{bin}} \). In this study we use \( q_{\text{bin}} = 0.2 \text{ nm}^{-1} \), corresponding to \( r_{\text{max}} \approx 31.4 \text{ nm} \). The electron density of the larger box is denoted as \( A(R) \), with the expanded volume filled with zero density as no atoms are actually there. Finally, the Fourier transform of \( A(R) \) is performed to obtain the scattering intensity with higher resolution. This step is the most time-consuming part in the whole algorithm, because the number of grid points is quite large for the following two reasons. On one hand, \( q_{\text{bin}} \) must be small enough to ensure that the output data are comparable to the experimental counterpart. On the other hand, \( r_{\text{max}} \) must also be small enough to ensure the accuracy of the real-space discretization, which forces us to use a much larger \( q_{\text{max}} \) than we actually need. Note that increasing the number of atom types will not significantly increase the computational time as \( A(R) \) is computed from the sum of all atom types. Typically, in standard experimental WAXS data \( q_{\text{max}} \) is 15 or 20 nm\(^{-1}\). However, in the FFT approach, \( q_{\text{max}} \) is usually set to be 30 nm\(^{-1}\) or even larger to ensure the real-space accuracy. Nevertheless, we show in §3 that the computational efficiency of our FFT-based method is still higher than the spherical average method for a wide range of system sizes.

After \( A(q) \) and \( B(q) \) have been obtained for all the grid points in \( q \) space, the experiential intensity \( D(q) \) for a particular scattering vector \( q \) can be computed (Chen & Hub, 2014; Park et al., 2009). Then we need to project the three-dimensional scattering intensity onto a one-dimensional scattering profile for the scalar value \( q \). This is accomplished by a method called nearest neighbor searching, in which the scattering intensity of each grid point is added to the output \( q \) value nearest to its modulus. The procedure may be improved by
channel sharing (Schmidt-Rohr, 2007). However, we continue to use the nearest neighbor searching method as no significant improvement from channel sharing was observed with our data.

It is noticed that, apart from the evaluation of scattering intensity, the MD simulation also takes a large proportion of the total computational time. However, the FFT-based method can be applied to SAXS/WAXS-guided MD simulations (Chen & Hub, 2015) to reduce the overall computation time, where the scattering intensity is evaluated on the fly.

2.3. FFT with a non-simulation-based method

The superiority of the FFT-based method is more obvious if expensive MD simulations are not required in the calculation of scattering intensities. Thus, we further generalize the FFT-based method with non-simulation-based methods to compute the scattering intensity. Specifically, we implemented the FFT algorithm in the method used in the AXES web server. The AXES method overlaps the target protein structure with a pre-simulated trajectory of a water box to determine the position of displaced and hydrated water molecules. The scattering intensity is thus calculated using the following formula:

\[ I(q) = \left\{ \left\{ |A^{\text{mol}}(q)| - |A^{\text{disp}}(q)| + \delta \rho A^{\text{surf}}(q)|^{2} \right\}_{\Omega} \right\}_{\text{solv,ens}}, \tag{7} \]

where \( A^{\text{mol}}(q) \), \( A^{\text{disp}}(q) \) and \( A^{\text{surf}}(q) \) are the Fourier transforms of the electron densities of the protein molecule, displaced water molecules and hydration water molecules, respectively. \( \delta \rho \) is the excess electron density of the protein hydration shell compared with bulk water. \( I(q) \) is obtained by averaging the resulting intensity over angular orientations \( \Omega \), solvent distributions and protein conformations. In the original AXES method, the orientational average is performed numerically using the Fibonacci grid method, where 1589 equi-spaced \( q \) directions are used, similar to the spherical average method. As there are explicit water molecules included in the calculation, the computation is also time consuming. As discussed in §2.2, \( A(q) \) can be easily calculated by the FFT algorithm, thus increasing the computational efficiency drastically.

2.4. MD simulation details

We have chosen three proteins as our benchmark systems for which WAXS profiles are available in the Small Angle Scattering Biological Data Bank (SASBDB) (Valentini et al., 2015). The initial structures for MD simulations were obtained from the Protein Data Bank (PDB; http://www.rcsb.org/). The chosen proteins are lysozyme (PDB code 1lyz; Nguyen et al., 2014), myoglobin (PDB code 1wla; Maurus et al., 1998) and RNase (PDB code 1c0b; Bell, 1999). Missing side chains were completed using the function module on the WHAT IF server (Hekkelman et al., 2010). Gromacs 4.5.5 (Prionk et al., 2013) and the CHARMM (Rey & Dumas, 1984) force field were used to perform all the atomistic simulations with large dodecahedral simulation boxes around the proteins. The nearest distance between the protein molecule and the box boundary was set to 5 nm, and the resulting box dimensions were about 15 nm. We have chosen such a large box size because we want to study the effect of different envelope size. The protein molecules were solvated with TIP3P water molecules (Jorgensen et al., 1983) and neutralized by sodium or chlorine counter-ions. A short constant NPT simulation of 100 ps was performed to equilibrate the system. The final constant NPT production run was conducted for 1 ns. The simulated conformations were collected every 10 ps, resulting in 100 frames for the scattering calculation of one protein. Additionally, we performed a simulation for pure solvent with a similar box size to calculate \( B(q) \). To study the effect of protein conformational change, we also performed shorter protein backbone restraint simulations of 200 ps under a constant NPT condition.

2.5. Density correction

As the bulk water density during the simulation is usually slightly different from the experimental value (334 e nm\(^{-3}\)), we need to perform density correction to obtain more accurate scattering intensity curves. We scale the electron density of water inside the envelope by a ratio of \( \delta \rho_{A,B} = \rho_{\text{exp}}/\rho_{\text{bulk}} \) for protein solution and pure solvent systems, respectively. Here, \( \rho_{\text{exp}} \) is the experimental water electron density, and \( \rho_{\text{bulk}} \) is the water electron density outside the envelope.

2.6. Comparison between scattering profiles

To measure the discrepancy between two scattering profiles from experiments (\( I_{\text{exp}} \)) and theoretical calculations (\( I_{\text{cal}} \)), we minimize \( \chi^{2} \), defined as follows:

\[ \chi^{2} = N_{q}^{-1} \sum_{i=1}^{N_{q}} \left( \frac{I_{\text{exp}}(q_{i}) - fI_{\text{cal}}(q_{i}) + c}{\sigma(q_{i})} \right)^{2}. \tag{8} \]

Here, \( N_{q} \) is the number of points in the scattering intensity curve, \( f \) is the parameter to scale the computed curve in order to fit the experimental data and \( c \) is the parameter to reduce the error from the experimental buffer subtraction process (Chen & Hub, 2014). A smaller \( \chi^{2} \) means better fitting of the two curves. Before minimizing \( \chi^{2} \), some preprocessing is performed for both experimental and computed scattering intensities. For experimental profiles, data points having negative values or deviating greatly from the average curves are ignored. Usually, the resolution in \( q \) of the experimental data is higher than that of the computed profiles, so we perform interpolation on \( \log I_{\text{cal}}(q) \) using cubic splines.

3. Results and discussion

3.1. Accuracy of the FFT-based method

Before performing any calculations we first need to fine-tune the FFT-related parameters for optimal performance and acceptable precision. In this part, the result of our FFT-based approach is compared with those from the Debye summation and the spherical average method. The Debye summation is without any approximation and was chosen to calculate the
standard curve. We used protein conformations without solvent to avoid high computational cost. The three benchmark proteins are lysozyme, myoglobin and RNase. Because the results of Debye summation do not have the standard error needed by equation (8), an empirical standard error \( \sigma(q_i) = I(q_i)q_i + \alpha \beta \) is used to evaluate the \( \chi^2 \) value between different computed scattering intensities. Here, we choose \( \alpha = 0.15 \) and \( \beta = 0.3 \) following Stovgaard et al. (2010).

Fig. 1(a) shows the variation of the \( \chi^2 \) value between the scattering profiles calculated by the Debye summation and the FFT-based method when the value of \( q_{\text{max}} \) changes. It is seen that a larger \( q_{\text{max}} \) value leads to a smaller \( \chi^2 \) value. This is because a larger \( q_{\text{max}} \) value corresponds to a smaller \( r_{\text{bin}} \), suggested by the relationship \( r_{\text{bin}} = 2\pi/(2q_{\text{max}}) \). A smaller \( r_{\text{bin}} \) reduces the error caused by discretizing the atom coordinates. However, on the other side, a larger \( q_{\text{max}} \) also leads to more computational cost. In our FFT-based calculations, \( q_{\text{max}} \) is usually fixed to be 0.2 nm\(^{-1} \) for the necessary resolution in \( q \) space. We notice that the \( \chi^2 \) values become very small (4.496 \( \times \) 10\(^{-2} \), 5.235 \( \times \) 10\(^{-2} \) and 4.686 \( \times \) 10\(^{-2} \) for the three proteins) at \( q_{\text{max}} = 30 \text{ nm}^{-1} \), and the further decrease is not obvious after this \( q_{\text{max}} \) value. Additionally, the calculated scattering profiles at the \( q_{\text{max}} \) value are plotted in Fig. 1(b) and compared with the profiles from other methods. From Fig. 1(b), the scattering profiles calculated by the spherical average method fit the standard curves perfectly with the \( \chi^2 \) values of the FFT-based method are slightly larger, the scattering curves of the FFT-based method overlap very well with the curves from the Debye method, and the difference is indistinguishable within the line width. Thus, \( q_{\text{max}} \) is chosen to be 30 nm\(^{-1} \) for the following computations in this paper, with \( q_{\text{bin}} = 0.2 \text{ nm}^{-1} \).

### 3.2. Computational efficiency of the FFT-based method

We tested the computational time consumed by our FFT-based method for different systems and compared the results with those from the spherical average method. The calculations were performed on the envelopes usually constructed in scattering modeling, which include proteins and nearby solvent molecules. The 101 frames (including the initial frame) in the production simulation trajectories of the three proteins were used, with the thicknesses of the hydration shells ranging from 0.5 to 3 nm. To compare fairly with the original spherical average method, we constructed protein-shaped envelopes with the same hydration layer thicknesses to perform calculations using both methods. The two algorithms were implemented by using our homemade Gromacs analysis tools, and all computations were conducted on a single Intel Xeon CPU (E7-8850 at 2.00 GHz). The computational times are shown in Fig. 2. The results for the three proteins are colored in red (lysozyme), green (myoglobin) and blue (RNase), while spherical points and cubic points represent the spherical average and FFT, respectively. The seven points on each curve represent different thicknesses of solvent shell, ranging from 0.5 to 3.0 nm, corresponding to different total atom numbers shown in the x axis.

It should be noted that a small protein molecule plus a thick hydration shell can be equivalent to a large protein molecule with a thin hydration shell, in terms of computational cost required to evaluate scattering intensities. Because there are no reliable near-WAXS data in SASBDB for very large protein molecules, we mimic large molecular systems by simply increasing the thickness of the hydration shell for our benchmark systems. From Fig. 2, the computational time consumed by the spherical average method increases linearly...
as the number of atoms increases. However, the computational time remains nearly unchanged as the system size increases for the FFT-based method. This is consistent with our discussion in §2.2. The spherical average method has the computational complexity scale as \( O(JN_N) \), where \( J \) is the number of orientations (\( J = 1000 \) in this calculation). By contrast, the scaling of the FFT-based method is \( O(N_{\text{FFT}}^3 \log(N_{\text{FFT}}^3)) \). Here, \( N_{\text{FFT}} \) is the number of grid points on one dimension for both real and reciprocal spaces after zero padding. For the real space, \( N_{\text{FFT}} = r/N_{\text{bin}} \), where \( r \) is just 31.4 nm if the envelope dimension does not exceed \( r_{\text{max}} \). Note that \( r_{\text{bin}} \) is fixed for the necessary real space precision (\( r_{\text{bin}} \approx 0.105 \) nm for \( q_{\text{max}} = 30 \) nm\(^{-1}\)). Thus, when the range of output \( q \) is fixed, the computational time for the spherical average method linearly depends on the number of atoms \( N \), while the computational time for the FFT-based method remains a constant with the change in number of atoms. From Fig. 2, it is also estimated that the computational efficiencies of the two methods will be approximately the same for systems of around 3000 atoms and with further increase in atom number the computational efficiency of FFT becomes better. For instance, lysozyme has 1960 protein atoms, and the total number of envelope atoms is around 4444 after including a 0.5 nm water layer, thus the FFT-based method requires less computational time for this case. In general, the FFT-based method becomes superior for most protein plus solvent systems.

The size-independent computational efficiency shown in Fig. 2 applies to molecular systems (proteins plus hydration shells) with diameters smaller than \( r_{\text{max}} = 31.4 \) nm, which is a result of zero padding for \( d_{\text{bin}} = 0.2 \) nm\(^{-1}\). This corresponds to a protein molecular weight of about 10 kDa, if we set the thickness of the hydration shell to be 0.7 nm for a spherical envelope and assume an average protein density of 1.22 g cm\(^{-3}\). Thus, our \( r_{\text{max}} \) should be large enough for most common calculations. If the molecular system size exceeds 31.4 nm, the value of \( r \) in \( N_{\text{FFT}} = r/N_{\text{bin}} \) becomes the dimension of the envelope. In this case, the computational time of our algorithm will increase for a larger system size (or a larger number of atoms). In addition, although we constructed protein-shaped envelopes to ensure a fair comparison with the spherical average method, the computational efficiency of our FFT-based method does not depend on the envelope shape for the tested cases. Simply using a spherical envelope will further reduce the computational cost spent to construct the envelope, which could be significant for large protein molecules.

We also implemented the FFT-based approach with the original AXES method, and tested the improvement of computational efficiency. Lysozyme was chosen as the benchmark system, and the calculated scattering intensity used 101 frames of a water box obtained from a constant NVT simulation. The computational efficiency was compared using our homemade implementation of both the FFT-based method and the Fibonacci grid method. The number of directions in the Fibonacci grid method was chosen to be 1589. The maximum distance between the protein surface and the water surface was chosen to be 0.3 nm and \( \delta \rho \) was chosen to be 0.04 in our computation. It was found that the FFT-based method reduced the computational time from 1290 to 337 s for a system containing about 6500 atoms (including protein molecule, displaced water molecules and hydration water molecules).

### 3.3. Scattering profiles compared with experimental data

The computed scattering intensities of the three benchmark systems (lysozyme, myoglobin and RNase) were compared with the experimental data from SASDB (http://www.sasdb.org). We have neglected some less accurate experimental data points at low \( q \) and used only the scattering intensities starting from 0.309, 0.248 and 0.631 nm\(^{-1}\), respectively, for the three proteins. This is because the Guinier plots of the three proteins’ intensity data are nonlinear in the discarded regions. In the computations, the thickness of the water layer was 0.7 nm, consistent with the value presented in the literature (Park et al., 2009; Chen & Hub, 2014). We also calculated the scattering profiles with the same water layer thickness, using the WAXSiS server (http://waxsis.uni-goettingen.de) (Chen & Hub, 2014). All the computed scattering profiles were first interpolated to have the same resolution as the experimental profiles and then fitted to the experimental data by minimizing \( \chi^2 \), defined in equation (8). The comparisons are shown in Fig. 3 and the \( \chi^2 \) values are listed in Table 1. In Fig. 3, the computed profiles from the two methods fit well to the experimental curves. The \( \chi^2 \) values for two out of three proteins are smaller than 1.0, indicating perfect agreement between the computation results and scattering experiments. For lysozyme, the computed scattering profiles from both methods agree very well with the experimental profile. The result of the WAXSiS server is slightly better than that of the FFT method, with a \( \chi^2 \) value of 0.515 versus 0.564. It is observed that the main discrepancy between
the experimental curves and the FFT method is in the range of $q \approx 6\,\text{–}\,7 \,\text{nm}^{-1}$. The computed scattering profiles for myoglobin deviate most among the three proteins. The $\chi^2$ value of the WAXSiS server is 1.192, and the computed curve fits to the experimental one reasonably until $q \approx 8.5 \,\text{nm}^{-1}$. The result of the FFT method deviates slightly from the experimental one in the region of $q \approx 2\,\text{–}\,3 \,\text{nm}^{-1}$ and $q \approx 5.5\,\text{–}\,7.5 \,\text{nm}^{-1}$. The $\chi^2$ value of 2.130 is also slightly larger than that of the WAXSiS server, while the overall shape of the computed profile is still in reasonable agreement with the experimental curve. One possible reason for the relatively large $\chi^2$ value in this calculation is that the protein contains a large cofactor HEME. The porphyrin macrocycle results in a large number of delocalized $\pi$ electrons, and the classical force field may not be able to describe the molecular interactions accurately. A significantly larger $\chi^2$ value is obtained when the trajectory with backbone restraints is used to calculate the scattering intensity (supporting information, Table S1). This means that the initial crystal structure is quite far away from the protein conformation in solution. For RNase, the scattering profile computed by the FFT method is slightly better than that obtained by the WAXSiS server, with $\chi^2$ values of 0.504 compared with 0.848. Moreover, the computed curves from both methods fit the experimental profile very well. Starting from $q \approx 8 \,\text{nm}^{-1}$, the scattering intensities computed by the WAXSiS server become a little higher than the experimental curve, whereas for the FFT-based method, there is a slight overestimation around $q \approx 7 \,\text{nm}^{-1}$.

In conclusion, the results from the FFT-based method are comparable to those from the WAXSiS server, using experimental data as the standard. The small discrepancies between the results from the two methods may originate from the different conformations sampled during the explicit solvent MD simulations. We also compared our FFT results with those from our implementation of the spherical average method (data not shown), and only very small deviations in the high-$q$ region were observed. Additionally, from Table S1, it is seen that the fluctuations of protein conformations contribute to the accuracy of scattering intensity calculations. This is consistent with the fact that the scattering intensity is the average result of multiple protein conformations in solution state. The contribution varies among proteins, depending on the difference between the initial structure and the solution conformation in the experimental environment.

Fig. 4 shows the comparison between the results for lysozyme from the AXES server and our FFT implementation. The $\chi^2$ values between the computed curves and experimental data are close for the FFT-based method (0.611) and AXES (0.745). It should be noted that $\delta \rho = 0.04$ is used in our calculation instead of 0.02 used by the AXES server. We choose $\delta \rho$ to be 0.04 because the best fitting to experimental data is observed with this value. The difference of the water box trajectories used in the two calculations may account for the slight difference of the optimal $\delta \rho$ and the $\chi^2$ values obtained.

We also find that the $\chi^2$ values strongly depend on the fitting formula. As shown in Table S2 and Fig. S1, removing the
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**Figure 3**
The scattering profiles computed using the all-atom simulation trajectories by the WAXSiS server and our FFT-based method, compared with the experimental scattering profiles after minimizing the $\chi^2$ values.
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**Figure 4**
The scattering profiles of lysozyme computed using the FFT implementation of the AXES approach and the AXES server, compared with the experimental scattering profile after minimizing the $\chi^2$ values.

<table>
<thead>
<tr>
<th></th>
<th>Lysozyme</th>
<th>Myoglobin</th>
<th>RNase</th>
</tr>
</thead>
<tbody>
<tr>
<td>WAXSiS</td>
<td>0.515</td>
<td>1.192</td>
<td>0.848</td>
</tr>
<tr>
<td>FFT</td>
<td>0.564</td>
<td>2.130</td>
<td>0.504</td>
</tr>
</tbody>
</table>

Table 1
The $\chi^2$ values for the scattering intensities computed by the WAXSiS server and our FFT-based method, using experimental scattering intensities as standard for the three benchmark proteins.
fitting parameter $c$ substantially affects the fitting results of WAXSiS, making all the results even worse than those from the FFT method. Nevertheless, the FFT-based method can produce reasonable fitting results for all the cases tested.

3.4. Envelope size effect

To implement equation (2), the envelope size should be large enough to include a certain number of ‘bulk-like’ solvent molecules (Park et al., 2009). In the previous studies (Chen & Hub, 2014; Park et al., 2009) several small values of the shell thickness were tested, and the effects on scattering properties such as the solute radius of gyration and zero angle scattering intensity were investigated. Here, we extend the analysis to a wider range of water layer thicknesses, using the more efficient FFT-based algorithm. In particular, we examine the effect of envelope size on the quality of fitting to experimental data. Three benchmark proteins were selected, and shell thicknesses ranging from 0.5 to 3 nm were used to calculate the scattering intensities from the simulation trajectories. The computed scattering profiles for lysozyme are shown in Fig. 5. From Fig. 5(a), it is seen that the profiles from various thicknesses are quite similar at low $q$ (smaller than 5 nm$^{-1}$), except the last curve. They become slightly different at high $q$, and no obvious convergence is observed by increasing the envelope size. It is observed that the scattering intensity calculated using the hydration shell thickness of 3.0 nm results in a significant difference of both $I(0)$ and the rest of the scattering intensity. This could be caused by errors in the bulk water density calculation, as the very large spherical envelope becomes close to the simulation box size, affecting the density correction on the bulk defined as the water molecules out of the envelope. The calculation results are affected by the sampling of water density fluctuations in the MD simulations, and these effects are reflected in the $I(0)$ values and the whole curves when we choose different envelope sizes (Chen & Hub, 2014; Park et al., 2009). Nevertheless, we show in Fig. 5(b) that the chosen envelope size (except the largest one) has no significant influence on the fitting quality with the experimental data, given the error bars on the experimental intensities. The $\chi^2$ values of the three benchmark proteins are shown in Table 2, which further illustrate that all the tested envelope sizes ranging from 0.5 to 2.5 nm can give reasonable fitting results. Although the results calculated using 1.0 or 1.5 nm fit slightly better with the experimental curves, these small differences can be neglected owing to existing errors in experimental data. Therefore, our tests confirm that the previously recommended water layer thickness of around 0.7 nm (Chen & Hub, 2014; Park et al., 2009) is appropriate.

4. Conclusion

Despite the abundant SAXS/WAXS data in structural biology, the information contained in an experimental profile is usually insufficient for solving the detailed molecular structure. We present an FFT-based method that can accurately compute theoretical scattering profiles from MD simulation trajectories, helping to extract the useful structural information from experimental SAXS/near-WAXS data. Similar to the previous methods based on MD trajectories (Chen & Hub, 2014; Kofinger & Hummer, 2013; Park et al., 2009), our approach requires no fitting parameters when computing the scattering profiles and merely relies on the physics-based molecular interactions. Moreover, we also implemented the

<table>
<thead>
<tr>
<th>Thickness of solvation shell (nm)</th>
<th>Lysozyme</th>
<th>Myoglobin</th>
<th>RNase</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.623</td>
<td>2.118</td>
<td>0.486</td>
</tr>
<tr>
<td>0.7</td>
<td>0.564</td>
<td>2.130</td>
<td>0.504</td>
</tr>
<tr>
<td>1.0</td>
<td>0.551</td>
<td>2.084</td>
<td>0.514</td>
</tr>
<tr>
<td>1.5</td>
<td>0.654</td>
<td>1.888</td>
<td>0.429</td>
</tr>
<tr>
<td>2.0</td>
<td>0.727</td>
<td>2.643</td>
<td>0.536</td>
</tr>
<tr>
<td>2.5</td>
<td>0.714</td>
<td>2.796</td>
<td>0.641</td>
</tr>
<tr>
<td>3.0</td>
<td>2.035</td>
<td>2.926</td>
<td>0.967</td>
</tr>
</tbody>
</table>

Figure 5
(a) The scattering profiles of lysozyme computed using different thicknesses of the solvation shell. (b) The comparison with the experimental scattering profile.
FFT approach with a computational scheme that requires no expensive MD simulations (Grishaev et al., 2010).

While the FFT-based approach is already computationally efficient for protein solution systems with moderate sizes, the scaling feature of the algorithm may benefit potential usage on proteins with high molecular weights. Other possible future applications include studies on multiple protein systems and aggregation effects, as well as MD-based and SAXS-guided structure optimizations.

The source code and executable programs for our implementations of the spherical average method and the FFT-based method can be accessed at http://www.ntu.edu.sg/home/lylu. Additional sample input and output files are also available at the same address.

We also calculated the scattering intensity using MD simulation trajectories with positional restraints added to protein backbone atoms. The \( \chi^2 \) values between the computed and experimental scattering profiles of the three benchmark proteins are listed in Table S1 of the supplementary material. The \( \chi^2 \) values evaluated without parameter \( c \) are also computed and listed in Table S2. The comparison of computed and experimental scattering intensity under this fitting scheme is plotted in Fig. S1.
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