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Xiaolu Hou and Frédérique Oggier

Division of Mathematical Sciences
Nanyang Technological University, Singapore

Email:HO0001LU@e.ntu.edu.sg,frederique@ntu.edu.sg

Abstract—LCD (linear complimentary dual) codes are linear
codes that trivially intersect their duals. We address the question
of an equivalent concept for lattices. We observe basic properties
of the intersection of a lattice with its dual, and consider the
construction of lattices from LCD codes using Construction A.
Lattices obtained from the intersection of a code with its dual
via Construction A are further discussed.

Index Terms—Construction A, Lattices, Linear Codes.

I. INTRODUCTION

A linear code is said to have a complementary dual, or
to be a linear complementary dual code (LCD) [1], if C
meets its dual code C⊥ trivially. Recall that given a linear
code C of length n and dimension k, say over the finite
field Fq , for q a prime power, C⊥ = {x ∈ Fn

q , 〈x, c〉 =∑
i xici = 0 ∀c ∈ C}. For example, the (3, 2) binary

parity check code is LCD: a generic codeword c is of the
form c = (a1, a2, a1 + a2), a1, a2 ∈ F2. Its dual C⊥ is
the (3, 1) repetition code, and 〈x, c〉 = 0 for x = (b, b, b),
b ∈ F2. Clearly C = {(1, 0, 1), (0, 1, 1), (1, 1, 0), (0, 0, 0)}
and C⊥ = {(0, 0, 0), (1, 1, 1)} intersect trivially, that is in the
whole zero codeword.

LCD codes were introduced by Massey [1], where he proved
that asymptotically good LCD codes exist. Furthermore, he
showed that LCD codes provide an optimum linear coding
solution for the two-user binary adder channel, and he studied
the maximum-likelihood decoding problem for LCD codes.

Recently, LCD codes have been proposed to provide
counter-measures for side-channel attacks [3]. Constructions
of LCD codes over rings have also been provided in [4],
together with a linear programming bound on the largest size
of an LCD code of given length and minimum distance.

The “continuous” equivalents of linear codes in coding
theory are lattices. There are in fact a wealth of connections
between linear codes and lattices, in particular via the so-called
Constructions A,B,C,D,E [2]. Through these connections, the
dual of a linear code is related to that of its corresponding
lattice. It is thus natural to wonder how the notion of LCD
codes would translate to lattices.

Related works include [5, Method 4], where binary Con-
struction A is considered on the intersection of binary codes,
and [6, Section 82F], where a formula that relates the intersec-
tion of two lattices is given. It could be applied to intersect a
lattice with its dual, though this does not seem to give insight
to our computations so far.

We attempt to mimic the definition of LCD codes to lattices
and report our basic observations in Section II. It turns out

that the notion of intersection between a lattice L and its dual
L∗ is much less natural than that of a linear code C and
its dual C⊥. We identified a lattice LS that belongs to this
intersection. We then compute a few lattices obtained from
LCD codes via Construction A in Section III. This as expected
yields non-integral lattices, and a few interesting examples are
reported. Connections between Construction A applied to the
intersection of C and its dual and the lattice LS are discussed
in Section IV. This rises more generally the question of the
lattices obtained as preimage of the intersection of a code and
its dual via Construction A, which is discussed in Section
V. Performance and applications of these lattices are part of
future work.

II. BASIC OBSERVATIONS

If C is a linear code with dual C⊥, then both are vector
subspaces and thus they surely must intersect in 0. It turns
out that there are codes for which C and C⊥ intersect exactly
in 0. A lattice and its dual both must contain 0 too, however,
for lattices whose vectors have rational inner products, and
integer inner products in particular, it cannot be that only 0 is
in the intersection, as we will see next.

Let M be a generator matrix for a lattice L in Rn, with rows
v1, . . . , vn, meaning that the lattice L is generated as integral
linear combinations of v1, . . . , vn, and let G = MMT be the
corresponding Gram matrix. Hence

L = {x = uM, u ∈ Zn},

and the i, j−entry of G is given by 〈vi, vj〉 =
∑

k vikvjk.
Let L∗ be the dual lattice of L, that is

L∗ = {y ∈ Rn, 〈y,x〉 ∈ Z, ∀x ∈ L}.

It has generator matrix (MT )−1 = (M−1)T .
Lemma 1: If the Gram matrix G of a lattice L has rational

entries, then L ∩ L∗ is a lattice of dimension n. It contains
as sublattice the lattice LS with generator matrix SM , where
S is a diagonal matrix with diagonal s1, . . . , sn, and si is the
least common multiple of the denominators of the entries of
the ith row of G, i = 1, . . . n.

Proof: Since the entries of G are rational numbers, let s
be the least common multiple of all the denominators of the
entries of G. Consider the vector

w := sv1 + sv2 + · · ·+ svn,

for which we have 〈w, vi〉 ∈ Z ∀i. This means w ∈ L ∩ L∗.



Actually if we let si be the least common multiple of the
denominators of the entries of row i of G and let wi = sivi,
then 〈wi, vj〉 = si〈vi, vj〉 ∈ Z and wi ∈ L ∩ L∗. The vectors
{w1, . . . , wn} are linearly independent over R, and generates
a lattice LS of dimension n, which is a sublattice of L ∩ L∗,
which is therefore also a lattice of dimension n.
When the Gram matrix G has integral coefficients, then the
lattice L is integral, which is well known [2] to be equivalent
to L ⊆ L∗. In the above lemma, this corresponds to S being
the identity matrix, in which case LS = L and L ∩ L∗ = L.

Lemma 2: Consider the lattice LS of the previous lemma,
with generator matrix SM . Then the index of LS in L is
|det(S)| and the index of LS in L∗ is |det(S) det(G)|.

Proof: Since the generator matrix of LS is SM , we have
a readily available expression for the basis vectors of LS as
a function of that of L, and thus the index in L is |det(S)|.
Then notice that

SM = (SMMT )(MT )−1 = (SG)(MT )−1

thus the index in L∗ is |det(S) det(G)|.

III. CONSTRUCTION A FROM LCD CODES

We next look at lattices obtained from LCD codes via
Construction A. There are several versions of Construction
A, we consider one based on number fields [7], which in
particular generalizes the standard binary Construction A [2].

Let K be a Galois number field of degree [K : Q] = n that
is totally real, that is, all its embeddings are real. Let OK be
the ring of integers of K and p a prime ideal in OK . Then

OK/p ∼= Fpf ,

where p = p ∩ Z and f is the inertia degree of p.
Take N a positive integer and consider the map

ρ : ON
K → FN

pf

(x1, . . . , xN ) 7→ (x1 mod p, . . . , xN mod p).

Define b to be the bilinear form

b : ON
K ×ON

K → R, (x, y) 7→ 1
p

∑N
i=1 Tr (xiyi) .

If we take any C ⊆ FN
pf a linear code, then the pair

(ρ−1(C), b) is a lattice [7]1, which we will denote by ΓC . The
case K = Q and p = 2 is the standard binary Construction A.

It is known for K totally real that if C ⊆ C⊥, then ΓC is
integral [7]. If we further assume p is either inert or totally
ramified, we have the following converse result.

Proposition 1: If C is not included in C⊥, then ΓC is not
an integral lattice.

Proof: Let {c̃1, c̃2, . . . , c̃k} be a set of Fpf−basis for the
linear code C. Let {c1, c2, . . . , ck} be a set of elements in
ON

K such that ci is a preimage of c̃i, (1 ≤ i ≤ k). Take

1The same holds for K CM, the proof is a slight variation of that for K
totally real, where Tr (xiȳi) is used to define b, and ȳi means the complex
conjugate of yi.

{v1, v2, . . . , vn}, a Z−basis of OK . Notice that for 1 ≤ i ≤
k, 1 ≤ j ≤ n,

ρ(vjci) = ρ(vj)ρ(ci) = ρ(vj)c̃i.

As ρ(vj) ∈ Fpf , ρ(vjci) ∈ C, i.e. vjci ∈ ΓC for all 1 ≤
i ≤ k and 1 ≤ j ≤ n. Since C * C⊥, take ci1 , ci2 such that
c̃i1 · c̃i2 6= 0, i.e. ci1 · ci2 /∈ p. From {v1, . . . , v2}, take vj0
such that vj0 /∈ p. Suppose

b(vjci1 , vj0ci2) =
1

p
Tr (vj0ci1 · ci2vj) ∈ Z

for all 1 ≤ j ≤ n. As {vj}1≤j≤n forms a basis for OK

1

p
Tr (vj0ci1 · ci2α) ∈ Z ∀α ∈ OK .

Let D−1
K denote the codifferent of K [12]. Hence

1

p
vj0ci1 ·ci2 ∈ D−1

K =⇒ vj0ci1 ·ci2 ∈ pD−1
K ∩OK = (p) ⊆ p.

As vj0 /∈ p, we have ci1 · ci2 ∈ p This contradicts with the
choice of ci1 and ci2 . Thus we must have b(vjci1 , vj0ci2) /∈ Z
for at least one j (1 ≤ j ≤ n). As vjci1 , vj0ci2 ∈ ΓC for all
j, we can conclude that the lattice ΓC is not integral.

We are interested in the intersection between a lattice and
its dual, which means here, the intersection of ΓC and Γ∗C .
When a lattice is integral, some results are known to connect
Γ∗C and ΓC⊥ . However we are looking at rational lattices here.

We start by noticing connections between ΓC and ΓC⊥ .
Lemma 3: Let C ⊆ FN

pf be a linear code, then

ΓC ∩ ΓC⊥ = ΓC∩C⊥ .

Proof: Take x ∈ ON
K , then

x ∈ ΓC ∩ ΓC⊥ ⇐⇒ ρ(x) ∈ C and ρ(x) ∈ C⊥.

Moreover,

ρ(x) ∈ C ∩ C⊥ ⇐⇒ x ∈ ΓC∩C⊥ .

Example 1: If we consider the binary Construction A [2]
for C the (3, 2) binary parity check code of the introduction,
we have for generator matrix MC and Gram matrix GC of
ΓC respectively

MC =
1√
2

1 0 1
0 1 1
0 0 2

 , GC =

 1 1/2 1
1/2 1 1
1 1 2

 .
For C⊥, the (3, 1) repetition code, we have

MC⊥ =
1√
2

1 1 1
0 2 0
0 0 2

 , GC⊥ =

3/2 1 1
1 2 0
1 0 2

 .
Finally, since C ∩ C⊥ = 0, a generator matrix for ΓC∩C⊥ is√

2I3 where I3 is the 3-dimensional identity matrix.
Furthermore, the dual Γ∗C of ΓC has Gram matrix 2 0 −1

0 2 −1
−1 −1 3/2

 .



The least common multiple of the denominators of the entries
of row i (1 ≤ i ≤ 3) of GC are 2, 2, 1, by Definition of LS

in Lemma 1, the lattice LS for ΓC has thus generator matrix

1√
2

2 0 0
0 2 0
0 0 1

1 0 1
0 1 1
0 0 2

 =
√

2

1 0 1
0 1 1
0 0 1

 .
Notice that LS = ΓC∩C⊥ . This is no coincidence, as we will
show in Section IV.

For K = Q(
√

5), it is known [8] that a generator matrix of
ΓC is given by

MC =

[
IK ⊗M A⊗̃M
02N−2k,2k IN−k ⊗ pM

]
with

M =

[
1 1

1+
√

5
2

1−
√

5
2

]
,

and A such that (Ik, (A mod pOK)) is a generator matrix
of C. Denoting the columns of M (resp. A) by Mi, i = 1, 2
(resp. Ai, i = 1, . . . , N − k), we write A⊗̃M = [σ1(A1) ⊗
M1, σ2(A1)⊗M2, . . . , σ1(AN−k)⊗M1, σ2(AN−k)⊗M2], for
σ1, σ2 the embeddings of Q(

√
5), applied componentwise.

Example 2: Consider K = Q(
√

5). Take p = 2, a prime that
is inert in K. Consider the linear code with generator matrix
(1 ω), where F4 = F2(ω). Then ΓC has generator matrix

MC =

[
1⊗M 1+

√
5

2 ⊗M1
1−
√

5
2 ⊗M2

0 2⊗M

]

=
1

2
√

2


2 2 1 +

√
5 1−

√
5

1 +
√

5 1−
√

5 3 +
√

5 3−
√

5
0 0 4 4

0 0 2 + 2
√

5 2− 2
√

5


and Gram matrix

GC =


5/2 5/2 1 3
5/2 5 3 4
1 3 4 2
3 4 2 6


We get a lattice with minimum 5/2, kissing number 8 and
determinant 25. The dual lattice has minimum 1

2 and kissing
number 8 with determinant 1

25 .
Using Q(

√
5) and p = 2, other lattices can be found as

listed in Table I.

IV. THE LATTICE ΓC∩C⊥

We now focus on the case where p a prime inert in K.
Let σ1, . . . , σn be the n real embeddings of K, {v1, . . . , vn}

be a Z-basis for OK , and set

M =

σ1(v1) σ2(v1) . . . σn(v1)
...

...
. . .

...
σ1(vn) σ2(vn) . . . σn(vn)

 . (1)

Proposition 2: A generator matrix for ΓC is given by

MC =
1
√
p

[
Ik ⊗M A⊗̃M

0nN−nk,nk pIN−k ⊗M

]
,

A min(ΓC) K(ΓC) det(ΓC)[
1 + w w

1 1 + w

]
5/2 8 54[

1 + w 0
0 1 + w

]
5/2 16 54[

1 0
1 1

]
2 4 541 1 0

1 1 0
1 0 1

 2 4 56

TABLE I
EXAMPLES OF LATTICES ΓC , OBTAINED FROM Q(

√
5), p = 2, C WITH

GENERATOR MATRIX (Ik, A) OVER F4 = F2(w), AND THEIR MINIMUM
min(ΓC), KISSING NUMBER K(ΓC) AND DETERMINANT det(ΓC).

where M was defined in (1). A is a matrix such that
(Ik (A mod p)) is a generator matrix of C. Denote
the columns of M,A by Mi(i = 1, 2, . . . , n), Aj(j =
1, 2, . . . , N − k), then

A⊗̃M := [σ1(A1)⊗M1, . . . , σn(A1)⊗Mn,

. . . , σn(AN−k)⊗M1, σn(AN−k)⊗Mn],

here σis are applied componentwise.
Proposition 3: The Gram matrix for ΓC is given by

GC =

[
1
pTr

(
(I +AAT )⊗M1M

T
1

)
Tr
(
A⊗M1M

T
1

)
Tr
(
A⊗M1M

T
1

)T
IN−k ⊗ pMMT

]
.

(2)
The proofs for both propositions follow the same argument as
in [8]. It includes as particular case when K is a real quadratic
field used in the above section.

We have
Proposition 4: ΓC∩Γ∗C = ΓC∩C⊥ and |ΓC/ΓC∩C⊥ | = pnk.

Proof: Firstly, if we take any y ∈ ΓC⊥ and x ∈ ΓC , then
ρ(y) ∈ C⊥, ρ(x) ∈ C. We have

ρ(y · x) = ρ(y) · ρ(x) = 0 =⇒ y · x ∈ (p).

and hence Tr (y · x) ∈ pZ, and

b(y, x) =
1

p

N∑
i=1

Tr (yixi) =
1

p
Tr (y · x) ∈ Z.

We just proved ΓC⊥ ⊆ Γ∗C . By Lemma 3, we have
ΓC∩C⊥ ⊆ ΓC ∩ Γ∗C . Hence ΓC ∩ Γ∗C 6= ΓC∩C⊥ iff
there exists Γ′ such that ΓC ∩ Γ∗C ⊃ Γ′ ) ΓC∩C⊥ . Let
∆ be the discriminant of the number field K. From the
generator matrices, we can tell that for a linear code C0

of dimension k0, the lattice ΓC0 has volume vol(ΓC0) =
∆

N
2 pn(N−k)−nN

2 . Then the quotient group ΓC⊥/ΓC∩C⊥ has
order [2] vol(ΓC∩C⊥)/vol(ΓC⊥) = pnN−nk and Γ∗C/ΓC∩C⊥

has order ∆NpnN−nk. As p is inert, we have p - ∆.
Thus ΓC⊥/ΓC∩C⊥ is the unique Sylow p−subgroup of
Γ∗C/ΓC∩C⊥ [10]. Then Γ′/ΓC∩C⊥ , as a p−subgroup of
Γ∗C/ΓC∩C⊥ , is contained in ΓC⊥/ΓC∩C⊥ [10], which then
implies Γ′ ⊂ ΓC , a contradiction with our assumption that
ΓC∩C⊥ ( Γ′.
Let LS be the lattice as defined in Section II for ΓC , then

Proposition 5: LS = ΓC∩C⊥ .



Proof: We know that LS ⊆ ΓC∩C⊥ ⊆ ΓC . It is enough
to prove that

|ΓC/ΓC∩C⊥ | = |ΓC/LS |.

We just proved |ΓC/ΓC∩C⊥ | = pnk. If we examine GC , as all
entries in A, I,M are elements from OK , thus all the entries
of Tr

(
A⊗M1M

T
1

)
, Tr

(
A⊗M1M

T
1

)T
and IN−k⊗pMMT

are integers.
Also, the entries of Tr

(
(I +AAT )⊗M1M

T
1

)
are integers.

We claim that:
For each row of the matrix GC1 :=

Tr
(
(I +AAT )⊗M1M

T
1

)
, there exists at least one entry

that is not divisible by p.
As there are exactly nk rows in GC1, the definition of LS

implies
|ΓC/LS | = pnk = |ΓC/Γ0|.

proof of claim: Let {cj}1≤j≤k be the rows of (I A), then
each ρ(cj) is a codeword in C. The jth row of I + AAT is
given by [cj ·c1, cj ·c2, . . . cj ·ck], (1 ≤ j ≤ k). The ith row
of M1M

T
1 is given by [viv1, viv2, . . . vivn], (1 ≤ i ≤ n).

Thus the first n entries of the ijth row of GC1 is given by

[cj ·c1viv1, cj ·c1viv2, . . . cj ·c1vivn], (1 ≤ i ≤ n, 1 ≤ j ≤ k).

Suppose there is one row of GC1 that consists of only
multiples of p, then there exists one cj0 and one vi0 such
that

1

p
Tr (cj0 · c1vi0vk) ∈ Z ∀1 ≤ k ≤ n.

As {vk}1≤k≤n is a Z−basis for OK , this implies
1

p
Tr (cj0 · c1vi0α) ∈ Z ∀α ∈ OK .

Then we must have
1

p
cj0 · c1vi0 ∈ D−1

K ⇐⇒ cj0 · c1vi0 ∈ pD−1
K .

But cj0 , c1, vi0 ∈ OK , we have cj0 · c1vi0 ∈ (p). As
C ∩C⊥ = {0}, ρ(cj0 ·c1) 6= 0 =⇒ cj0 ·c1 /∈ (p). This leaves
us with the only option that vi0 ∈ (p). However, then this will
imply vi0vk ∈ (p). As p is inert, we have Tr (vi0vk) ∈ pZ
for all 1 ≤ k ≤ n. And hence the discriminant of K,
det (Tr (vivj))1≤i,j≤n, is divisible by p, which contradicts
with the assumption that p is inert. This proves the claim.

Example 3: The above result is not true in general. For
example, if we take K = Q(

√
5), p = 5 is totally ramified

in K. Consider the linear code C ⊆ F2
5 with generator matrix

(1 1). Take M =

[
1 1

1+
√

5
2

1−
√

5
2

]
, the generator matrix for

ΓC can be obtained by a similar matrix as in Proposition 2:

MC =
1√
5

1⊗M 1⊗M

0

√
5

√
5√

5+5
2

5−
√

5
2 .



=
1

2
√

5


1 1 1 1

1 +
√

5 1−
√

5 1 +
√

5 1−
√

5

0 0 2
√

5 −2
√

5

0 0 5 +
√

5 5−
√

5



and Gram matrix is given by

GC =


4/5 2/5 0 1
2/5 6/5 1 1
0 1 2 1
1 1 1 3

 .
This gives LS with generator matrix

1

2
√

5


5 0 0 0
0 5 0 0
0 0 1 0
0 0 0 1




1 1 1 1

1 +
√

5 1−
√

5 1 +
√

5 1−
√

5

0 0 2
√

5 −2
√

5

0 0 5 +
√

5 5−
√

5



=
1

2
√

5


10 10 10 10

5 + 5
√

5 5− 5
√

5 5 + 5
√

5 5− 5
√

5

0 0 2
√

5 −2
√

5

0 0 5 +
√

5 5−
√

5


and Gram matrix

GLS =


20 10 0 5
10 30 5 5
0 5 2 1
5 5 1 3

 .
However, ΓC∩C⊥ is the preimage of 0, i.e., the lattice (pN , b),
which has Gram matrix

GΓ
C∩C⊥ =


2 1 1 −2
1 3 3 −1
1 3 6 −2
−2 −1 −2 4

 .
In this case LS ( ΓC∩C⊥ .
The difference of behavior of LS in that it is either ΓC∩C⊥ =
ΓC∩Γ∗C or it is a sublattice could be a first attempt at defining
a “LCD lattice”. We conclude this paper by looking at the
properties of ΓC∩C⊥ as a modular lattice.

V. THE LATTICE ΓC∩C⊥ AS A MODULAR LATTICE

Next, p is either inert or totally ramified. In the last section
we proved if p is inert ΓC∩C⊥ = LS . In this section, we will
look at the relationship between ΓC∩C⊥ and its dual.

Suppose [K : Q] = n. As C ∩ C⊥ is self-orthogonal, by
the construction of the lattice ΓC∩C⊥ , we have

Lemma 4: ΓC∩C⊥ = (pN , b) is an integral lattice of
dimension nN .
We will use ΓN to denote the lattice ΓC∩C⊥ , with N indicat-
ing that the dimension is nN . When N = 1, we have the ideal
lattice (p, b), which has discriminant p−nN(p)2∆ = p2f−n∆
[11]. Recall that the discriminant of a lattice is the determinant
of its Gram matrix [2]. Thus

Lemma 5: ΓN has discriminant pN(2f−n)∆N .
An integral lattice L is said to be an `−modular lattice, for
a positive integer `, if there exists an integral matrix U with
determinant ±1 and a matrix B satisfying BBT = I such that√
`UM∗B = M , where M,M∗ are the generator matrices for

L and L∗ respectively.
Proposition 6: If the lattice Γ1 is `−modular, then the

lattices ΓN are `−modular for all N .



Proof: Let Mp be a generator matrix for Γ1, then

MpN :=


Mp 0 . . . 0
0 Mp . . . 0
...

...
. . .

...
0 0 . . . Mp


is a generator matrix for ΓN . Moreover, M∗p := (MT

p )−1 is a
generator matrix for the dual of Γ1, Γ∗1, and

M∗pN :=


M∗p 0 . . . 0
0 M∗p . . . 0

0 0
. . .

...
0 0 . . . M∗p


is a generator matrix for Γ∗N . If Γ1 is an `−modular lattice,
then there exist Up, an integral matrix with determinant
±1, and Bp, a matrix satisfying BpB

T
p = I , such that√

`UpM
∗
pBp = Mp. Let

UpN :=


Up 0 . . . 0
0 Up . . . 0
...

...
. . .

...
0 0 . . . Up


and

BpN :=


Bp 0 . . . 0
0 Bp . . . 0
...

...
. . .

...
0 0 . . . Bp

 .
Then

√
`UpNM

∗
pNBpN = MpN . We can then conclude ΓN is

`−modular.
By Lemma 5 and [13], if ΓN is an `−modular lattice,

pN(2f−n)∆N = `
nN
2 ⇐⇒ p2f−n∆ = `

n
2 ⇐⇒ ∆ = `

n
2 pn−2f .

Proposition 7: If ΓN is an `−modular lattice, then p|`. If
furthermore p is inert, then p2||`.

Proof: By the above, we have ∆ = `
n
2 pn−2f . If p is

inert, f = n and p - ∆, ∆ = `
n
2 pn−2n = `

n
2 p−n. As ∆ is an

integer, we must have p2||`.
If p is totally ramified, f = 1 and ∆ = `

n
2 pn−2. Suppose

(`, p) = 1. Recall that |N(DK)| = ∆, N(p) = pf = p.
Then we have pn−2||DK . By [12], if p is tamely ramified,
pn−1||DK and if p is widely ramified, pn|DK . Thus pn−2||DK

is impossible.
Now we consider the special case when ` = p.

By Proposition 7, we can assume p is totally ramified. If
ΓN is p−modular,

∆ = p
n
2 pn−2 = p

3n
2 −2

and p is the only prime that ramifies in K.
Let s be the integer that DK = ps, then

N(ps) = ps = p
3n
2 −2 =⇒ s =

3n

2
− 2.

Proposition 8: If p 6= 2 is tamely ramified, ΓN is
p−modular if and only if K = Q(

√
p) and p ≡ 2, 3 mod 4

Proof: If p is tamely ramified, we have 3n
2 − 2 = n− 1,

i.e., n = 2. Then K is a quadratic number field with absolute
value of discriminant equal to p, hence the conclusion.

Conversely, let p ≡ 2, 3 mod 4 and K = Q(
√
p). Then

Γ1 = (p, b) = (
√
p, b) and Γ∗1 is (p∗, b), where [11]

p∗ = pD−1
K p−1 = p2p−1p−1 = OK .

Consider the map

ϕ : p∗ → p

x 7→ √
px,

then ϕ is a bijective Z−module homomorphism, and

b(ϕ(x), ϕ(y)) = b(
√
px,
√
py) =

1

p
Tr (
√
px
√
py) = pb(x, y).

Thus (p∗, pb) ∼= (p, b) as lattices and (p, b) is a p−modular
lattice. By Proposition 7, the lattices ΓN are p−modular for
all N .
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