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Variability and the Fundamental Properties of Production Lines

The concept of variability has been commonly used in practice and it is an important performance index of manufacturing systems. In this study, the definition of system variability is given through the insight of Kingman’s approximation. The explicit expression for the variability of a production line is derived based on intrinsic ratios and contribution factors. With the derived results, properties of variability for a production line in terms of job arrival rate, service rate and bounds on variability are examined. Simulation results are given to validate the derived properties. The result can be used to guide the design and operations of manufacturing systems.
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1. Introduction

The concept of variability is often used by practitioners and researchers to represent the stochastic effect in a manufacturing system. The common sources of variability in manufacturing systems are machine breakdowns, setups, reworks, product mixes, operator availability, batching and fluctuation in process time and arrival intervals (Hopp & Spearman, 2011; Wu, 2014a, 2014b). Reducing variability decreases job queue time, improves system service level (Jacobs et al., 2003), and is essential in well-known production control techniques, such as just-in-time (JIT) production (Ohno, 1982), theory of constraints (Goldratt et al., 1992) and six sigma (Barney, 2002). Hence, quantifying variability and understanding its basic properties play a key role in achieving effective control of manufacturing systems.

Production managers often want their plants to have higher throughput rate and shorter cycle time under the same capacity. An important question often asked by production managers is that “is our production line more productive than others?” Because it is almost impossible to find two manufacturing systems with the same equipment and capacity, this question is not easy to answer in general. Even if they both have the same type of equipment and capacity, one can have more throughputs but longer cycle time than the other. Then which one is more productive in terms meeting production goals? As we will see in Section 3, the key to answering this question is the variability of manufacturing systems. When a
production line is purely deterministic without any randomness, the queue time is zero and the manufacturing system can be operated efficiently in the ideal situation. However, in the presence of randomness, queue time increases at the same utilization. To maintain the same queue time, utilization and thus throughput have to decrease and the return of investment deteriorates. Quantifying and reducing system variability becomes an important theme of manufacturing systems.

In terms of a specific random variable, variability can be simply regarded as the squared coefficient of variation (SCV) (or sometimes the coefficient of variation). Miltenburg (1987) presents a method to determine the asymptotic variance of the output per unit time using the results developed for the asymptotic mean and variance of the total state residence time in Markov chains. Gershwin (1993) presented a method to determine the variance of the output in a given time period from a single station by deriving the difference equations for the probability of producing n parts at a given time and then solving these equations by using some boundary equations. Gershwin also proposed a decomposition method to determine variance of the output from longer lines. Kim and Alden (1997) derived an analytical approximation for the density function and variance of the duration to produce a fixed lot size on a single workstation with deterministic processing times and random downtimes. By using a Markov reward model, Tan (1999) presented a recursive method to determine the mean and variance of the output from a two-station unstable production line with a finite buffer in a given time period conditioned on an arbitrary initial condition. Based on Markovian arrival process, He, et al. (2007) approximated production variability for a production line with exponential processing times and finite buffers. Both of the variance of the number of parts produced in a given time period and the variance of the delivery-time to produce a given number of products are discussed.

While reducing variability plays a key role in decreasing system queue time (Delp et al., 2006), quantifying variability is the first step toward reducing it. Although variability of a random variable (as discussed above) can be rigorously defined by its mean and variance, variability of a production line cannot be defined in such a straightforward manner because: (1) a production line consists of a series of workstations and its performance (i.e., mean sojourn time vs. throughput rate) is the gross effect of a series
of operations, and (2) the random variables can be dependent (e.g. the output process), and it is not clear about how to define the variance of a non-renewal process. Due to the non-renewal arrival processes among stations, exact analysis for general production line is not tractable (Berman & Westcott, 1983; Ward Whitt, 1995). On the other hand, due to the nice property of Brownian motion, higher moments other than the first two of the service times and interarrival times have marginal impact on the mean queue time in heavy traffic. When a manufacturing system consists of a single machine with general service times and arrival intervals, the mean queue time of the system can be approximated using Kingman’s heavy traffic approximation.

\[ QT \leq \frac{\sigma_a^2 \mu^2 + c_z^2}{2} \frac{\rho}{1 - \rho} t \equiv \frac{c_a^2 + c_z^2}{2} \frac{\rho}{1 - \rho} t = \frac{c_a^2 + c_z^2}{2} QT_{M/M/1}, \]  

(1)

where \( QT \) is the mean queue time of the system, and \( QT_{M/M/1} \) is the mean queue time of an \( M/M/1 \) queue with the same mean arrival rate and service rate as the single machine, \( c_a^2 \) is the squared coefficient of variation of arrival intervals, \( c_z^2 \) is SCV of service times, \( \mu \) is service rate, \( \sigma_a \) is the standard deviation of arrival intervals, \( \rho \) is utilization and \( t \) is the mean service time. In Eq. (1), the first inequality is due to Kingman (1962), and the third term to approximate the queue time is given by Heyman (1975). The service time SCV may come from the small randomness of service time itself, or from the preemptive interruptions as explained by Wu (2014a).

Hopp and Spearman (2011) named the three components of the right-most term in Eq. (1) as VUT, where “V” refers to variability (i.e., \( \frac{\sigma_a^2 + c_z^2}{2} \)), “U” is utilization (i.e., \( \frac{\rho}{1 - \rho} \)), and “T” refers to service time (i.e., \( t \)). Hence, system variability (\( \alpha \)) of a single machine based on Kingman’s approximation is defined as

\[ \alpha \equiv \frac{c_a^2 + c_z^2}{2}. \]  

(2)

While variability of a random variable is characterized by its SCV, variability of a single machine system is characterized through its interarrival time and service time SCV’s. The incentive is still to capture the randomness inside a system. Based on Eq. (1), Eq. (2) can be transformed into Eq. (3) as follows (Wu, 2005),
As we will see in Section 3, through the concept of intrinsic ratios, Eq. (3) can be generalized to capture the variability of a general manufacturing system (e.g. a production line) but not limited to a single machine. Rather than defining variability from the ratio of mean and variance (for a random variable), system variability in Eq. (3) is defined based on the ratio of its actual mean queue time to the mean queue time of its corresponding $M/M/1$ queueing system. Although system variability is defined by the ratio of two mean queue times, through Eq. (2), one can see that the fundamentals of system variability still connect to the SCV’s of service times and interarrival times.

Although the definition of system variability in Eq. (3) has been given by Wu (2005), the model was based on the stochastic independence assumption (Kleinrock, 1976) which can give large errors in practical situations (W. Whitt, 1985; Wu & McGinnis, 2013). In this study, we follow the definition of system variability in (Wu, 2005) and investigate its properties under more general settings. The results and insights obtained from the model can be used to guide the activities of managers in manufacturing systems.

This paper is organized as follows. Section 2 reviews intrinsic ratios and queue time approximations. Section 3 explores the properties of system variability. Section 4 validates the models by simulation. Conclusion is given in Section 5.

2. Intrinsic Ratio and Queue Time Approximation

To define system variability, we start with production lines consisting of single-server stations as shown in Figure 1. Assume jobs arrive at the system independently with rate $\lambda$. The squared coefficient of variation (SCV) of arrival intervals is $c_a^2$. There are infinite buffers at each station and the service discipline is first-come first-served (FCFS). Let $S_i$ and $c_{S_i}^2$ be the mean and SCV of the service time at station $i$. Let service rate at station $i$ be $\mu_i$ and $\rho_i = \lambda / \mu_i$. For system stability, assume $\rho_i < 1$, $i = 1, \ldots, N$.\[
\alpha \equiv \frac{QT}{QT_{M/M/1}}.
\]
Figure 1. A production line with N single server stations in series

Wu and McGinnis (2013) studied a production line with the structure in Figure 1 and introduced the concept of intrinsic ratio. Based on intrinsic ratios, an approximate model for the system mean queue time of a general queueing network is derived (Wu & McGinnis, 2012). Here we give a brief review of the intrinsic ratio and system queue time approximation. It constitutes the fundamentals of the analysis in Section 3.

To compute system mean queue time, both main and sub-bottlenecks of a production line have to be determined first as follows.

Procedure 1 (Identification of bottlenecks)

1. Identify the index of the system bottleneck server ($BN_i$), where $\mu_{BN_i} = \min \mu_i$, for $i = 1$ to $N$. Let $k = 1$.
   - If more than one server has the minimum service rate, $BN_1 = \min i$, where $\mu_i = \mu_{BN_1}$.

2. Identify the index of the next bottleneck server ($BN_{k+1}$) in front of the previous one ($BN_k$), where $\mu_{BN_{k+1}} = \min \mu_i$, for $i = 1$ to $BN_k - 1$.
   - If more than one server has the minimum service rate, $BN_{k+1} = \min i$, where $\mu_i = \mu_{BN_{k+1}}$.

3. If $BN_{k+1} = 1$, then go to step 4. Otherwise, let $k = k + 1$, go to 2.

4. Stop.

Procedure 1 identifies the main system bottleneck first, and then, identifies the next bottleneck within a subsystem, where a subsystem is composed of the servers from the first server to the newest identified
bottleneck (not included). At first when no bottleneck has been identified, the subsystem is the entire system and $BN_1$ is the system bottleneck. The subsystem then gradually becomes smaller until the subsystem is solely composed of the first station of the production line.

To compute intrinsic ratios, Wu and McGinnis (2013) introduced ASIA and fully coupled systems. In an ASIA system, all servers see the initial arrivals (ASIA) directly. Therefore, if the tandem queue in Figure 1 is an ASIA system, station $i$ of the tandem queue is a $G/G/1$ queue with the initial arrival process and service time $S_i$ ($1 \leq i \leq N$) as shown in Figure 2.

![Figure 2](image.png)

**Figure 2.** Mean queue times in the ASIA (left) and fully coupled (right) systems

**Definition 1** In an ASIA system, the mean queue time of the $i$-th server $QT^A_i$ is the mean queue time of the server when it sees the initial arrivals directly.

Based on Kingman’s $G/G/1$ heavy traffic approximation (J. F. C. Kingman, 1965), the mean queue time ($QT^A_i$) of station $i$ in an ASIA system can be approximated by

$$QT^A_i \approx \alpha_i \frac{\rho_i}{1 - \rho_i} \frac{1}{\mu_i}, \quad 1 \leq i \leq N.$$  \hspace{1cm} (4)

where $\alpha_i = (c_{a1}^2 + c_{s1}^2)/2$. An ASIA system reduces to a Jackson network (Jackson, 1957) and gives the exact result when all service times are exponentially distributed and the external arrival process is Poisson. In contrast with an ASIA system, motivated by Friedman’s reduction method, a fully coupled system is defined as follows.
Definition 2 In a fully coupled system, all non-bottleneck servers have zero queue times and the mean queue time of the k-th bottleneck 

\[ QT_{BNk}^A = QT_{BNk}^A - \sum_{i=1}^{k-1} QT_i, \]

where \( QT_{BNk}^A \) is the mean queue time at the k-th bottleneck when it sees the initial arrivals directly and \( QT_i \) is the mean queue time of the i-th server in the original tandem queue.

In a fully coupled system, the system (or total) mean queue time is purely determined by the bottleneck and is \( QT_{BNk}^A \). It gives the exact solution to a tandem queue (in Figure 1) when all service times are constant (Friedman, 1965). The mean queue time \( (QT_i^C) \) of station i in a fully coupled system is

\[ QT_i^C = \begin{cases} QT_i, & \text{if } i = 1, \\ QT_i^A - \sum_{k=1}^{i-1} QT_k, & \text{if } i \geq 2 \text{ and station } i \text{ is a bottleneck}, \\ 0, & \text{if } i \geq 2 \text{ and station } i \text{ is not a bottleneck}, \end{cases} \]

(5)

where \( QT_i \) is the mean queue time at station i in the original tandem queue. Since \( QT_i^C \) is motivated by a tandem queue with service time SCV = 0 and \( QT_i^A \) is motivated by a tandem queue with service time SCV = 1, it is important to examine how the queue time of a tandem queue with different service time SCVs performs relative to these two bounds. The intrinsic ratio of station i is defined as

\[ r_i = \frac{QT_i - QT_i^C}{QT_i^A - QT_i^C}, \quad 2 \leq i \leq N. \]

(6)

From simulation experiments, Wu and McGinnis (2013) observed that the intrinsic ratio is approximately linear across traffic intensities. Based on this nice property, Wu and McGinnis (2012) derived Eq. (7) to approximate system mean queue time \( (QT_f) \) of \( N \) servers in series.

\[ QT_f = \sum_{i=1}^{N} QT_i = \sum_{i=1}^{N} f_i \cdot QT_i^A \equiv \sum_{i=1}^{N} f_i \cdot \alpha_i \frac{\rho_i}{1-\rho_i} \frac{1}{\mu_i} \]

(7)

where \( f_i \) is called contribution factor (CF) and can be determined by Procedure 2.

Procedure 2 (Determining the parameters \( f_i \))

1. Let \( k = N, f_i = 1 \) for \( i = 1 \) to \( N \).

2. If server \( k \) is marked as a bottleneck, \( f_i = r_k * f_i \) for \( i = 1 \) to \( k - 1 \).

   Otherwise, \( f_k = r_k * f_k \). Stop if \( k = 2 \).
3. Let $k = k - 1$, go to step 2.

To validate the approximate errors of Eq. (7) and Procedure 2 in general manufacturing systems, Wu and McGinnis (2012) applied the model to a manufacturing facility in major defense acquisition programs in the US. The assembly line has 14 workstations and 3 operator types with reentrant, rework, batching, various service time distributions and complex product mix. While the largest errors of prior approximate models are larger than 10%, the largest error from Eq. (7) is less than 2%. Hence, although the model is motivated by production lines, it is capable to describe the performance of a general manufacturing system with high fidelity.

3. Variability of a Production Line

In this section we investigate variability of general tandem production lines. Section 3.1 presents the definition of variability of production lines with single server stations. Its properties are studied in Section 3.2. The variability of production lines with multiple-server stations is discussed in Section 3.3.

3.1 Variability of a single-server production line

When a production line consists of single server stations in series, motivated by Eq. (3), variability of the system is defined as follows.

**Definition 3 (System variability of a single-server production line)**

System variability of a single-server production line is

$$
\alpha_f = \frac{QT_f}{QT_{M/M_B/1}},
$$

(8)

where $QT_f$ is mean queue time of a production line, $QT_{M/M_B/1}$ is the mean queue time of an $M/M/1$ queue with the same arrival rate and service rate as the system bottleneck of the production line. The system bottleneck of a production line is the station with the highest utilization.
Since system variability is defined based on a single station as expressed in Eq. (3), one may think that we replace the entire production line by a virtual station, and then quantify system variability of the production line from the viewpoint of the virtual station. Because system mean queue time is solely dominated by the system bottleneck (1) in heavy traffic (Iglehart & Whitt, 1970), or (2) when all service times are constant (Friedman, 1965), the system bottleneck station is used to represent the virtual station. Although a production line consist of many stations in series, it is justifiable to compare its performance with a single station, since system queue time can be solely determined by the system bottleneck in some ideal situations. When service time variation departs from zero, system mean queue time becomes longer than the mean queue time of the bottleneck (Wu & McGinnis, 2013) and system variability increases. On the other hand, if all service times are constant, the bottleneck queue time gives a lower bound to the original system. Since Definition 3 is motivated by the reduction method, an entire production line reduces to a single station (i.e., the bottleneck) if all service time variabilities are zero. Furthermore, since the definition is motivated by Kingman’s approximation (as shown in Eq. (3)), system variability reduces to the variability of a G/G/1 queue if the system consists of single stations.

Throughout the paper, the subscript $B$ is used to denote the system bottleneck. Let $\alpha_B = (c_0^2 + c_1^2)/2$, $\mu_B = \min_{1 \leq i \leq N} \mu_i$, and $\rho_B = \lambda/\mu_B$. Due to Eq. (7), $\alpha_f$ can be written as

$$\alpha_f = \frac{QF_f}{QM/M_B/1}$$

$$= \alpha_B + \frac{1-\rho_B}{\rho_B} \mu_B \sum_{i \neq B} f_i \alpha_i \rho_i \frac{1}{1-\rho_i \mu_i}$$

$$= \alpha_B + \left( \frac{\mu_B}{\lambda} - \mu_B \right) \sum_{i \neq B} f_i \alpha_i \frac{\lambda}{\mu_i - \lambda \mu_i} . \tag{9}$$

Variability of a production line can be decomposed into two parts: the bottleneck variability and the gross effect from the non-bottlenecks, where the contribution from the non-bottlenecks converges to zero.
in heavy traffic. That is, system variability is dominated by the bottleneck in heavy traffic, which is consistent with the heavy-traffic bottleneck phenomenon observed by Iglehart and Whitt (1970).

To achieve shorter cycle time with the same throughput rate, maintaining lower variability is desired. Based on Eq. (9), system variability is dominated by the bottleneck variability in heavy traffic. Hence, to prepare for the hot season when system is heavily loaded, production line managers should focus on reducing the variability of system bottleneck. According to Eq. (2), variability can come from poor job dispatching, complex product mix and preemptive interruptions, etc.

3.2 Properties of system variability

If a manufacturing system consists of a single station, its variability behaves like a constant based on Eqs.(1) and (3). It would be interesting to investigate how variability behaves when a manufacturing system consists of multiple single-server stations in series.

(1) Lower variability for higher arrival rate

From Eq. (9), we have

\[
\frac{\partial \alpha_f}{\partial \lambda} = \mu_B \sum_{i \neq B} \frac{f_i \alpha_i}{(\mu_i - \lambda)^2} \frac{\mu_B - \mu_i}{\mu_i} < 0.
\]

**Property 1:** Variability of a production line with single-server stations is monotonically decreasing in the external arrival rate.

(2) Lower variability for a small increment of \( \mu_i \) \( (i \neq B) \)

Because intrinsic ratios change with \( \mu_i, f_i \) also depends on \( \mu_i \). However, when the value of \( \mu_i \) does not change much, we can assume \( f_i \) in Eq. (9) is (nearly) a constant. In the following, we would like to investigate how system variability changes when the service rate of a non-bottleneck has a small increment (i.e., where the value of \( f_i \) does not change much).
Since $\frac{\mu_B}{\lambda} - 1 > 0$, we have

$$\frac{\partial \alpha_f}{\partial \mu_i} = -\mu_B \left( \frac{\mu_B}{\lambda} - 1 \right) f_i \alpha_i \left( \frac{\lambda}{(\mu_i - \lambda)^2 \mu_i} + \frac{\lambda}{(\mu_i - \lambda) \mu_i^2} \right) < 0.$$ 

**Property 2:** When the non-bottleneck service rate has a small increment, variability of a production line with single-server stations decreases.

(3) Higher variability for a small increment of $\mu_B$

Following the previous assumption, since $\frac{2\mu_B}{\lambda} - 1 > 0$, we have

$$\frac{\partial \alpha_f}{\partial \mu_B} = \left( \frac{2\mu_B}{\lambda} - 1 \right) \sum_{i \neq B} f_i \alpha_i \frac{\lambda}{\mu_i - \lambda} \frac{1}{\mu_i} > 0.$$ 

**Property 3:** When the system bottleneck service rate has a small increment, variability of a production line with single-server stations increases.

(4) Gap effect

Assume F1 and F2 are two almost identical production lines, except that there are small differences in their system bottleneck service rates and non-bottleneck service rates, (so that the value of $f_i$ does not change much). The service rates of system bottleneck and non-bottleneck are $\mu_{B1}$ and $\mu_{L1}$ in F1, and $\mu_{B2}$ and $\mu_{L2}$ in F2. The service rate gap is defined as $\mu_{Li} - \mu_{Bl}$, $i = 1, 2$.

According to properties 2 and 3, when $\mu_{B2}$ and $\mu_{L2}$ satisfy one of the following three conditions, F1 has a lower variability:

i. $\mu_{L2} < \mu_{L1}$ and $\mu_{B2} = \mu_{B1}$;

ii. $\mu_{L2} = \mu_{L1}$ and $\mu_{B2} > \mu_{B1}$;

iii. $\mu_{L2} < \mu_{L1}$ and $\mu_{B2} > \mu_{B1}$.
**Property 4**: For two almost identical production lines with single-server stations, when one’s service rate gap inwardly bounds the other, the one with larger service rate gap has the lower variability.

**Remark 1**. We often hear from line control managers that a production line with multiple bottlenecks is much harder to control than a production line with a distinct bottleneck. Property 4 indeed confirms this intuition and gives a theoretical foundation for this claim. While a bottleneck is defined based on the average utilization in the long run and is commonly unique, due to stochastic effects, those non-bottlenecks with higher utilizations may also sometimes face congestions and create a transient bottleneck in the short period of time. Hence, when the utilizations of non-bottlenecks are closer to the bottleneck utilization, variability of a production line becomes higher with longer queue time.

Since properties 2, 3 and 4 are derived based on the assumption that $f_i$ is indifferent to the changes of $\mu_i$, they will be validated by simulation in Section 4.

(5) Upper bound of variability

Since \( \frac{1-\rho_B}{\rho_B} \frac{\rho_i}{1-\rho_i} \frac{\mu_B}{\mu_i} \leq 1 \) in Eq. (9), we have

\[
\alpha_f \leq \alpha_B + \sum_{i \neq B} f_i \alpha_i.
\]

**Property 5**: Variability of a production line with single-server stations is upper bounded by $\alpha_B + \sum_{i \neq B} f_i \alpha_i$.

(6) Lower bound of variability

In Eq. (9), \( \frac{1-\rho_B}{\rho_B} \mu_B \sum_{i \neq B} f_i \alpha_i \frac{\rho_i}{1-\rho_i} \frac{1}{\mu_i} \geq 0 \), hence

\[
\alpha_f \geq \alpha_B.
\]
**Property 6:** Variability of a production line with single-server stations is lower bounded by its system bottleneck variability $\alpha_B$.

(7) Higher variability for a longer production line

Consider a situation that a non-bottleneck station (or station $N + 1$) is added to the production line with $N$ stations (as shown in Figure 1), and $\mu_{N+1} > \mu_B$. Denote the mean queue at station $i$ by $QT_i$. Under FCFS discipline, the system variability of the production line with $N + 1$ stations is

$$\alpha'_f = \frac{\sum_{i=1}^{N+1} QT_i}{QT_{N+1}/M_B/1} = \alpha_f + \frac{QT_{N+1}}{QT_{N+1}/M_B/1}$$

Therefore, $\alpha'_f > \alpha_f$.

**Property 7:** When the system bottleneck is unchanged, the variability of a production line with single-server stations increases if more stations are added to the production line.

### 3.3 Variability of a production line with multiple-server stations

In the previous sections, the production lines with single-server stations are studied. However, a station may have multiple servers in practical manufacturing systems. In the following, we investigate system variability of production lines with multiple-server stations. Assume in a $N$-station production line, there are $m_i$ servers at station $i$, $i = 1$ to $N$. The SCV’s of job arrival intervals and $S_i$ are $c_A^2$ and $c_{S_i}^2$, respectively. Let $\mu_i = 1/E(S_i)$. The system bottleneck of the production line is denoted by $B$, $m_B \mu_B = \min m_i \mu_i$, for $i = 1$ to $N$.

When a station is composed of multiple servers, Sakasegawa (1977) proposed the following approximate model based on Kingman’s approximation:
\[
QT \approx \frac{c_a^2 + c_b^2}{2} \rho^{\frac{2}{m+1}} \frac{1}{m \mu i} 
\]

where \( m \) is the number of servers at a station and \( \rho = \lambda / m \mu \).

Based on Eq. (10), the system mean queue time can be approximated by

\[
QT_f \approx \sum_{i=1}^{N} f_i \alpha_i \frac{\rho_i^{\frac{2}{m+1}}}{1 - \rho_i} \frac{1}{m_i \mu_i} 
\]

where \( \rho_i = \lambda / m_i \mu_i \) is the utilization of station \( i \), \( \alpha_i = (c_a^2 + c_b^2) / 2 \) and \( f_i \) is contribution factor of station \( i \).

The mean queue time of system bottleneck with Poisson arrivals and exponential service time is

\[
QT_{M/M_B/m_B} = \frac{\rho_B^{\frac{2}{m+1}}}{1 - \rho_B} \frac{1}{m_B \mu_B} 
\]

From Eq. (11) and Eq. (12), the system variability of a multiple-server production line is

\[
\alpha_f(m_1, m_2, \ldots, m_N) = \frac{QT_f}{QT_{M/M_B/m_B}}
\]

\[
= \alpha_B + \frac{m_B \mu_B (1 - \rho_B)}{\rho_B^{\frac{2}{m+1}} - 1} \sum_{i \neq B} f_i \alpha_i \frac{\rho_i^{\frac{2}{m+1}} - 1}{1 - \rho_i} \frac{1}{m_i \mu_i} 
\]

\[
= \alpha_B + \frac{(m_B \mu_B - \lambda)}{(\lambda / m_B \mu_B)^{\frac{2}{m+1}} - 1} \sum_{i \neq B} f_i \alpha_i \frac{\lambda^{\frac{2}{m+1}} - 1}{m_i \mu_i - \lambda} 
\]

Properties of \( \alpha_f(m_1, m_2, \ldots, m_N) \) in Eq. (13) can be analyzed through the same way as we did in Section 3.2. When the number of servers at a station is large enough, adding one server to the station won’t change the contribution factor \( f_i \) much. If \( f_i \) in Eq. (11) is (nearly) a constant, we have the following properties.

(1) Higher variability with more servers at the system bottleneck station

If one additional server with service time \( S_B \) is added to the system bottleneck, we have

\[
\alpha_f(m_1, \ldots, m_B + 1, \ldots, m_N) - \alpha_f(m_1, \ldots, m_B, \ldots, m_N)
\]
\[
= \left[ \frac{(m_B \mu_B + \mu_B - \lambda)}{(m_B \mu_B + \mu_B)\sqrt{2(m_B + 2)^2 - 1}} \right] \sum_{i \notin B} \frac{f_i \alpha_i \left( \frac{\lambda}{m_i \mu_i} \right)^{2(m_i + 1) - 1}}{m_i \mu_i - \lambda} > 0.
\]

**Property 8:** When the number of servers at the system bottleneck is large, variability of a production line with multiple-server stations is monotonically increasing in the number of servers at the bottleneck.

(2) Lower variability with more servers at a non-bottleneck station \((k \neq B)\)

If one additional server with service time \(S_k\) is added to station \(k\), we have

\[
\alpha_f(m_1, \cdots, m_k + 1, \cdots, m_N) - \alpha_f(m_1, \cdots, m_k, \cdots, m_N)
= \frac{(m_B \mu_B - \lambda)}{(m_B \mu_B)\sqrt{2(m_B + 1)^2 - 1}} \left[ f_k \alpha_k \left( \frac{\lambda}{m_k \mu_k + \mu_k - \lambda} \right)^{2(m_k + 2) - 1} - f_k \alpha_k \right]
< 0.
\]

**Property 9:** When the number of servers at a non-bottleneck station is large, variability of a production line with multiple-server stations is monotonically decreasing in the number of servers at the non-bottleneck.

Properties 8 and 9 are consistent with the gap effect in Property 4. When more servers are added to the bottleneck station, the bottleneck utilization decreases. The gap becomes smaller and system variability increases. When more servers are added to a non-bottleneck, the non-bottleneck utilization decreases. The gap becomes larger and system variability decreases.

(3) Lower variability with more servers at each station

Consider two production lines with the same type of machines and making the same type of product. Let the utilizations of two production lines be the same, so that one of them has \(k\) times more servers at each
station and $k$ times more input at the first station ($k > 1$). When $m_i$ is large and $k$ is close to 1, $f_i$ in Eq. (9) can be assumed to be a constant. In this situation, we would like to compare the variability of two production lines.

From Eq. (13), the system variability with $m_i$ servers at station $i$ ($i = 1, \ldots, N$) is

$$\alpha_f(m_1, m_2, \ldots, m_N)$$

$$= \alpha_B + \sum_{i \neq B} f_i \alpha_i \frac{(m_B \mu_B - \lambda) \rho_i \sqrt{2(m_i + 1)^{-1}}}{(m_i \mu_i - \lambda) \rho_B \sqrt{2(m_B + 1)^{-1}}}.$$  \hspace{1cm} (14)

The system variability with $km_i$ servers at station $i$ ($i = 1, \ldots, N$) is

$$\alpha_f(km_1, \ldots, km_k, \ldots, km_N)$$

$$= \alpha_B + \frac{(km_B \mu_B - k\lambda)}{k\lambda} \sum_{i \neq B} f_i \alpha_i \frac{\sqrt{2(km_i + 1)^{-1}}}{k m_i \mu_i - k\lambda}$$

$$+ \sum_{i \neq B} f_i \alpha_i \frac{(m_B \mu_B - \lambda) \rho_i \sqrt{2(km_i + 1)^{-1}}}{(m_i \mu_i - \lambda) \rho_B \sqrt{2(km_B + 1)^{-1}}}.$$  \hspace{1cm} (15)

Let $X_i = f_i \alpha_i \frac{(m_B \mu_B - \lambda) \rho_i \sqrt{2(m_i + 1)^{-1}}}{(m_i \mu_i - \lambda) \rho_B \sqrt{2(m_B + 1)^{-1}}}$ in Eq. (14) and $Y_i = f_i \alpha_i \frac{(m_B \mu_B - \lambda) \rho_i \sqrt{2(km_i + 1)^{-1}}}{(m_i \mu_i - \lambda) \rho_B \sqrt{2(km_B + 1)^{-1}}}$ in Eq. (15). If $m_i > m_B$,

$$\frac{Y_i}{X_i} = \frac{\rho_i \sqrt{2(km_i + 1)^{-1}} \rho_B}{\rho_B \sqrt{2(km_B + 1)^{-1}} \sqrt{2(m_B + 1)^{-1}}} \leq \left(\frac{\rho_i}{\rho_B}\right)^{\sqrt{2(km_i + 1)^{-1}}\sqrt{2(m_B + 1)^{-1}}} < 1.$$  \hspace{1cm} (16)

Comparing the terms $X_i$ and $Y_i$ in Eq. (14) and Eq. (15), we have

$$\alpha_f(km_1, \ldots, km_k, \ldots, km_N) < \alpha_f(m_1, m_2, \ldots, m_N).$$

**Property 10:** When there are many servers at each station and the system bottleneck has the least number of servers among all stations, if a production line has more servers than the other at each station, the variability of the production line is smaller.
In order to obtain higher throughput rate with the same investment, the bottleneck of a production line tends to be allocated to the most expensive machine with less number of servers. In this situation, based on Property 10, to enjoy the economics of scale, a production line designed to produce large volume will have lower variability and is easier to manage.

**Remark 2.** In the semiconductor industry, economics of scale is much emphasized. The capacity of a fab has become larger and larger from a couple thousands wafers per month in the 80s in the US to over 100k wafers per month nowadays in Asia. The clean room area grows dramatically and the tool group becomes much larger than before. Property 10 gives a quantitative measure and partially explains this phenomenon in the long term production planning.

Since the other properties are similar to the single-server cases, we omit them here.

**4. Simulation Validation**

Since Eq. (7) is only an approximation for mean queue time, it would introduce error to $\alpha_f$. In the following we present simulation results to examine the properties of variability for production lines with single-server stations.

First, we consider three different production lines with three stations each and the three production lines only differ in $S_1$, where $S_1 \sim \text{Gamma}(5/3, 15)$, $\text{Gamma}(5/3, 9)$ and $\text{Gamma}(5/3, 3)$ respectively. Hence, $\mu_1 = 1/25, 1/15$ and $1/5$ respectively. Let $S_2 \sim \text{Gamma}(5/2, 12)$, $S_3 \sim \text{Gamma}(5/4, 112/5)$. Therefore, $\mu_2 = 1/30, \mu_3 = 1/28$. Therefore, station 2 is the system bottleneck with $\alpha_B = 0.7$. Arrivals follow the Poisson distribution. Job arrival rate is $\lambda = \rho \mu_2$, where $\rho$ varies from 0.1 to 0.95. 30 replications are conducted at each utilization. Each of the 30 replications is composed of 200,000 jobs after discarding the first 400,000 jobs for warm-up. The simulation mean queue times ($QT_f^S$) followed by its half-width of the 95% confidence intervals, and the system variabilities are presented in Table 1. $\alpha_f^S$ is
the system variability computed based on simulation queue time, $\alpha_f^S = \frac{QT_f^S}{QT(M/M_B/1)}$. $\alpha_f$ is the system variability computed based on approximation queue time, $\alpha_f = \frac{QT_f}{QT(M/M_B/1)}$. Since the difference between $\alpha_f^S$ and $\alpha_f$ is small, our approximation of system variability ($\alpha_f$) based on Eq. (7) is accurate. Furthermore, since $\alpha_B = 0.7$, $\alpha_f > 0.7$ in all cases as expected.

Table 1. Mean queue times and variabilities with respect to non-bottleneck service rates

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>$\mu_1 = 1/25$</th>
<th>$\alpha_f^S$</th>
<th>$\alpha_f$</th>
<th>$\mu_1 = 1/15$</th>
<th>$\alpha_f^S$</th>
<th>$\alpha_f$</th>
<th>$\mu_1 = 1/5$</th>
<th>$\alpha_f^S$</th>
<th>$\alpha_f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.10</td>
<td>5.617±0.020</td>
<td>1.685</td>
<td>1.683</td>
<td>4.615±0.021</td>
<td>1.384</td>
<td>1.383</td>
<td>4.162±0.021</td>
<td>1.249</td>
<td>1.249</td>
</tr>
<tr>
<td>0.20</td>
<td>12.498±0.046</td>
<td>1.666</td>
<td>1.666</td>
<td>10.264±0.034</td>
<td>1.369</td>
<td>1.369</td>
<td>9.350±0.033</td>
<td>1.247</td>
<td>1.247</td>
</tr>
<tr>
<td>0.30</td>
<td>21.142±0.088</td>
<td>1.644</td>
<td>1.646</td>
<td>17.395±0.051</td>
<td>1.353</td>
<td>1.352</td>
<td>15.912±0.058</td>
<td>1.238</td>
<td>1.238</td>
</tr>
<tr>
<td>0.40</td>
<td>32.470±0.103</td>
<td>1.624</td>
<td>1.623</td>
<td>26.679±0.110</td>
<td>1.335</td>
<td>1.336</td>
<td>24.692±0.077</td>
<td>1.235</td>
<td>1.235</td>
</tr>
<tr>
<td>0.50</td>
<td>47.731±0.164</td>
<td>1.591</td>
<td>1.593</td>
<td>39.535±0.161</td>
<td>1.318</td>
<td>1.317</td>
<td>36.783±0.134</td>
<td>1.226</td>
<td>1.226</td>
</tr>
<tr>
<td>0.60</td>
<td>70.288±0.283</td>
<td>1.562</td>
<td>1.561</td>
<td>58.451±0.267</td>
<td>1.299</td>
<td>1.299</td>
<td>55.050±0.216</td>
<td>1.223</td>
<td>1.223</td>
</tr>
<tr>
<td>0.70</td>
<td>106.369±0.613</td>
<td>1.520</td>
<td>1.519</td>
<td>89.273±0.533</td>
<td>1.275</td>
<td>1.276</td>
<td>85.310±0.176</td>
<td>1.219</td>
<td>1.214</td>
</tr>
<tr>
<td>0.80</td>
<td>175.215±1.573</td>
<td>1.460</td>
<td>1.461</td>
<td>151.079±1.028</td>
<td>1.259</td>
<td>1.259</td>
<td>145.668±0.457</td>
<td>1.214</td>
<td>1.223</td>
</tr>
<tr>
<td>0.90</td>
<td>366.286±5.620</td>
<td>1.357</td>
<td>1.359</td>
<td>335.712±4.462</td>
<td>1.243</td>
<td>1.243</td>
<td>328.492±1.631</td>
<td>1.211</td>
<td>1.211</td>
</tr>
<tr>
<td>0.95</td>
<td>733.621±23.005</td>
<td>1.287</td>
<td>1.287</td>
<td>704.989±21.629</td>
<td>1.237</td>
<td>1.237</td>
<td>680.365±19.282</td>
<td>1.194</td>
<td>1.160</td>
</tr>
</tbody>
</table>

Figure 3. Variability of three production lines with different non-bottleneck service rates
The trends in system variabilities $\alpha_f$ with respect to different job arrival rates for the three cases are compared and presented in Figure 3. Figure 3 shows that variability of production lines is monotonically decreasing in its external arrival rate and is also decreasing in the non-bottleneck service rate as we expected. Because system queue time is dominated by the system bottleneck in heavy traffic, system variabilities of the three systems differ more in light traffic and less in heavy traffic.

To investigate property 3, another three production lines are compared. Assume there are three stations in each production line and the three production lines only differ in the system bottleneck service time $S_b$, where $S_b \sim \text{Gamma}(5/2, 16), \text{Gamma}(5/2, 14), \text{or Gamma}(5/2, 12)$ respectively. Hence, $\mu_2 = 1/40$, $1/35$ and $1/30$. Let $S_2 \sim \text{Gamma}(5/3, 15)$ and $S_3 \sim \text{Gamma}(5/4, 112/5)$ (where $\mu_1 = 1/25$ and $\mu_3 = 1/28$). Therefore, station 2 is the bottleneck with $\alpha_B = 0.7$. Arrivals follow the Poisson distribution.

Job arrival rate is $\lambda = \rho/40$, where $\rho$ varies from 0.1 to 0.95. 30 replications are conducted at each utilization. Each of the 30 replications is composed of 200,000 jobs after discarding the first 40,000 jobs for warm-up. The results are given in Table 2, where $\alpha_f^s = \frac{QT_f^s}{QT(M/M_B/1)}$, and $\alpha_f = \frac{QT_f}{QT(M/M_B/1)}$. In Table 2, one can observe that $\alpha_f$ is a good approximation of $\alpha_f^s$, and $\alpha_f > \alpha_B$.

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>$\mu_2 = 1/40$</th>
<th>$\mu_2 = 1/35$</th>
<th>$\mu_2 = 1/30$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu_2 = 1/40$</td>
<td>$\alpha_f^s$</td>
<td>$\alpha_f$</td>
<td>$\alpha_f$</td>
</tr>
<tr>
<td>0.0025</td>
<td>6.554±0.028</td>
<td>1.475</td>
<td>1.474</td>
</tr>
<tr>
<td>0.0050</td>
<td>14.542±0.046</td>
<td>1.454</td>
<td>1.455</td>
</tr>
<tr>
<td>0.0075</td>
<td>24.632±0.092</td>
<td>1.437</td>
<td>1.437</td>
</tr>
<tr>
<td>0.0100</td>
<td>37.735±0.132</td>
<td>1.415</td>
<td>1.414</td>
</tr>
<tr>
<td>0.0125</td>
<td>55.688±0.218</td>
<td>1.392</td>
<td>1.393</td>
</tr>
<tr>
<td>0.0150</td>
<td>81.978±0.392</td>
<td>1.366</td>
<td>1.366</td>
</tr>
<tr>
<td>0.0175</td>
<td>123.850±0.656</td>
<td>1.327</td>
<td>1.328</td>
</tr>
<tr>
<td>0.0200</td>
<td>207.701±1.589</td>
<td>1.298</td>
<td>1.298</td>
</tr>
<tr>
<td>0.0225</td>
<td>449.668±5.442</td>
<td>1.249</td>
<td>1.249</td>
</tr>
<tr>
<td>0.0237</td>
<td>937.063±10.288</td>
<td>1.233</td>
<td>1.233</td>
</tr>
</tbody>
</table>
The trends in system variabilities $\alpha_f$ with respect to different job arrival rates of the three cases are compared and presented in Figure 4. Figure 4 shows that the variability of production lines is monotonically decreasing in its external arrival rate and is increasing in the service rate of system bottleneck. When $\mu_2 = 1/40$ and $1/30$, the service rate gaps are $3/200$ (or $1/25 - 1/40$) and $1/150$ (or $1/25 - 1/30$) respectively. Figure 4 shows that $\alpha_f$ is smaller when $\mu_2 = 1/40$. Therefore, for two identical production lines with single-server stations, when one service rate gap inwardly bounds the other, the one with larger service rate gap has the lower variability as stated in Property 4.

![Figure 4. Variability of three production lines with different system bottleneck service rates](image)

5. Conclusion

The concept of system variability is commonly used to delineate the stochastic effects in manufacturing systems. In this study, we clearly define this terminology. Different from the definition of variability for a random variable, system variability is defined by the mean queue times inspired by Kingman’s approximation.
Through the concepts of intrinsic ratios and contribution factors, properties of system variability are investigated. In addition to service time and interarrival time variabilities, we find that system variability will increase if external arrival rate decreases, non-bottleneck service rate decreases, system bottleneck service rate increases or production line becomes longer. When two systems have different system variabilities, the one with the smaller one has higher productivity in terms of its queue time performance. System variability is an important performance index, and can be used to compare the performance of different manufacturing systems more objectively. The proposed model and results can also be applied to many areas in the field of manufacturing management, such as system performance analysis, capacity planning, and queue time reduction.

Based on the theory of constraints, in order to increase the capacity of a production line, a production manager should try to increase the capacity of a bottleneck until all bottlenecks are relieved. However, based on Property 4, a stochastic production line without a unique bottleneck is more difficult to manage. Indeed, if a production line has no bottleneck, then every station is a bottleneck. Hence, productivity improvement should not only focus on the first moment (i.e., capacity), but also consider the higher moments, e.g. the variance of service times. Wu and Zhao (2015) have found that the most effective place to reduce system cycle time may not be the throughput bottleneck station.

The exact relations among intrinsic ratios, service time and interarrival time variabilities, and service rate are still not clear. Although the properties perform well with different values of service time in simulation, \( f_i \) in Eqs. (9) and (13) depends on \( \mu_t \), and Properties 2, 3 and 4 are valid only for a small change of service times in our proofs. Those properties can be applied to a more general situation, if all the relations become clear. This study of intrinsic ratios is left to future research.
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