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Abstract

This paper proposes a novel ensemble method for short-term load forecasting based on wavelet transform, extreme learning machine (ELM) and partial least squares regression. In order to improve forecasting performance, a wavelet-based ensemble strategy is introduced into the forecasting model. The individual forecasters are derived from different combinations of mother wavelet and number of decomposition levels. For each sub-component from the wavelet decomposition, a parallel model consisting of 24 ELMs is invoked to predict the hourly load of the next day. The individual forecasts are then combined to form the ensemble forecast using the partial least squares regression method. Numerical results show that the proposed method can significantly improve forecasting performance.
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1. Introduction

Short-term load forecasting (STLF) is a basic requirement in the operation of power systems. The primary application of STLF is to provide load predictions for generation scheduling, such as unit commitment and economic dispatch [1]. For example, if the load demand is known in advance, we can operate the generators at the lowest possible cost. It is shown in [2] that a small increase in forecasting accuracy would save millions of dollars in operation costs. A second application of STLF is for power system security assessment [3]. The forecast results are essential in the detection of future conditions under which the system may be vulnerable. In addition, energy purchasing and bidding also require STLF [4, 5].

Various methods have been proposed for STLF in power systems. In the early stages, statistical methods such as regression models and time series methods [6, 7], etc., were extensively employed. Nowadays, artificial intelligence techniques such as artificial neural networks (ANN), expert systems and support vector machines [8-12] have been applied to solve the STLF problem. In addition, many hybrid forecasting models have also been developed, which can make use of the advantages of each technique involved. In [13], the forecasting problem was presented in state space form, where the model parameters were fine-tuned by a particle swarm optimizer (PSO). In [14], a hybrid forecasting model combining differential evolution (DE) and support vector regression (SVR) was proposed for load forecasting, where the DE algorithm was used to choose the appropriate parameters for SVR.

As an emerging class of ANN, extreme learning machine (ELM) has a fast learning speed for its iterative-free learning mechanism [15]. In ELM, the input weights and hidden biases are randomly initialized, while the output weights are
directly calculated by a least squares method. ELM has been successfully used in load and price forecasting [16, 17]. But there is still room for improvement. Like other ANN-based models, the random initialization of weight parameters may introduce inferior values, leading to unreliable result. Moreover, ELM usually contains hundreds of hidden neurons and the output weights are directly estimated from the training data. Therefore, ELM might suffer from the overtraining problem [18, 19].

In this paper, a neural network ensemble model is proposed to alleviate the above problems. An ensemble model consists of a number of ELMs, which are trained for the same load forecasting problem. It has been shown that ensemble models have strengths with respect to single models in terms of increased accuracy and robustness. The reason is that the diverse errors from individual ELMs can cancel out in the aggregating process [20]. Several ensemble methods have been developed for STLF [21-23]. For example, in [23], the regularized negative correlation learning method was used to enhance the prediction capability of the network ensemble.

Wavelet transform has been widely used to capture the inner load features and improve the forecast accuracy [24, 25]. However, there is no fixed criterion to select the wavelet parameters: mother wavelet and number of decomposition levels. In this paper, a novel ensemble strategy is introduced, which uses wavelet transform to create the collection of ELM-based predictors. The individual predictors are featured with different combinations of mother wavelet and number of decomposition levels. The rationale is that different wavelet parameters would generate different inputs for the ELM-based predictors, which can promote the diversity of ensemble. In such a way, wavelet parameter selection is avoided without sacrificing the forecast accuracy.
Simple averaging is usually used to combine the individual forecasts [22, 26]. But in practice, some predictors in the ensemble are more accurate than others. The ensemble output should be a weighted average of the individual outputs. In this paper, the weight factors are obtained by the partial least squares regression (PLSR) method. Moreover, PLSR can tackle the high degree of correlation between the individual forecasts and therefore generate accurate ensemble output [27].

This paper proposes a novel ensemble method for STLF, in which wavelet transform, extreme learning machine and partial least squares regression are integrated. The proposed wavelet-based ensemble strategy uses different wavelet specifications to generate different input features for the ELM-based predictors. For each sub-component from the wavelet transform, a parallel model of 24 ELMs is allocated to predict the hourly data of the next day. To establish an accurate ensemble forecast, PLSR is used to combine the outputs of individual predictors.

The main contributions of this paper are as follows:

1) A new hybrid forecast method is proposed to deal with the STLF problem in electric power systems, which can alleviate the overtraining and uncertainty problems and improve the forecasting accuracy.

2) A novel ensemble strategy based on the wavelet transform is employed in the proposed method. It can avoid the trivial process of wavelet parameter selection. Moreover, the complementary information contained in each set of wavelet parameters can be utilized to improve the forecasting accuracy.

3) Weighted averaging is used to combine the individual forecast outputs, which can consider the relative accuracy between them. PLSR is adopted to calculate the optimal weight factors.
Although this paper focuses on STLF, the proposed method can be easily extended to electricity price forecasting, which is another important topic in power systems. Note that the input variables should be altered accordingly.

The rest of this paper is organized as follows. Section 2 presents the relevant theories and describes the implementation of the proposed method. Section 3 provides the numerical results and comparisons with other well-established methods. Section 4 outlines the conclusions.

2. Proposed methodology

2.1 Extreme learning machine

ELM accomplishes the learning process in two steps. First, the input weights and hidden biases are initialized with random numbers. Second, the output weights are calculated through an inverse operation on the hidden layer output matrix. The idea of ELM lies in that the neural network learning is turned into a least squares problem, which can be easily solved with much less time [15].

Given a training set of \( N \) samples \((x_i, d_i)\), the single-hidden layer feedforward network (SLFN) in Fig. 1 can be modeled by

\[
\sum_{j=1}^{n} \beta_j g\left( w_j \cdot x_i + b_j \right) = a_i, \quad i = 1, \ldots, N. \tag{1}
\]

where \( x_i \) is the input pattern, \( d_i \) is the desired output, \( n \) is the number of hidden nodes, \( g(\cdot) \) is the activation function, \( o_i \) is the actual output, \( w_j \) is the input weight, \( b_j \) is the hidden bias and \( \beta_j \) is the output weight.
If the training error is zero, we can say that there exist $\beta_j$, $w_j$ and $b_j$ such that

$$\sum_{j=1}^{n} \beta_j g(w_j \cdot x_i + b_j) = d_i, \quad i = 1, \ldots, N. \quad (2)$$

The compact matrix form of (2) can be given by $H\beta = D$, where $\beta = [\beta_1, \ldots, \beta_n]^T$, $D = [d_1, \ldots, d_N]^T$ and $H$ is called the hidden layer output matrix.

Since the number of hidden nodes is usually less than the number of training samples, $H$ is not square and ELM cannot approach the zero training error. To train the SLFN, ELM assigns uniformly distributed random numbers for the input weights $w_j$ and hidden biases $b_j$. Then the network becomes an over-determined linear system and the output weights $\beta$ can be determined by a least squares method. ELM provides a special solution by $\beta^* = H^\dagger D$, where $H^\dagger$ is the Moore-Penrose (MP) generalized inverse of $H$.

ELM presents many important properties, which make it an appealing learning algorithm for SLFN. First, ELM exhibits a fast learning speed as it determines the network parameters without iterative adjustments. Second, ELM can achieve good performance because the minimum training error $||H\beta - D||$ is approached with a least
squares method. Third, ELM can avoid many problems faced by traditional learning methods, such as local minima, stopping criterion and learning rate.

2.2 Wavelet transform

Wavelet transform is able to provide local spectral and temporal information of a signal simultaneously, which is suitable for capturing the multiscale load features [28]. Given a mother wavelet $\psi(t)$, the load signal $s(t)$ can be represented by

$$s(t) = \sum_{j,k} W(j, k)2^{j/2}\psi\left(2^j t - k\right)$$

where $t$ is the time index, $j$ and $k$ are integer variables for scaling and translation, and $W(j,k)$ is called the discrete wavelet transform (DWT).

The multiresolution analysis is derived based on the DWT. With a scaling function $\phi(t)$, the multiresolution analysis decomposes the load signal $s(t)$ by

$$s(t) = \sum_{k} c_{j_0}(k)2^{j_0/2}\phi\left(2^{j_0} t - k\right) + \sum_{j=j_0}^{\infty} \sum_{k} v_{j}(k)2^{j/2}\psi\left(2^j t - k\right)$$

where $j_0$ is the predefined scale of interest and $c_{j_0}(k)$ and $v_{j}(k)$ are the coefficients, respectively. The first term on the right of (4) provides an approximation component of $s(t)$, while the second term refers to a set of detail components.

A demonstration of two-level decomposition for load series is given by

$$s(t) = A_1(t) + D_1(t) = A_2(t) + D_2(t) + D_1(t).$$

The load signal $s(t)$ is cut up into an approximation component $A_2$ related to the low frequency and two detail components $D_2$ and $D_1$ related to the high frequency. The subseries present a better behavior (more stable variances and fewer outliers) than the original load series and therefore can be predicted more accurately [29].
behind is the filtering effect of wavelet transform, which can extract irregular information from the original signal [24].

2.3 Wavelet-based ensemble strategy

The type of mother wavelet and number of decomposition levels are two essential parameters in wavelet transform. The selection of these two parameters has a significant impact on the forecasting performance. So far, there is no fixed method to choose the parameters. Many papers have tested various wavelet specifications and selected the most appropriate setting according to the results. However, this kind of selection process has two shortcomings. First, the testing of various wavelet specifications would take too much time. Only the best setting is selected and the others are discarded, which is actually a kind of waste. Second, the fixed specification may not always provide a good representation for load series. As the forecast model is usually built on the rolling window, the fixed specification obtained from one load segment may not be optimal for another segment.

To tackle these problems, this paper proposes a wavelet-based ensemble strategy, which uses the wavelet transform to create the population of individual predictors. The individual members are derived using different combinations of mother wavelet and number of decomposition levels. In STLF, Daubechies (db) wavelets have been widely used [30-32]. In the experiment, it is found that Coiflets (coif) can also give good representation. Moreover, the order of mother wavelet typically ranges from 2 to 5 and the number of levels is less than 4. Therefore, in this paper, 8 wavelet functions: db2–db5 and coif2–coif5 are used and the level for decomposition is from 1 to 3. Overall, there are 24 wavelet parameter combinations to build the ensemble model.
Four mother wavelets (db2, db4, coif2 and coif4) are shown in Fig. 2. Technically, a wavelet function has null mean and only oscillates in a short time. As they are in different shapes, the corresponding subseries will also be different. For example, a load signal is decomposed into three levels using the above four wavelets. The resulting approximation components are shown in Fig. 3.
Fig. 3 Approximation components obtained with db2, db4, coif2 and coif4.

The wavelet-based ensemble strategy will produce various input features for the individual forecasters, which can promote the degree of diversity in the ensemble. Every forecast in the ensemble would contain some independent information. The ensemble strategy can make use of the complementary information to improve the generalization capability. Moreover, the ensemble strategy will avoid the selection process for optimal wavelet parameters and reduce the biases introduced by fixed wavelet specification.

2.4 Partial least squares regression (PLSR)

Simple averaging is a commonly used method to combine the individual forecasts [22]. The ensemble output is defined by

$$z_e = \frac{1}{\gamma} \sum_{i=1}^{\gamma} z_i$$  \hspace{1cm} (6)
where $z_e$ is the ensemble output, $z_i$ is the individual output and $\gamma$ is the number of individual outputs. Simple averaging is easy and effective, but it neglects the fact that some individual predictors are more accurate than others. The relative accuracy of individual predictors is considered in the weighted averaging method by

$$z_e = \sum_{i=1}^{\gamma} \alpha_i z_i$$  \hspace{1cm} (7)

where $\alpha_i$ is the combining weight. In this paper, PLSR is selected to find the optimal combining weight factors.

Given two blocks of variables $X$ and $Y$, PLSR is going to predict $Y$ from $X$ by means of latent variables. In this paper, $X$ represents the individual outputs and $Y$ refers to the ensemble output. In the beginning, $X$ and $Y$ are preprocessed through mean-centering and rescaling, which are denoted by $X_c$ and $Y_c$, respectively. For each column of $X$, mean-centering involves subtracting its column average from the column data. The scaling of a matrix makes each column has standard deviation 1 [33]. Then, PLSR decomposes $X_c$ and $Y_c$ by the outer relations [27]:

$$X_c = TP^T + E = \sum_{j=1}^{J} t_j p_j^T + E$$

$$Y_c = UQ^T + F = \sum_{j=1}^{J} u_j q_j^T + F$$ \hspace{1cm} (8)

where $T$ and $U$ are the score matrices (i.e. latent variables), $P$ and $Q$ are the loading matrices, and $E$ and $F$ are the residual matrices. The superscript “T” means transposition and $J$ is the number of latent components. PLSR aims to search for latent vectors $t_j$ and $u_j$ to maximize the covariance between $X_c$ and $Y_c$ with the condition that the residuals $E$ and $F$ are reduced [34].
As shown in (8), the variables $X_c$ and $Y_c$ can be replaced by the new ones $T$ and $U$, which have more compact sizes, better properties (orthogonality) and also span the column spaces of $X_c$ and $Y_c$. PLSR tries to establish an inner relation between $T$ and $U$ so as to further link the two blocks $X_c$ and $Y_c$. The inner relation is given by

$$U = TB + U_E$$  \hspace{1cm} (9)$$

where $B$ is the matrix of regression coefficients, and $U_E$ is an error term similar to $E$ and $F$. If these error terms are minimized, we can estimate $Y_c$ by

$$\hat{Y}_c = UQ^T = TBQ^T.$$  \hspace{1cm} (10)$$

The block of independent variables $X$ is finally related to the block of dependent variables $Y$ via a series of intermediate variables. In PLSR, the solutions to the above equations can be obtained by the SIMPLS method [33]. In our experiments, we can directly use the built-in function `plsregress` in Matlab to carry out PLSR.

In PLSR, the number of components $J$ in (8) is an important parameter. Simply using a large number of components is not reliable. The reason is that some latent components with small scores only describe the noise, which leads to overtraining [27]. Hence, cross validation is adopted to choose $J$ based on the training and validation datasets, which can reduce the chance of overtraining. The number that gives a minimal mean squared prediction error is selected.

To determine the combining weights, the multiple linear regression (MLR) method may have matrix inversion problems due to the high degree of correlation between the individual outputs. PLSR is developed as a remedy to tackle the problems in MLR. The regression is not implemented on the original variables but on the latent variables, which have better properties. Thus, PLSR can handle the collinearity and
provide reliable estimates for the combining weights. Moreover, PLSR allows the selection of the number of components used in the regression model. The components with smaller scores can be eliminated to avoid overtraining [27].

2.5 Proposed forecast model

The structure of the proposed STLF model is shown in Fig. 4, which consists of data acquisition, wavelet analysis and synthesis, input variables selection, wavelet-based ensemble model and ELM-based parallel model.

As depicted in Fig. 4a, data are collected and prepared for the ensemble model. In our model, the following candidate input variables are considered:

1) Past loads: Load behavior exhibits short-run trend and daily and weekly periodicities. Therefore, the past load values up to 200-hour ago are tested. In this paper, correlation analysis is used to select the most relevant ones as input data for the ELM.

2) Temperature: Temperature is the most widely used weather factor in load predictors. In our model, the temperature values at time $h$, $h-1$, $h-2$ and $h-24$ are selected as input data, where $h$ is the forecast hour [16].

3) Calendar variables. Day of the week is marked by the integer numbers from 1 to 7. For example, 1 is used for Monday and Sunday is denoted by 7. Moreover, weekends and weekdays are identified by 1 and 0, respectively. All the public holidays are considered as weekends, and marked by 1.

The selected input variables for each subseries are shown in Table 1. In this table, $Dry(h)$ refers to the dry bulb temperature, $Dayofweek(h)$ represents the day of the week and $weekend(h)$ is the weekday, weekend or holiday index. The exogenous variables like temperature and calendar variables are only considered in the
approximation component (i.e. \( A_t \)) forecasting.

![Diagram of Ensemble Model]

Fig. 4 Structure of the proposed ensemble method.

### Table 1 Selected input variables for each subseries

<table>
<thead>
<tr>
<th>Level</th>
<th>Subseries</th>
<th>Selected input variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>1, 2, 3</td>
<td>( A_t )</td>
<td>( A_t(h-1), A_t(h-2), A_t(h-22), A_t(h-23), A_t(h-24), A_t(h-25), A_t(h-26), A_t(h-47), A_t(h-48), A_t(h-49), A_t(h-71), A_t(h-72), A_t(h-73), A_t(h-95), A_t(h-96), A_t(h-97), A_t(h-119), A_t(h-120), A_t(h-121), A_t(h-143), A_t(h-144), A_t(h-145), A_t(h-167), A_t(h-168), A_t(h-169), A_t(h-192), ) Dry(h-0), Dry(h-1), Dry(h-2), Dry(h-24), Dayofweek(h), Weekend(h)</td>
</tr>
<tr>
<td></td>
<td>( D_i )</td>
<td>( D_i(h-24), D_i(h-48), D_i(h-72), D_i(h-96), D_i(h-120), D_i(h-144), D_i(h-168), D_i(h-192) )</td>
</tr>
</tbody>
</table>

The wavelet-based ensemble model is presented in Fig. 4b. In order to capture
the multiscale load features, load series is cut up into a group of approximation and detail components. As discussed in Section 2.3, there are totally 24 combinations of wavelet parameters (WS\(_1\), WS\(_2\), ..., WS\(_{24}\)) used for load decomposition. For each sub-component (\(A_L\), \(D_L\), ..., \(D_1\)) obtained from the wavelet decomposition, a parallel model (Fig. 4c) consisting of 24 ELMs is allocated to predict the hourly load of the next day. For each ELM, the sigmoid and linear activation functions are used in the hidden and output layers, respectively. The number of hidden nodes is decided through extensive test, while the number of output nodes is 1.

As shown in Fig. 4c, the load value at each hour is predicted by a separate ELM. Hour \(i\) is the hour index of the next day. For example, ELM\(_1\) and ELM\(_{24}\) produce the forecasted load values for Hour 1 and 24, respectively. The output of the parallel model is the forecasted load sub-component (e.g. forecasted \(D_1\)). If we use a single ELM to recursively predict the loads of next day, the training set will be significantly larger than that of the ELM in a parallel model. To obtain a good forecast result, the single recursive model requires much more hidden neurons than parallel model. Therefore, we can say that the ELM predictors in parallel model are relatively small (i.e. less hidden neurons), and they are not likely to be overtrained in the learning process [35].

It is obvious that the number of individual forecasters is equal to the number of combinations of wavelet parameters. The 24 individual outputs are combined using the PLSR method. Note that the number of latent components involved in the PLSR model is selected by cross validation, which has been discussed in Section 2.4.

3. Results

In this section, the proposed method is tested using actual load and temperature
data. In order to confirm the effectiveness, the proposed method is compared with other state-of-the-art methods. Three error metrics are used to measure the forecasting performance: mean absolute percentage error (MAPE), mean absolute error (MAE) and root mean square error (RMSE). They are defined by

\[
\text{MAPE} = \frac{1}{M} \sum_{i=1}^{M} \left| \frac{y_i - \hat{y}_i}{y_i} \right| \times 100%
\]

\[
\text{MAE} = \frac{1}{M} \sum_{i=1}^{M} |y_i - \hat{y}_i|
\]

\[
\text{RMSE} = \sqrt{\frac{1}{M} \sum_{i=1}^{M} (y_i - \hat{y}_i)^2}
\]

where \(M\) is the number of load points, \(y_i\) is the actual load and \(\hat{y}_i\) is the forecasted load.

**Case 1:** In this case, the hourly load and temperature data from ISO New England [36] were used. Two typical months have been selected as the testing periods. The first one refers to January 2010, which is a winter month. The second one refers to July 2010, which is a summer month. For the winter month, the training set is from January 1, 2009 to December 31, 2009. For the summer month, the training set is from July 1, 2009 to June 30, 2010. The validation set is the last month of training set, which is used to fine-tune the model parameters.

Four different forecast models are chosen for the purpose of comparison:

1) **M1:** Wavelet transform is used to decompose the load series and each sub-component is modeled by a single ELM.

2) **M2:** The sub-components in M1 are forecasted by the parallel model, which is made up of 24 ELMs.

3) **M3:** The wavelet-based ensemble strategy is applied to generate individual predictors, which are then combined using the simple averaging method.
4) **M4 (proposed):** The PLSR method is used to combine the individual predictors in M3.

The 1-hour and 24-hour ahead forecast results are shown in Tables 2 and 3, respectively. The key findings are summarized as follows:

<table>
<thead>
<tr>
<th>Table 2 Results for 1-hour ahead load forecasting</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Winter month</strong></td>
</tr>
<tr>
<td>MAPE</td>
</tr>
<tr>
<td>M1</td>
</tr>
<tr>
<td>M2</td>
</tr>
<tr>
<td>M3</td>
</tr>
<tr>
<td>M4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 3 Results for 24-hour ahead load forecasting</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Winter month</strong></td>
</tr>
<tr>
<td>MAPE</td>
</tr>
<tr>
<td>M1</td>
</tr>
<tr>
<td>M2</td>
</tr>
<tr>
<td>M3</td>
</tr>
<tr>
<td>M4</td>
</tr>
</tbody>
</table>

1) It can be observed that the forecasting accuracy is improved if the sub-components are forecasted using the parallel model (M2) instead of the single ELM (M1). Furthermore, the improvement in the 1-hour case is smaller than that in the 24-hour case.

2) The results indicate that the proposed ensemble strategy is an effective way to enhance the forecasting accuracy. For the winter month, the 1-hour ahead forecast of M3 has obtained an increase of 23.5% (in MAPE) over M2, while the day ahead forecast experiences a 19.4% improvement (in MAPE) from M2 to M3.

3) PLSR presents better performance in comparison with simple averaging.

Taking the summer month as an example, the forecast error of the 1-hour
case is reduced by 6.4% (in MAPE) from M3 to M4. For the 24-hour case, the forecast accuracy of M3 is 6.1% worse (in MAPE) than that of M4. This implies that PLSR can produce more accurate ensemble forecast.

4) The proposed method outperforms other three models in all error measures, which confirms the effectiveness of the proposed method. The forecasting results with different horizons is shown in Fig. 5.
Fig. 5 Forecast results of M1-M4.

**Case 2:** This case compares the proposed method to standard neural network (SNN) and similar day-based wavelet neural networks (SIWNN) in [31]. The SNN
method was carried out by using a single neural network, which used weekday index, weather and historical load values as the inputs. The SIWNN method selected similar day load as the input data and used wavelet decomposition and separate neural networks to capture the load features. The comparison is performed on the ISO New England data. The training period is from March 2003 to December 2005. The hourly loads from January 1, 2006 to December 31, 2006 are predicted. The 24-hour ahead forecast results are shown in Fig. 6, where the values of SNN and SIWNN are extracted from [31]. It is clear that the proposed method produces lower forecast errors than other methods in all months. On an average, the proposed method is 26.6% and 12.9% better than the SNN and SIWNN methods, respectively.

![Fig. 6 Monthly results for the models in Case 2.](image)

**Case 3:** In this case, a comparison is made between the proposed method and the ISO-NE method in [37] and the wavelet neural networks (WNN) method in [38] based on the ISO New England data. The testing period ranges from July 1, 2008 to July 31, 2008. Only the 1-hour ahead load forecast is considered. The forecast results
of the three methods are shown in Table 4. On the given testing month, the proposed method has better performance than the WNN method, about 16.3% better in MAPE and 15.9% better in MAE. Compared to the ISO-NE method, the proposed method shows significant improvements in both MAPE and MAE metrics.

Table 4 Forecast results for the three methods in Case 3

<table>
<thead>
<tr>
<th>Method</th>
<th>MAPE (%)</th>
<th>MAE (MW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ISO-NE [37]</td>
<td>0.81</td>
<td>138.33</td>
</tr>
<tr>
<td>WNN [38]</td>
<td>0.49</td>
<td>83.54</td>
</tr>
<tr>
<td>Proposed</td>
<td>0.41</td>
<td>70.22</td>
</tr>
</tbody>
</table>

**Case 4:** This case compares the proposed method to the neural network models in [39]. The ISO New England data from 2004 to 2009 are used for training, and the testing period is from 2010 to 2011. The comparative models are: SVR, ELM, improved second-order (ISO) algorithm, original and modified error correction (ErrCor) algorithms. Only the 24-hour ahead load forecasting is studied. The forecast results are shown in Table 5. The improvement of the proposed method compared to the best available method is given in the last row. It is clear that the proposed method produces better results than other methods in all testing cases.

Table 5 Forecast results of the models in Case 4

<table>
<thead>
<tr>
<th>Method</th>
<th>MAPE values 2010</th>
<th>MAPE values 2011</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVR</td>
<td>1.79</td>
<td>2.07</td>
</tr>
<tr>
<td>ELM</td>
<td>1.83</td>
<td>2.19</td>
</tr>
<tr>
<td>ISO</td>
<td>1.95</td>
<td>2.20</td>
</tr>
<tr>
<td>ErrCor original</td>
<td>1.80</td>
<td>2.02</td>
</tr>
<tr>
<td>ErrCor modified</td>
<td>1.75</td>
<td>1.98</td>
</tr>
<tr>
<td>Proposed</td>
<td>1.50</td>
<td>1.80</td>
</tr>
<tr>
<td>Improvement</td>
<td>14.3%</td>
<td>9.1%</td>
</tr>
</tbody>
</table>

**Case 5:** This case examines the proposed method based on the North America electric utility data [40]. The experiment is conducted using the load and temperature data from January 1, 1988 to October 12, 1992. The two-year loads prior to October
12, 1992 are forecasted and the remaining data are used for training.

The proposed method is compared to other state-of-the-art methods reported in [29, 30, 35, 41]. Both 1-hour and 24-hour ahead forecasts are tested. To study the effect of temperature errors on load forecasting, the proposed method is examined using noisy temperatures. The Gaussian noise of zero mean and standard deviation of 0.6 °C is added to the measurements [30]. It is noted that holidays and weekends are the challenging parts in load forecasting, because the load pattern is quite different from that of regular workdays.

The results with and without holidays and weekends are presented in Tables 6 and 7, respectively. The improvement of the proposed method compared to the best available method is given in the last row. It can be observed that the proposed method outperforms other methods in all testing cases on the North American utility data. Moreover, the proposed method can result in encouraging forecasting results in case of noisy temperatures, and holidays and weekends.

<table>
<thead>
<tr>
<th>Model</th>
<th>Actual temperature 1-hour</th>
<th>Actual temperature 24-hour</th>
<th>Noisy temperature 1-hour</th>
<th>Noisy temperature 24-hour</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSA-SVR [35]</td>
<td>0.72</td>
<td>1.99</td>
<td>0.73</td>
<td>2.03</td>
</tr>
<tr>
<td>ESN [41]</td>
<td>1.14</td>
<td>2.37</td>
<td>1.21</td>
<td>2.533</td>
</tr>
<tr>
<td>Proposed</td>
<td>0.59</td>
<td>1.86</td>
<td>0.62</td>
<td>1.90</td>
</tr>
<tr>
<td>Improvement</td>
<td>18.1%</td>
<td>6.5%</td>
<td>15.1%</td>
<td>6.4%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model</th>
<th>Actual temperature 1-hour</th>
<th>Actual temperature 24-hour</th>
<th>Noisy temperature 1-hour</th>
<th>Noisy temperature 24-hour</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1 [30]</td>
<td>2.10</td>
<td>3.58</td>
<td>2.15</td>
<td>4.46</td>
</tr>
<tr>
<td>Model 2 [30]</td>
<td>1.10</td>
<td>3.41</td>
<td>1.11</td>
<td>3.64</td>
</tr>
<tr>
<td>Model 3 [30]</td>
<td>1.12</td>
<td>3.16</td>
<td>1.14</td>
<td>3.38</td>
</tr>
<tr>
<td>Model 4 [30]</td>
<td>1.99</td>
<td>2.64</td>
<td>2.04</td>
<td>2.82</td>
</tr>
<tr>
<td>WT-NN-EA [29]</td>
<td>0.99</td>
<td>2.04</td>
<td>n.a.</td>
<td>n.a.</td>
</tr>
<tr>
<td>ESN [41]</td>
<td>1.048</td>
<td>2.1174</td>
<td>n.a.</td>
<td>n.a.</td>
</tr>
<tr>
<td>Proposed</td>
<td>0.52</td>
<td>1.81</td>
<td>0.57</td>
<td>1.85</td>
</tr>
<tr>
<td>Improvement</td>
<td>47.5%</td>
<td>11.3%</td>
<td>48.6%</td>
<td>34.5%</td>
</tr>
</tbody>
</table>
Case 6: In this case, the proposed method is compared to the abductive network model in [42] on the North American utility data. The five-year (1985-1989) data are used for model synthesis and the forecast model is tested over the following year (1990). The forecast results of 1-hour and 24-hour cases are given in Table 8. Significant improvements for both 1-hour and 24-hour ahead load forecasting are observed using the proposed method.

<table>
<thead>
<tr>
<th></th>
<th>1-hour</th>
<th>24-hour</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abductive [42]</td>
<td>1.14</td>
<td>2.66</td>
</tr>
<tr>
<td>Proposed</td>
<td>0.54</td>
<td>2.02</td>
</tr>
<tr>
<td>Improvement</td>
<td>52.6%</td>
<td>24.1%</td>
</tr>
</tbody>
</table>

4. Conclusions

In this paper, a novel STLF method is proposed based on the ELM. The proposed wavelet-based ensemble strategy employs different wavelet specifications to create an ensemble of individual predictors. For each sub-component obtained from the wavelet decomposition, a parallel forecast model is established. To make an accurate ensemble forecast, the individual outputs are combined using the PLSR method. The proposed STLF method can alleviate many problems, such as overtraining and wavelet parameter determination.

The proposed method has been tested using actual data from two electric utilities. Both 1-hour and 24-hour ahead load forecasts are considered. The results demonstrate that the proposed method can produce better forecasting accuracy than other state-of-the-art models.
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