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Abstract—Automated Visual Inspection (AVI) systems for metal surface inspection are increasingly used in industries to aid human visual inspectors for classification of possible anomalies. For classification, the challenge lies in having a small and specific dataset that may easily result in over-fitting. As a solution, we propose to use deep Convolutional Neural Networks (ConvNets) learnt from the large ImageNet dataset [9] for image representations via transfer learning. Since a small dataset cannot be used to fine-tune a ConvNet due to overfitting, we also propose a Majority Voting Mechanism (MVM), which fuses the features extracted from the last three layers of ConvNets using Support Vector Machine (SVM) classifiers. This classification framework is effective where no prior knowledge of the best performing ConvNet layers is needed. This also allows flexibility in the choice of ConvNet used for feature extraction. The proposed method not only outperforms state-of-the-art traditional hand-crafted features in terms of classification but also obtains good results compared to other deep features with selected best layers on several anomaly and texture datasets.
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I. INTRODUCTION

Along with the ability to utilize computer vision technologies to consistently and systematically assist in task accomplishment, Automated Visual Inspection (AVI) systems are increasingly popular in industries. In general, AVI for metal surface consists of anomaly detection and classification to localize anomalies and recognize them respectively. While there are numerous techniques used for detection such as keypoint detection [3], phase Fourier reconstruction [15] and template matching [34], this paper aims to handle the challenging task of anomaly classification.

For real-world industrial datasets where anomalies are rare yet a necessity to be identified, these unique and industry-dependent anomaly datasets are typically small [33]. For example, AVI anomaly metal surface inspection dataset contains anomaly patches with a wide range of lighting conditions and different classes of anomalies also have a large intra-class variance and small inter-class variance as shown in Fig. 1. Hence, an effective anomaly classification framework is required as an apt solution for such a complex and challenging anomaly dataset.

Typical feature extraction techniques include Gabor filter bank [4], Scale Invariant Feature Transform (SIFT) [3] and Blur feature [5]. These popular traditional features have achieved comparable classification results in numerous domains besides anomaly classification [11], [17, 18, 19]. However, for small datasets, a discriminative feature extractor is necessary to avoid overfitting.

While small datasets suffer from the need to have discriminative features, recently, large datasets such as ImageNet, have attained state-of-the-art performance by utilizing variations of Convolutional Neural Networks (ConvNets) for feature extraction and classification [7, 8], [16], [19], [27]. Literature has shown that ConvNets trained on these large datasets surpass the performance of traditional hand-crafted features in numerous classification, recognition and segmentation tasks [1, 2], [13, 14].

A contribution of this paper lies in leveraging the benefits of ConvNets which learn general image representations through large datasets for tasks on small datasets. Through transfer learning, these deep ConvNets can be used as strong feature extractors for small datasets. While benefitting from using pre-learnt ConvNet features, it is challenging to fine-tune...
the classification layer using small datasets due to overfitting. In addition, the discriminative power of the ConvNet layers is inconsistent for small datasets.

Hence, in this paper, we propose to use deep ConvNets for image representation via transfer learning. Therefore, the last three layers, excluding the softmax and last fully connected layers, are extracted as features. Furthermore, to have a stable classification solution, we propose a Majority Voting Mechanism (MVM) by fusing the features extracted from the last three layers before the classification layer using Support Vector Machine (SVM) classifiers. This framework can be used to attain robust classification without any prior knowledge of the best performing ConvNet and its layer. In addition, the flexibility of the proposed framework allows any ConvNet such as those of Visual Geometry Group (VGG) to be used for this purpose.

Our experimental results show that the proposed classification framework substantially improves the performance for small datasets and eliminates overfitting. Besides surpassing the performance of traditional hand-crafted features, the proposed method also performs well when compared to other deep features with selected best layers. The proposed approach shows promising performance when applied to metal surface anomaly datasets such as NEU [19] and AVI [15], [34] and other benchmark texture on material datasets such as CURET [28] and KTH-TIPS2 [31].

II. RELATED WORK

A. Transfer Learning

Typically, traditional hand-crafted features such as Grayscale Histogram, Blur [5], Gabor filter bank [4] and DenseSIFT [17] are used to extract pixel intensity, blur regions, orientation and local descriptors respectively from images. In addition, these features can be represented with Spatial Pyramid Matching (SPM) [24], Sparse Coding (SC) [25] and Improved Fisher Vector (IFV) [18] to enhance performance. While Cimpoi et al. claims that combinations of hand-crafted features achieve comparable performance to deep ConvNets when tested on large datasets [11, 12], this cannot be ensured for the case with small datasets. Through transfer learning, small datasets utilize the advantages of the learnt ConvNet features by substituting them for traditional feature extractors [20, 21], [26].

In literature, numerous ConvNets trained on large datasets such as ImageNet have been discussed with different architectures [7, 8], [10]. The benefit of learning ConvNet features from a large dataset consisting of a wide range of classes is that general-purpose features can be learnt in the layers. Features such as orientation that are extracted from the layers of these ConvNets can be transferred to other datasets in different domains using techniques such as parameter tuning [13, 14], [22, 23]. For instance, Oquab et al. [22] proposed a transfer learning method which fine-tunes parameters of ConvNets so as to use the learnt models on other datasets. This method re-trains the ConvNet softmax and last fully-connected layers to provide a model of better fit when applied to another new dataset that is relatively large. Despite the rise in such fine-tuned ConvNets achieving increasing accuracy in classification tasks [7], fine-tuning is not suitable for small datasets due to overfitting of the ConvNet parameters. While the domains of these datasets are different from those used for training the ConvNet, it can still be used as feature extractors through transfer learning [7], [21], [23]. For instance, Cimpoi et al. proved that fine-tuning is not necessary for these features to be transferred to other datasets [27]. Furthermore, high classification accuracies have been noticed by Razavian et al. [21] when a ConvNet trained on the ImageNet dataset is used as feature extractors for scene datasets.

B. Anomaly Classification

For anomaly classification of small datasets, most works in literature have been discussed on using traditional hand-crafted features for feature extraction. For the NEU dataset with defects on metal surfaces, Song et al. showed that using Scattering Convolutional Network (SCN), a type of ConvNet, learnt from comparable results [19]. However, Pan et al. later proved that traditional features such as DenseSIFT+IFV and Local SIFT Pattern (LSP) performed slightly better than SCN [18]. However, the performance of these traditional features only attributed to a marginal increase in performance. Similar to the small NEU defect dataset, Haddad et al. handled anomaly classification in semiconductor units using traditional hand-crafted features [33]. While traditional features are proposed for anomaly classification of small dataset, Patrick et al. claims that OverFeat, another ConvNet, performs well for the same NEU dataset [26]. Even though ConvNets have been explored for anomaly classification, only a single pre-selected ConvNet layer such as the first fully connected layer in OverFeat is always used for classification. In addition, these selected ConvNet layers are trained a single linear SVM classifier.

In our work, we propose to utilize the benefits of transfer learning from deep ConvNets for anomaly classification on small datasets. Differing from the standard approach for transfer learning [22], [27], we propose MVM to combine features from multiple layers of a ConvNet using SVM classifiers instead of a single pre-defined layer. In addition to providing stability in the discriminative power of the features, no prior knowledge of the best performing layer in any deep ConvNet is required.

III. ANOMALY CLASSIFICATION USING DEEP CONVNETS

This paper proposes a classification framework using transfer learning from deep ConvNets for feature extraction in an anomaly classification task. Fig. 2 shows the proposed framework that extracts multiple deep features using ConvNets learnt from ImageNet, followed by classification using linear SVM classifiers. Eventually, a Majority Voting Mechanism (MVM) is also proposed as a generic classification framework to combine the extracted features using SVM classifiers.

A. Deep ConvNets

With an influx in benefits and architectures of ConvNets trained from ImageNet, there is a wide range of ConvNets
that has generic features learnt in the layers. This provides numerous options for choosing a ConvNet to extract features for small datasets in our framework. From simple architectures such as LeNet, AlexNet and VGG models [6], [8], [23], to complex architectures such as GoogLeNet [10], this proposed framework allows any of these models to be used for feature extraction. Hence, a benefit from this classification framework lies in pre-training the ConvNet using a large dataset, where any ConvNet can be used for feature extraction.

While the framework allows any ConvNet to be used, we propose to use VGG models as a basis for comparison since classification is shown to increase using features extracted from deeper layers of a ConvNet [9], [10], [21]. These models consist of different architectures that follow traditional ConvNet architectures by LeNet and AlexNet [6], [8]. They include VGG-S, VGG-F, VGG-M, VGG-M-128, VGG-M-1024, VGG-M-2048, VGG-16 and VGG-19 as trained by Simonyan et al. [8] and Chatfield et al. [23]. Furthermore, VGG models perform better compared to other ConvNets such as DeCAF and AlexNet when tested on larger datasets [16], [23], [27]. Hence, in the experiments, we use VGG ConvNets as default.

B. Transferring Features from Deep ConvNets

Traditional features and encoding methods such as DenseSIFT+IFV have shown promising results for classification of large texture and defect datasets [16], [18], [19], [27]. When there are many samples, highly discriminative features can be extracted and generic classifiers can be trained. However, for small datasets, it is challenging to learn generic features and classifiers using simple traditional features and encoders. Instead, strong features such as those in the layers of deep ConvNets trained using large datasets are required. However, ConvNets trained specifically using small datasets also suffer from overfitting.

A ConvNet requires a large dataset to ensure that the model is learnt to fit the dataset without over-fitting since numerous parameters need to be tuned. Instead of training ConvNets from scratch, those trained on large datasets such as ImageNet can be used to extract features of other datasets. Typically, for any trained ConvNet used in transfer learning, the classification layer is retrained using the dataset of the task. However for small datasets, fine-tuning causes overfitting. Therefore, we remove the last fully connected classification and softmax layers of the network and utilize the remaining ConvNet for feature extraction.

C. Multi-layered Deep Feature Extraction

Deep features from various deep ConvNet layers are used as the discriminative power of layers vary for small datasets. Razavian et al. [21] proved that classification increases as features from deeper layers are extracted. On the other hand, Cimpoi et al. showed that features from the second fully connected (SFC) layer performed consistently on large texture on material datasets [27]. However, this is not the case for smaller datasets as the most discriminative feature alternates between the first fully connected (FFC) and SFC layers, both of whom represent the global image. Furthermore, the convolutional properties of the last convolutional (LC) layer in the local region of an image allows it to be interpreted as a local image descriptor [27]. To ensure that both the local and global image descriptors are represented in the feature extraction, deeper layers from the LC, FFC and SFC layers are used for feature extraction.

D. Multi-layered Deep Feature Classification

ConvNet features complemented by SVM classifiers have shown to have improved the classification of datasets similar to ImageNet [21]. Besides allowing discriminative classifiers to be learnt without overfitting despite a small dataset, SVM also enables comparison with prior classification work [11], [18], [27]. Hence, these classifiers are used to train each of the extracted deep features [18].

Three linear SVM classifiers, namely SVM LC, SVM FFC and SVM SFC, are used to train the deep features from the LC, FFC and SFC layers respectively. These classifiers are used to classify the features extracted from the corresponding layers using the test data. The predicted labels from each of the layers, Predictions LC, FFC and SFC, are solely based on the features extracted and classifiers trained on that particular layer.
Besides being discriminative in a small dataset, these SVM classifiers allow a controlled comparison with prior work for public defect and texture datasets.

E. Majority Voting Mechanism

While the performance of SFC layer is consistent in large datasets [27], the best performing layer is entirely dependent on the dataset for small datasets. Despite this volatility in performance between the FFC and SFC, the SVM classifier has to be robust to handle this instability. Hence, MVM is also proposed by utilizing the features and classifiers from all the chosen layers to determine the classification output.

In this proposed mechanism, the majority of all predictions LC, FFC and SFC is assigned as the predicted label. A conditional priority is also assigned to a layer that has the best average performance across most of the ConvNets when all the predictions are different and there is no majority. Based on experiments, we propose to assign prediction FFC as the conditional priority.

In addition, MVM is also used to enhance the classification results when there is no prior knowledge of the best performing layer in any deep ConvNet which is required in our framework that allows any ConvNet to be used. Since the best performing layer of a ConvNet is dependent on a dataset, especially for small datasets, this mechanism increases efficiency by mitigating the need to determine the best performing layer.

IV. EXPERIMENTAL RESULTS

This section compares the effectiveness of the proposed classification framework across datasets from three domains, namely industrial AVI anomaly dataset, public defect and benchmark texture on material datasets. All the datasets, dominate with texture characteristics on materials. Every input image is resized to 224x224x3 to comply with the architecture of the selected ConvNets. For most ConvNets, the feature vectors are of dimensions 14x14x512, 1x4096 and 1x4096 respectively for the LC, FFC and SFC layers. On the other hand, for VGG-M-128, VGG-M-1024 and VGG-M-2048, the features from their respective SFC layers are 1x128, 1x1024 and 1x2048. In order to train a strong classifier for the features extracted from small datasets, input data is split into train and test sets based on the experimental settings of each dataset. The average multiclass classification accuracy is used as the metric to compare the effectiveness of the proposed framework.

A. AVI Anomaly Dataset

AVI dataset consists of localized anomaly patches from five unique classes namely Melt, Plusmetal, Scratch, Scuff and Shadowing as shown Fig. 1. There are 30, 40, 20, 180 and 50 samples of anomalies in each of the respective classes. This small dataset has an uneven number of anomaly samples in each class, which is a challenge for the classification task. Furthermore, the inter-class variance between classes of anomalies such as Scuff and Scratch is low. On the other hand, the intra-class variance in each anomaly class is very high such as the samples inPlusmetal that are very different from each other. The experiments are evaluated for AVI anomaly dataset based on the average classification accuracy over 10 runs. For each run, the dataset is split randomly into train and test data, where half the dataset is used for training.

1) Classification across Layers of Deep ConvNets

The performance of the features extracted at each of the ConvNet layers is compared for the eight selected deep networks as shown in Fig. 3. A linear SVM classifier is used to depict the discriminative capabilities of each ConvNet layer on this small dataset. An upward trend in the performance is noted across all the ConvNets as deep features are extracted from higher layers. It can be observed that the best performance are typically from the last three layers of each ConvNet, which correspond to the LC, FFC and SFC layers. Similar to the conclusion by Razavian et al. [21], features from higher layers also perform well in the classification of the challenging AVI anomaly dataset. Hence, it is effective to use these three layers to extract deep features in the proposed framework.

2) Comparison of Deep Features and MVM

The performance of the deep features extracted from the LC, FFC and SFC layers and MVM using each of these layers as priority are compared in Table I. The best performing layer mostly alternates between FFC and SFC for these ConvNets in this dataset. However, this instability in performance can be tackled using the proposed MVM as it requires no prior knowledge on the best performing layer. For most ConvNets, MVM performs as the best or a close second to its respective best layer. For instance, the best deep feature, FFC of VGG-19, also perform well in the classification of the challenging AVI anomaly dataset. Hence, it is effective to use these three layers to extract deep features in the proposed framework.

<table>
<thead>
<tr>
<th>Deep ConvNet</th>
<th>LC</th>
<th>FFC</th>
<th>SFC</th>
<th>MVM (LC)</th>
<th>MVM (FFC)</th>
<th>MVM (SFC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGG-S</td>
<td>64.73</td>
<td>71.92</td>
<td>75.56</td>
<td>73.29</td>
<td>73.19</td>
<td>74.09</td>
</tr>
<tr>
<td>VGG-F</td>
<td>61.38</td>
<td>75.60</td>
<td>74.92</td>
<td>73.90</td>
<td>75.12</td>
<td>74.20</td>
</tr>
<tr>
<td>VGG-M</td>
<td>68.23</td>
<td>71.66</td>
<td>70.54</td>
<td>72.34</td>
<td>72.54</td>
<td>72.44</td>
</tr>
<tr>
<td>VGG-M-128</td>
<td>67.83</td>
<td>70.61</td>
<td>66.89</td>
<td>70.26</td>
<td>70.86</td>
<td>70.46</td>
</tr>
<tr>
<td>VGG-M-1024</td>
<td>53.32</td>
<td>61.78</td>
<td>62.60</td>
<td>59.88</td>
<td>59.38</td>
<td>59.12</td>
</tr>
<tr>
<td>VGG-M-2048</td>
<td>66.49</td>
<td>70.87</td>
<td>70.27</td>
<td>71.16</td>
<td>70.93</td>
<td>71.03</td>
</tr>
<tr>
<td>VGG-16</td>
<td>67.61</td>
<td>71.52</td>
<td>75.37</td>
<td>73.09</td>
<td>73.59</td>
<td>73.19</td>
</tr>
<tr>
<td>VGG-19</td>
<td>70.50</td>
<td>76.59</td>
<td>73.46</td>
<td>74.80</td>
<td>75.26</td>
<td>74.56</td>
</tr>
<tr>
<td>Average</td>
<td>65.01</td>
<td>71.32</td>
<td>71.20</td>
<td>71.09</td>
<td>71.36</td>
<td>71.14</td>
</tr>
</tbody>
</table>

1 Limited disclosure due to confidentiality reasons
achieves an accuracy of 76.59%, while its corresponding best MVM with conditional priority for prediction FFC, MVM (FFC), has an accuracy of 75.26%. Furthermore, MVM (FFC) performs the best when compared to other single layered deep features and the other two MVM with different conditional priorities in terms of average accuracy across all ConvNets. Therefore, we use MVM (FFC) with VGG-19 which achieves the best MVM (FFC) performance across all the ConvNets, denoted by MVM-VGG-19, as the baseline for comparison in the following experiments.

3) Comparison with Traditional Hand-Crafted Features

Traditional features such as Grayscale Histogram, Blur [5], Gabor filter bank [4] and DenseSIFT [17], with techniques such as SPM [24], SC [25] and IFV [18] are compared with the baseline as shown in Table II. The performance of these hand-crafted features using a linear SVM classifier is less than 52% in terms of accuracy. However, the baseline MVM-VGG-19 achieves 75.26% which surpasses those of traditional features by at least 23%. It is worth mentioning that using deep features across all the ConvNets outperform the best hand-crafted feature. These experiments show that for small datasets that have anomalies with different inter and intra class variances, the proposed framework is more discriminative than the traditional features.

The baseline from our framework, MVM-VGG-19 with a conditional priority to prediction FFC, is further analyzed for classification on other public datasets of defects on metal surface and texture on materials.

B. NEU Defect Dataset

The NEU dataset [19] is also a small texture-like defect dataset consisting of 300 localized defect images for each of the six defect classes on steel surfaces as shown in Fig. 4. It can be noted that this public dataset has more training samples for each class than those from the most dominant class in AVI.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCN [19]</td>
<td>98.60</td>
</tr>
<tr>
<td>LBP [26]</td>
<td>97.93</td>
</tr>
<tr>
<td>OverFeat [26]</td>
<td>98.70</td>
</tr>
<tr>
<td>DenseSIFT + IFV [18]</td>
<td>99.86</td>
</tr>
<tr>
<td>LSP [18]</td>
<td>99.87</td>
</tr>
<tr>
<td>MVM-VGG-19</td>
<td>75.26</td>
</tr>
</tbody>
</table>

Table II. Classification Accuracy of Traditional Features and Baseline of Proposed Classification Framework in Percentage

<table>
<thead>
<tr>
<th>Feature</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCN [19]</td>
<td>98.60</td>
</tr>
<tr>
<td>LBP [26]</td>
<td>97.93</td>
</tr>
<tr>
<td>OverFeat [26]</td>
<td>98.70</td>
</tr>
<tr>
<td>DenseSIFT + IFV [18]</td>
<td>99.86</td>
</tr>
<tr>
<td>LSP [18]</td>
<td>99.87</td>
</tr>
<tr>
<td>MVM-VGG-19</td>
<td>75.26</td>
</tr>
</tbody>
</table>

Table III. Classification Accuracies for NEU Defect Dataset in Percentage

The anomaly dataset. While DenseSIFT+IFV has a high accuracy on this dataset, this is not so for AVI dataset [18]. Hence, the baseline MVM-VGG-19 is compared with the state-of-the-art results using the experimental settings as that of Pan et al. [18] as shown in Table III. In addition to surpassing the performance of other ConvNet such as OverFeat [26] and SCN [19], the MVM-VGG-19 also performed comparably to other state-of-the-art traditional features like Local Binary Pattern (LBP), LSP and DenseSIFT+IFV. It can be observed that for this defect dataset, both the traditional features and the proposed baseline achieved a high classification. Despite the lack of prior information on the best performing ConvNet layer, the proposed mechanism performs with stability when applied to this dataset.

C. Texture on Material Datasets

CUReT [28], UMD [32], UIUC [29], KTH-TIPS [30], KTH-TIPS2 [31] are some large benchmark datasets used for texture classification on materials. While these public datasets have texture properties similar to that on metal surface in the anomaly and defect dataset, they are also much larger and have illumination invariance. Using the respective experimental settings for each dataset, the performance of MVM-VGG-19 is compared against state-of-the-art ConvNet features as shown in Table IV [11], [27]. MVM-VGG-19 performs reasonably well when compared to the prior methods for almost all the datasets. Even for KTH-TIPS-2b, the performance of MVM-VGG-19 is comparable to its best performance. While pre-selected single layers are used for feature extraction in previous methods, the proposed method requires no prior knowledge on the performance of single layers. Unlike the features from the pre-selected single layer that uses global image descriptors, our proposed method fuses features from three layers which consist of both global and local image descriptors. Hence, the proposed framework is effective for classification on these datasets.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>CURTe</td>
<td>97.9 ± 0.4</td>
<td>94.4 ± 0.4</td>
<td>94.2 ± 0.3</td>
<td>94.5 ± 0.4</td>
<td>98.7 ± 0.6</td>
</tr>
<tr>
<td>UMD</td>
<td>96.4 ± 0.7</td>
<td>95.9 ± 0.9</td>
<td>97.2 ± 0.9</td>
<td>97.7 ± 0.7</td>
<td>99.1 ± 1.3</td>
</tr>
<tr>
<td>UIUC</td>
<td>94.2 ± 1.1</td>
<td>91.1 ± 1.7</td>
<td>94.5 ± 1.4</td>
<td>97.0 ± 0.7</td>
<td>98.0 ± 1.6</td>
</tr>
<tr>
<td>KTH</td>
<td>96.9 ± 0.9</td>
<td>95.5 ± 1.3</td>
<td>96.1 ± 0.9</td>
<td>97.9 ± 0.9</td>
<td>98.6 ± 2.8</td>
</tr>
<tr>
<td>KTH-2a</td>
<td>78.4 ± 2.0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>84.6 ± 3.3</td>
</tr>
<tr>
<td>KTH-2b</td>
<td>70.7 ± 1.6</td>
<td>71.5 ± 1.3</td>
<td>71.0 ± 2.3</td>
<td>75.4 ± 1.5</td>
<td>73.4 ± 4.1</td>
</tr>
</tbody>
</table>

Fig. 4. Types of Defect in NEU Defect Dataset: (a) Rolled-in-Scales, (b) Patches, (c) Crazing, (d) Pitted Surface, (e) Inclusion and (f) Scratches
In this paper, we have proposed a flexible multi-layered deep feature extraction from ConvNets via transfer learning as part of a classification framework for small datasets. The flexibility of the proposed method allows any ConvNet to be used for feature extraction. In addition, a Majority Voting Mechanism (MVM) is also proposed to overcome the problems of overfitting from small datasets by fusing multi-layered deep features using linear SVM classifiers. Furthermore, this method requires no prior knowledge of the best performing ConvNet layer. Remarkable performance on challenging anomaly and texture datasets can be observed when compared to traditional hand-crafted features and other ConvNets with pre-selected layers.
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