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Electrokinetic flow, due to a nearly plug-like velocity profile, is the preferred mode for transport of fluids (by electroosmosis) and species (by electrophoresis if charged) in microfluidic devices. Thus far there have been numerous studies on electrokinetic flow within a variety of microchannel structures. However, the fluid and species behaviors at the interface of the inlet reservoir (i.e., the well that supplies the fluid and species) and microchannel are still largely unexplored. This work presents a fundamental investigation of the induced charge effects on electrokinetic entry flow due to the polarization of dielectric corners at the inlet reservoir-microchannel junction. We use small tracing particles suspended in a low ionic concentration fluid to visualize the electrokinetic flow pattern in the absence of Joule heating effects. Particles are found to get trapped and concentrated inside a pair of counter-rotating fluid circulations near the corners of the channel entrance. We also develop a depth-averaged numerical model to understand the induced charge on the corner surfaces and simulate the resultant induced charge electroosmosis (ICEO) in the horizontal plane of the microchannel. The particle streaklines predicted from this model are compared with the experimental images of tracing particles, which shows a significantly better agreement than those from a regular two-dimensional model. This study indicates the strong influences of the top/bottom walls on ICEO in shallow microchannels, which have been neglected in previous two-dimensional models. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4984741]

I. INTRODUCTION

Electrokinetic flow is typically referred to as the transport of liquids by electroosmosis (EO) and the transport of charged species by electrophoresis (EP).1,2 Both motions result from the action of electric field on the free charge density inside a spontaneously formed electric double layer (EDL) at the liquid-solid interface.3,4 Electrokinetic flow is the transport method of choice in microfluidic devices because it has a much lower flow resistance and yields a much smaller hydrodynamic dispersion than the traditional pressure-driven flow.5,6 This is attributed to its nearly plug-like velocity profile as compared to the parabolic profile of pressure-driven flow.7 There have been numerous studies on electrokinetic flow as well as electrokinetic manipulation (e.g., mixing, focusing, pre-concentrating, and sorting) of diverse species (e.g., ions, molecules, particles, viruses, and cells) inside a variety of microchannel structures.8–10 However, very little attention has been paid to electrokinetic entry flow from the reservoir to microchannel, which is the origin of all fluid and species motions within a microfluidic chip.

It has been reported that a continuous supply of fluid via EO induces a pressure-driven backflow inside a microchannel due to the fluid depletion and buildup in the finite-sized inlet and outlet reservoirs, respectively.11 This phenomenon, however, becomes negligible when large reservoirs and/or long slim microchannels are used.12 Recently our group has developed a new dielectrophoretic technique, which we termed reservoir-based dielectrophoresis (DEP)13 for particle focusing, trapping, concentration, and separation inside the inlet reservoir in a continuous electrokinetic flow.14,15 This technique stems from the intrinsic electric field gradients at the reservoir-microchannel junction, which is a result of the significant size mismatch between the reservoir (typically a few millimeters in diameter and depth) and microchannel (typically tens of micrometers in width and depth).16 Its effectiveness is, however, subjected to the influence of Joule heating that may lead to a significant temperature rise in the fluid and in turn the whole microfluidic chip due to thermal diffusion.17,18 Even worse are the resultant fluid temperature gradients at the reservoir-microchannel junction, which has been demonstrated to cause fluid circulations and hence reduce the dielectrophoretic focusing and trapping of particles.19,20 This so-called electrothermal flow arises from the action of electric field on the inhomogeneous temperature-dependent fluid properties.21,22 More recently, our group has reported an

[Note: The full text is available on the AIP Publishing website or through the DOI provided in the citation.]
electrokinetic in-reservoir pre-concentration of particles and bacterial cells,23 where Joule heating effects can be safely neglected due to the use of a low ionic concentration fluid.24,25 We have attributed this phenomenon to the recirculating flow of induced charge electroosmosis (ICEO) at the channel entrance.

Induced charge is the diffuse charge produced on a polarizable (either conducting or dielectric) surface due to the application of an electric field.26 This charge (or, equivalently, the induced zeta potential) is different from the fixed constant charge (or, equivalently, the equilibrium zeta potential) that is acquired spontaneously on a surface in the absence of an external electric field.27 It forms an “induced” EDL in the fluid, within which the ionic charge responds to the applied electric field yielding a fluid motion termed ICEO.28 This flow has a nonlinear quadratic dependence on electric field and often consists of counter-rotating rolls.29–31 It has been extensively studied around conducting surfaces of, for instance, metal electrodes and particles, which can be either electrically activated32–34 or left floating35–45 as reviewed by Bazant and Squires.46 ICEO also takes place around an inert but polarizable object where the surface charge is induced by the electric field leaked into the object.47,48 Such induced charge effects on classical EO have been studied inside microchannels with either sharp tips49–51 or T-junctions between a wide and a narrow section.52–55

There have been a number of theoretical and numerical studies on ICEO56,50–55 in the literature. However, the predictions from these two-dimensional (2D) models often significantly deviate from the experimental data,50,54 sometimes even by more than one order of magnitude.55 As the fluid and solid domains must be considered simultaneously for electric field, the three-dimensional (3D) modeling of ICEO, though expected to provide an accurate simulation, will be apparently expensive and has yet to be reported. We develop in this work for the first time a depth-averaged numerical model to predict and understand the induced charge effects on electrokinetic entry flow in microfluidic devices. This full-scale 2D simulation accounts for the influences of the top/bottom microchannel walls on charge and fluid transfer in shallow microchannels via the depth-averaging of standard transport equations. Its predictions are compared with those of a regular 2D model that assumes an infinite channel depth. We also perform a set of experiments on electrokinetic entry flow with small tracing particles in an on-chip straight rectangular microchannel. The observations are compared with the predicted particle streaklines of the depth-averaged numerical model. Moreover, a numerical parametric study is carried out on the induced charge effects in electrokinetic entry flow. The developed depth-averaged model is anticipated to serve as an efficient and accurate tool for the optimal design and control of a wide class of electrokinetic microdevices with shallow-channel geometries in a variety of applications such as sample mixing,51 cell enrichment, and separation14–16.

II. EXPERIMENT

A. Preparations of microfluidic chip and particle solution

Figure 1(a) shows a picture of the microfluidic chip that was fabricated with polydimethylsiloxane (PDMS) using the standard soft lithography technique. The detailed procedure can be found in our previous paper.56 The microchip has a 2 mm-thick PDMS slab on top of a 1 mm-thick glass slide. The bottom side of the PDMS slab is a rectangular microchannel of 25 µm deep between two reservoirs. The main-body of the channel is a 500 µm-wide straight section of 3.3 cm long. Near the inlet reservoir, there is a 180 µm-long constriction with a width of 35 µm [see the inset of Fig. 1(a)], which was designed for the purpose of amplifying the local electric field. The corner radius at the junction of the reservoir and constriction was measured to be 20 µm. The two reservoirs were both made large to minimize the pressure-driven backflow. To visualize the flow pattern, 1 µm polystyrene microspheres (Poly-sciences, Inc.) were re-suspended in 0.01 mM phosphate buffer solution. The electric conductivity of the particle suspension was measured to be 6 µS/cm (Accumet AP85, Fisher Scientific), which is very low and ensures negligible Joule heating effects in our experiments.24,25,56 Hence, all fluid and wall properties can be safely assumed constant and uniform in the simulation.

B. Experimental method

DC-biased AC voltages were supplied using a function generator (33220A, Agilent Technologies, Santa Clara, CA) in conjunction with a high-voltage amplifier (609 × 10⁻⁶, Trek, Medina, NY). They were applied through platinum electrodes (0.5 mm diameter, Fisher) that were placed in good contact with the liquid at the inlet and outlet reservoirs. The frequency of AC voltages was fixed at 1 kHz. To avoid any pressure-driven flow, the liquid levels in the two reservoirs were
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**FIG. 1.** (a) Picture of the microfluidic chip (the channel and reservoirs are filled with green food dye for clarity) used in experiments. The inset is a zoom-in-view of the constriction region (not to scale) with dimensions being labeled. The (x, y) coordinates indicate the horizontal plane of the microchannel, upon which the depth-averaged analysis (i.e., along the z direction) was performed. (b) Computational domain for the depth-averaged numerical model with highlighted boundaries upon which boundary conditions are imposed for the governing equations.
carefully balanced before the start of each test. Also, all tests were run for no more than 1 min to minimize any backflow. The particle behavior at the inlet reservoir-microchannel junction was monitored using an inverted microscope imaging system (Nikon Eclipse TE2000U, Nikon Instruments) and recorded with a CCD camera (Nikon DS-Qi1Mc) at a rate of about 15 frames per second. The captured digital images were processed using the Nikon imaging software (NIS-Elements AR 2.30, Nikon Instruments, Lewisville, TX).

III. THEORY

A. Governing equations

1. Electric field

As PDMS is weakly polarizable, the electric potentials in the fluid, \( \phi_f \), and in the wall, \( \phi_w \), are solved simultaneously using the following quasi-electrostatic equations:\(^{57}\)
\[
\nabla \cdot (\sigma_f + j\omega\varepsilon_0\varepsilon_f) \nabla \phi_f = 0, \quad (1a)
\]
\[
\nabla \cdot (\sigma_w + j\omega\varepsilon_0\varepsilon_w) \nabla \phi_w = 0, \quad (1b)
\]
where the two terms in each divergence represent the conduction current and displacement current, respectively. Note the convection current disappears in the fluid due to electroneutrality under the condition of a thin EDL that is fulfilled in our experiments. In the above, \( \sigma \) is the electric conductivity of the fluid (with the subscript, \( f \)) or the wall (with the subscript, \( w \)), \( j \) is the imaginary unit, \( \omega = 2\pi f \) is the angular frequency of the applied electric voltage with \( f \) being the normal frequency (fixed at 1 kHz for AC voltages in this work), \( \varepsilon_0 \) is the vacuum permittivity, and \( \varepsilon_f \) and \( \varepsilon_w \) are the relative permittivity (or dielectric constant) of the fluid and wall, respectively. Within the fluid, the displacement current is very small as compared to the conduction current because the frequency of the AC voltage used in our experiment (\( f = 1 \text{ kHz} \)) is much less than the charge relaxation frequency, \( \sigma_f/2\pi\varepsilon_0\varepsilon_f \) (\( \approx 135 \text{ kHz} \)).\(^{57}\) Within the wall, the conduction current disappears due to the negligible electric conductivity of PDMS. Therefore, under the condition of uniform fluid and wall properties, the governing equations for electric potentials in the fluid and wall are both reduced to Laplace’s equation.\(^{57}\) We used the asymptotic method described in Lin et al.\(^{58}\) to perform a depth-averaged analysis for Laplace’s equation (see the supplementary material for the detailed derivation), which yields
\[
\nabla_H^2 \phi_f = 0, \quad (2a)
\]
\[
\nabla_H^2 \phi_w = 0, \quad (2b)
\]
where \( \nabla_H \) denotes the gradient along the \( x \) and \( y \) directions in the horizontal plain of the microchannel (see Fig. 1) and \( \phi_f \) and \( \phi_w \) represent the depth-averaged electric potentials in the fluid and the PDMS wall, respectively. We use hereafter the overbar to denote a depth-averaged quantity.

2. Flow field

By dimensional analysis, we found that the Reynolds number is much smaller than 1 in our experiments, which is also typical in electrokinetic microfluidic systems.\(^ {59}\) Hence, the flow field, \( \mathbf{u} \), is governed by the steady-state continuity and Stokes equations for an incompressible fluid,\(^ {57}\) i.e.,
\[
\nabla \cdot \mathbf{u} = 0, \quad (3a)
\]
\[
0 = -\nabla p + \eta \nabla^2 \mathbf{u}, \quad (3b)
\]
where \( p \) is the pressure and \( \eta \) is the dynamic viscosity of the fluid. We performed a similar asymptotic analysis to Lin et al.\(^{58}\) and obtained the following depth-averaged equations for the flow equations (see the supplementary material for the detailed derivation):
\[
\nabla_H \cdot \mathbf{u} = 0, \quad (4a)
\]
\[
0 = -\nabla_H \tilde{p} + \eta \nabla_H^2 \tilde{u} - 3\eta \left( \mathbf{u} - \mathbf{u}_{\text{slip}} \right)/d^2, \quad (4b)
\]
\[
\mathbf{u}_{\text{slip}} = \left( \varepsilon_0 \varepsilon_f / \varepsilon_w \right) \nabla_H \tilde{\phi}_f / \eta, \quad (4c)
\]
where \( \mathbf{u}_{\text{slip}} \) denotes the Smoluchowski electroosmotic slip velocity\(^ {5,6}\) that has been assumed equal for the top and bottom channel walls with \( \varepsilon_w \) being their equilibrium zeta potential\(^ {27}\) and \( \tilde{\phi}_f / \eta \) the depth-averaged DC electric potential in the fluid. The last term on the right hand side of Eq. (4b) comes from the depth-averaging with \( d \) being the half-depth of the microchannel. It accounts for the influences of the top and bottom channel walls on ICEO, which, as demonstrated below, can be very strong. This contribution is ignored in the recent work from Zehavi et al.,\(^{55}\) where the flow field was still solved in a regular 2D model.

3. Particle tracing

The streaklines of tracing particles are determined by their relative velocity to the stationary channel walls, \( \mathbf{u}_p \), which is the vector sum of fluid velocity, \( \mathbf{u}_f \) electrophoretic particle velocity, \( \mathbf{u}_{\text{EP}} \), and dielectrophoretic particle velocity, \( \mathbf{U}_{\text{DEP}} \).\(^{59}\)
\[
\mathbf{u}_p = \mathbf{u} + \mathbf{u}_{\text{EP}} + \mathbf{U}_{\text{DEP}}, \quad (5a)
\]
\[
\mathbf{U}_{\text{EP}} = -\varepsilon_0 \varepsilon_f \zeta_p \nabla_H \tilde{\phi}_f / \eta, \quad (5b)
\]
\[
\mathbf{U}_{\text{DEP}} = \varepsilon_0 \varepsilon_f a^2 f_{\text{CM}} \nabla \left[ \left( \nabla_H \tilde{\phi}_f / \eta \right)^2 + \left( \nabla_H \tilde{\phi}_f / \eta \right)^2 \right] / 12\eta, \quad (5c)
\]
where \( \zeta_p \) is the particle zeta potential, \( f_{\text{CM}} \) is the Clausius-Mossotti (CM) factor, \( a \) is the particle diameter, and \( \tilde{\phi}_f / \eta \) is the depth-averaged root-mean-square (RMS) AC electric potential in the fluid. Considering the low particle concentration in our experiments, the particle-particle interactions were ignored. Other contributions to particle velocity such as Brownian, inertial, and gravitational motions were also neglected.\(^ {59}\)

B. Computational domain and boundary conditions

Figure 1(b) shows the computational domain for our depth-averaged numerical model, which consists of the fluid and the PDMS wall in the horizontal plane of the microfluidic chip in Fig. 1(a). The two electrodes at the center of the inlet and outlet reservoirs were assumed to remain at constant electric potentials due to the platinum’s high electric conductivity and hence simply treated as holes in our model.\(^ {14–16,19,56}\) Boundary conditions are needed for the three boundaries highlighted in Fig. 1(b) including the fluid-wall interface, electrode surfaces, and outer edges of the wall, which are explained below. Note that a symmetry boundary condition can be used
along the centerline of the microchannel that cuts the computation domain in Fig. 1(b) into half to save computational cost.

1. Electric field

The electric potential, $\phi_f = \phi_0$, is imposed upon the inlet electrode surface, where $\phi_0$ is the externally applied RMS voltage. On the other electrode surface is $\phi_f = 0$ (i.e., grounded). The outer edges of the PDMS wall are all assumed insulating, $\mathbf{n} \cdot \nabla H \tilde{\phi}_w = 0$. The electric potentials inside the fluid and wall are subjected to the following boundary conditions at the fluid-wall interface:\textsuperscript{55}

$$\tilde{\phi}_w - \phi_f = \lambda \frac{\epsilon_w}{\gamma} \nabla H \tilde{\phi}_w \cdot \mathbf{n} + \zeta_w = \zeta_i + \zeta_w = \zeta, \quad (6a)$$
$$\nabla H \tilde{\phi}_f \cdot \mathbf{n} = \frac{\epsilon_w}{\gamma} \frac{\gamma^2 - 1}{\epsilon_f} \nabla H \tilde{\phi}_w \cdot \mathbf{n}, \quad (6b)$$

where $\zeta$ is the wall’s overall zeta potential that consists of the polarization-induced zeta potential,\textsuperscript{46} $\zeta_i$, and the equilibrium zeta potential,\textsuperscript{27} $\zeta_w$, $\lambda$ is the Debye length determined by the ionic concentration of the fluid,\textsuperscript{27} $\gamma^2 = 1 + j \omega \lambda^2 D$ is a dimensionless quantity with $D$ being the diffusivity that is assumed equal for positive and negative ions in the fluid, and $\mathbf{n}$ is the unit normal vector of the wall. Equation (6a) represents the electric potential jump from the fluid to the wall given by the Robin type boundary condition, which was obtained from Ref. 55 with consideration of the equilibrium zeta potential of the channel wall. Equation (6b) represents the continuity of the displacement current in the fluid and wall.\textsuperscript{60–62} We note that for pure DC voltages, $\gamma^2 = 1$ and hence Eq. (6b) is reduced to the traditional insulating condition for electric potential in the fluid. For the AC voltages ($f = 1$ kHz) that we used in experiments, the imaginary part of $\gamma^2$, i.e., $\omega \lambda^2 D$, was estimated to be of 0.06 based on $\omega = 2\pi f = 2000\pi$ Hz, $\lambda \approx 0.1\text{mm}$ (for 0.01 mM concentration of monovalent ions),\textsuperscript{5,27} and $D = 1 \times 10^{-9} \text{m}^2\text{s}$. Therefore, we can safely assume $\gamma^2 \approx 1$ for these AC voltages, leading to essentially identical boundary conditions to those for DC voltages. For frequency much higher than 1 kHz (say, $f = 10$ kHz), however, Eq. (6b) must be used in whole and the induced zeta potential, $\zeta_i$, apparently becomes smaller as seen from Eq. (6a). We still used the full form of Eq. (6b) to solve for the AC electric potential in this work.

2. Flow field

A no-slip condition, $\mathbf{u} \cdot \mathbf{t} = 0$ with $\mathbf{t}$ being the unit tangential vector, is applied on each electrode surface because of the local tangential-free electric field. Due to the absence of pressure-driven flow, an equal pressure of $\check{p} = 0$ is applied at each far end of the channel centerline that intersects with the inlet and outlet reservoirs, respectively. As the EDL thickness is very small (about 100 nm for 0.01 mM concentration of monovalent ions),\textsuperscript{27} compared to the dimension of the channel (the smallest is the channel depth, which is 25 μm), the Smoluchowski electroosmotic slip velocity, $\mathbf{u} \cdot \mathbf{t} = \left( \frac{e \phi_f \zeta}{\eta} \right) \nabla H \tilde{\phi}_f \cdot \mathbf{t}$, is applied on the interface between the fluid and the PDMS wall.\textsuperscript{5,6} Further considering the induced and equilibrium parts of the wall zeta potential in Eq. (6a), we can rewrite this slip boundary condition as

$$\bar{\mathbf{u}} \cdot \mathbf{t} = \frac{e \phi_f \zeta}{\eta} \left( \zeta_{i,DC} \nabla H \tilde{\phi}_f \cdot \mathbf{t} + \zeta_w \nabla H \tilde{\phi}_f \cdot \mathbf{t} + \zeta_{i,AC} \nabla H \tilde{\phi}_f \cdot \mathbf{t} \right), \quad (7)$$

where $\zeta_{i,DC}$ and $\zeta_{i,AC}$ denote the DC and AC electric field-induced zeta potentials, respectively, that were calculated separately in our model. Note that AC field does act on the equilibrium wall zeta potential, but generates zero net electroosmotic flow.\textsuperscript{63} In addition, a no-penetration condition, $\mathbf{u} \cdot \mathbf{n} = 0$, is imposed upon each of the wetted surfaces.

C. Numerical method and material properties

We used commercial finite element software package, COMSOL Multiphysics 5.1 (Burlington, MA), to carry out the numerical simulation. The 2D geometry in Fig. 1(b) was created using the “Geometry” feature. The governing equations and boundary conditions for the electric and flow fields were set up in the modules “Electrostatics” and “Laminar flow,” respectively. The computational domain was meshed using free triangular elements. Seven levels of mesh refinement were performed with the total number of elements being varied from about 5,000 to 120,000. The grid independence of the results was achieved at about 30,000 elements, where the fluid domain in the constriction region of the channel near the inlet reservoir was extremely finely meshed with a maximum element size of 2 μm. The PDMS domain was meshed with more coarse elements than the fluid domain. The depth-averaged and regular 2D models were both solved using the default solver in COMSOL. The simulation result of our regular 2D model was benchmarked against that from Zehavi et al.\textsuperscript{55} for ICEO around a sharp corner under the application of AC electric field of varying frequencies.

Due to the very low electric conductivity of the fluid, the estimated temperature rise due to Joule heating is no more than 0.5 °C at the channel constriction under the highest electric field in the experiment.\textsuperscript{57} Therefore, Joule heating effects\textsuperscript{56} were neglected in our model, and the fluid/wall properties were all assumed uniform and constant. The equilibrium wall zeta potential, $\zeta_w$, was determined from the electroosmotic fluid velocity that was measured using the electric current-monitoring method.\textsuperscript{54} The particle zeta potential, $\zeta_p$, was calculated from the electrokinetic particle velocity that

| TABLE I. Summary of parameters and material properties used in the depth-averaged numerical model.\textsuperscript{60} |
|---|---|---|---|
| Symbol | Value | Unit | Description |
| $\varepsilon_f$ | 80 | … | Relative permittivity of fluid (i.e., water) |
| $\varepsilon_w$ | 4 | … | Relative permittivity of PDMS wall |
| $d$ | 12.5 | μm | Half-depth of microchannel |
| $\zeta_w$ | -100 | mV | Equilibrium zeta potential of PDMS wall |
| $\zeta_p$ | -80 | mV | Zeta potential of tracing particles |
| $a$ | 1 | μm | Diameter of tracing particles |
| $f_{CM}$ | 0.65 | … | Clausius-Mossotti factor |
| $\lambda$ | 100 | nm | Debye length |
| $D$ | $1 \times 10^{-9}$ | m$^2$/s | Diffusivity of electrolyte ions |
| $f$ | 1 | kHz | Frequency of AC voltage |
was measured via single particle tracking. The CM factor for particle DEP in Eq. (5c) was calculated from \( f_{CM} = (\sigma_p - \sigma_f) / (\sigma_p + 2\sigma_f) \) for both DC and low-frequency AC voltages, where the particle’s electric conductivity was estimated from \( \sigma_p = 4K_p/\mu \) with \( K_p = 1 \) nS as the recommended value of surface conductance for polystyrene particles. For 1 \( \mu \)m-diameter particles, we found \( \sigma_p = 40 \) \( \mu \)S/cm and hence \( f_{CM} = +0.65 \) in the fluid with \( \sigma_f = 6 \) \( \mu \)S/cm. In other words, the tracing particles experienced positive DEP in our experiments and were directed towards the high-electric-field regions. Table I provides the values of the parameters and material properties used in our model.

IV. RESULTS AND DISCUSSION

A. Comparing the depth-averaged model prediction with experiment

Figure 2(a1) shows a top-view snapshot image of 1 \( \mu \)m tracing particles at the inlet reservoir-microchannel junction, which was taken 15 s after a 10 V DC-biased 200 V AC voltage was applied. Two counter-rotating circulations are observed at the channel entrance with one near each corner, which is the typical feature of ICEO. They are formed due to the action of electric field onto the polarization induced charge at the fluid-wall interface, which will be explained in detail in Sec. IV B. Similar to that reported in our earlier work, particles get trapped inside the circulations of ICEO and are further concentrated adjacent to the corners of the channel entrance. The latter phenomenon can be better viewed from the superimposed image in Fig. 2(a2), which is a result of the action of positive DEP on particles. Figures 2(b1) and 2(b2) show the numerically predicted particle velocity vectors/contours (b1) and streaklines (b2) from the depth-averaged model under the experimental conditions, which are qualitatively consistent with the experimental images in Figs. 2(a1) and 2(a2). We note in our experiment that the majority of the particles accumulate near the two corners with only a few circulating in the vortices due to perhaps the particle-particle interactions when the local particle concentration becomes high. In contrast, the predicted circulations from a regular 2D model in the same computational domain (Figs. 2(c1) and 2(c2)) are significantly different from the experimental observation in both size and location. This comparison indicates the strong influences of the top and bottom walls on ICEO, which has been neglected in previous studies.

B. Understanding ICEO with the depth-averaged model

Figure 3(a) shows the numerically predicted electric field lines inside the fluid and wall domains at the inlet reservoir-microchannel junction. All conditions are identical to those described in Fig. 2. The electric field lines that leak through the dielectric corners at the channel entrance polarize the corner surfaces, leading to accumulated negative charges on the surface facing towards the reservoir (i.e., the anode side) and simultaneously positive charges on the surface facing towards the microchannel (i.e., the cathode side). In a process similar to the classical “fixed-charge” EDL, such induced charges in the solid wall form an “induced” EDL in the fluid around the corners. The free ions in the induced EDL will respond to the tangential electric field yielding the so-called ICEO. This flow is a quadratic function of electric field and hence takes place under both DC and AC electric fields. It exhibits in the form of a pair of counter-rotating vortices in front of the microchannel constriction as schematically illustrated in Fig. 3(b), which qualitatively explains why the particles get trapped and pre-concentrated by the fluid vortices in Fig. 2.

The numerically predicted distribution of the induced zeta potential, \( \zeta_i = \zeta_{i,DC} + \zeta_{i,AC} \), along the surface of the arc corner (i.e., the fillet) is shown in Fig. 3(c), where the inset explains how the arc length is measured. For convenience, the location at which \( \zeta_i = 0 \) is set as the origin of the arc length. We note this “0” point is not exactly in the middle of the arc due to the asymmetry of the structure on either side of the corner. Along the positive direction of the arc length (i.e., towards the microchannel), \( \zeta_i \) first increases quickly and then slowly decreases back to zero at approximately the middle of the constriction length [see the inset of Fig. 1(a)]. Along the negative direction of the arc length (i.e., towards the reservoir), \( \zeta_i \) becomes negative and reaches a maximum magnitude within a short distance. Further into the negative direction of the arc length, \( \zeta_i \) increases (note the magnitude decreases) very slowly and becomes zero at the far end of the inlet reservoir.
Figure 3 shows the numerical understanding of the polarization-induced surface charge and the resulting ICEO at the inlet reservoir-microchannel junction in electrokinetic flow under a 10 V DC-biased 200 V AC voltage: (a) electric field lines inside the fluid (blue lines) and the PDMS wall (red line); (b) schematic diagram (not drawn to scale) showing the electric field leakage into the dielectric wall and the induced diffuse charge around the corners. The looped arrows indicate the fluid circulating directions of ICEO; (c) induced zeta potential, $\zeta_i$, along the corner surface of the channel entrance due to the electric field leakage, where the inset shows the zoom-in-view of the arc corner on which $\zeta_i$ is plotted.

Figure 4(a) shows the predicted velocity vectors/contours (top row) and streamlines (bottom row) for the fluid EO alone at the inlet reservoir-microchannel junction in the absence of induced charge effects, i.e., the DC and AC field-induced zeta potentials, $\zeta_{i,DC}$ and $\zeta_{i,AC}$ in Eq. (7), are both set to zero. This flow is solely driven by the DC field component and follows a similar pattern to the electric field lines in the fluid in Fig. 3(a) due to the well-known similitude in pure electroosmotic flows. It has a velocity of the order of 1 mm/s at near the channel entrance. The predicted velocity plots for the pure fluid ICEO, i.e., the equilibrium wall zeta potential, $\zeta_w$, in Eq. (7) is set to zero, are displayed in Fig. 4(b). Two pairs of counter-rotating fluid circulations are observed, where the pair inside the reservoir is apparently stronger than the one inside the channel due to the larger $\zeta_i$ in the former place [see Fig. 3(c)]. This predicted pattern of ICEO is consistent with previous studies. We note that ICEO is very weak as compared to EO and has a velocity of the order of 0.1 mm/s (the maximum magnitude is about 0.3 mm/s near the corner surfaces). Figure 4(c) shows the predicted velocity vectors/contours (top row) and streaklines (bottom row) of the tracing particles whose dielectrophoretic motion is excluded, i.e., $\vec{U}_{DEP}$ in Eq. (5a) is set to zero. Particle circulations are formed only inside the reservoir and shifted towards the channel centerline, as compared to the fluid circulations of ICEO in Fig. 4(b), by DC field-driven electrokinetic flow (i.e., EO and EP). The action of positive DEP pulls the particle circulations towards the corner surfaces, as seen from Figs 2(b1) and 2(b2).

C. Examining parametric effects on induced charge in electrokinetic entry flow

1. Effect of AC voltage

Figure 5 shows the effect of AC voltage on the behavior of 1 $\mu$m tracing particles at the inlet reservoir-microchannel junction with a fixed 10 V DC bias voltage. For low values of AC voltages such as 50 V in Fig. 5(a), fluid ICEO and particle DEP are both weak. The experimentally obtained particle image (top row) agrees with the numerically predicted particle velocity vectors/contours (middle row) and streaklines (bottom row), which follow a similar pattern to the pure fluid EO in Fig. 4(a). When the AC voltage is increased to 150 V in Fig. 5(b), a small and weak vortex seems to be formed at near the front center of the channel entrance due to the increasing ICEO, which can trap part of the particles. This phenomenon is, however, not always visible unless the particle concentration gets high leading to significant particle-particle interactions. The vortex grows larger and stronger at 250 V AC in Fig. 5(c) and is split into two counter-rotating circulations that are located near the corner surfaces due to the increased influence of positive DEP. These experimental observations in Figs. 5(b) and 5(c) (top row) at increasing AC voltages are both reasonably simulated by our depth-averaged numerical model (middle and bottom rows of Fig. 5).

Figure 6 shows the numerically predicted maximum values of the induced zeta potential, $\zeta_i$, along either corner surface
at the channel entrance, which exhibits a nearly linear dependence on the applied AC voltage or equivalently the AC electric field. As the slip velocity at the fluid-wall interface, i.e., Eq. (7), depends linearly on the product of $\zeta_i$ and electric field, ICEO becomes a second-order function of electric field. This explains why we observe stronger particle circulations with increasing AC voltage in Fig. 5. However, it should be noted that increasing DC voltage will not result in a similar effect on particle streaklines because it enhances fluid ICEO and EO simultaneously. In addition, we note that the velocity of particle DEP in Eq. (5c) is a second-order function of both electric field and particle size. Therefore, the use of smaller tracing particles can reduce the effect of particle DEP, which is expected to yield a similar behavior to those predicted particle streaklines in Fig. 4(c).

2. Effect of wall permittivity

As the induced zeta potential in Eq. (6a) has a direct dependence on the wall permittivity, $\varepsilon_w$, the substrate material of microfluidic chips is expected to have a strong impact on the induced charge and in turn ICEO. Figures 7(a)–7(c) show the numerically predicted streaklines of tracing particles under 10 V DC-biased 200 V AC when $\varepsilon_w$ is varied from 2 to 4 (for PDMS in all above figures) and 6. We note these numbers are in the range of typical permittivity values for glass and other polymer based materials. With a smaller value of $\varepsilon_w$ than that for PDMS [Fig. 7(b)], the bulk of the particles experience a slight bending in their streaklines in Fig. 7(a). In contrast, with a larger value of $\varepsilon_w$ than that for PDMS, we see in Fig. 7(c) stronger particle circulations at the channel entrance. These changes are due to the increasing magnitude of $\zeta_i$ at a higher value of $\varepsilon_w$ as demonstrated in Fig. 7(d). The maximum value of $\zeta_i$ turns out to be a linear function of $\varepsilon_w$, which is consistent with its definition in Eq. (6a).

3. Effect of corner radius at the channel entrance

It has been reported that sharper dielectric corners can be more easily polarized by electric field. This is evidenced from the exponential increase in the predicted maximum value of the induced zeta potential in Fig. 8(a) when the corner radius of the inlet reservoir-microchannel junction decreases. We note that such a trend becomes particularly steep for corner radii of less than 10 $\mu$m. Figures 8(b)–8(d) show the effect of corner radius on the predicted streaklines and velocity contours of tracing particles under a fixed voltage of 10 V DC-biased 200 V AC. The particle circulation formed near the 2 $\mu$m-radius corners is strong with a maximum vorticity of approximately 1450 s$^{-1}$. The latter quantity is more than one order of magnitude.
magnitude higher than those for the 20 μm and 40 μm corner radii where the maximum vorticity values are only 110 s⁻¹ and 60 s⁻¹, respectively. We note that particle DEP is also weakened with the increase of the corner radius due to the reduction of electric field gradients near the corner surfaces.⁶⁹,⁷⁰

V. CONCLUSIONS

We have performed a combined experimental and numerical study of induced charge effects on electrokinetic entry flow into an on-chip rectangular microchannel. It is found that the electric field leaked into the dielectric corners at the inlet reservoir-microchannel junction induces charges on the corner surfaces yielding the so-called ICEO. In conjunction with positive DEP, the recirculating flow of ICEO has been observed to trap and concentrate small tracing particles in a low ionic concentration fluid near the corners of the channel entrance. This phenomenon is reasonably captured by our depth-averaged numerical model, which uses the channel depth as a smallest parameter and takes into account the influences from the top/bottom walls of a shallow microchannel. We argue it may be the neglect of these influences that renders a regular 2D model incorrect in predicting the size, strength, and location of particle circulations. The developed depth-averaged model has also been used to study the effects of the AC voltage, wall permittivity, and corner radius on the induced charge and hence its impact on electrokinetic entry flow. The maximum value of the induced zeta potential is found to increase linearly with the AC voltage and wall permittivity while decreasing exponentially with the corner radius. For future work, we will use microparticle image velocimetry technique to conduct an asymptotic analysis of ICEO with consideration of the top and bottom wall effects.

SUPPLEMENTARY MATERIAL

See supplementary material for the depth-averaged analysis of the governing equations for electro and flow fields.
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