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Abstract: The accelerated failure time (AFT) model is an important regression tool to study the association between failure time and covariates. In this paper, we propose a robust weighted generalized M-estimation for the AFT model with right-censored data by appropriately using the Kaplan-Meier weights in the generalized M-type objective function to estimate the regression coefficients and scale parameter simultaneously. This estimation method is computationally simple and can be implemented with existing software. Asymptotic properties including the root-n consistency and asymptotic normality are established for the resulting estimator under suitable conditions. We further show that the method can be readily extended to handle a class of nonlinear AFT models. Simulation results demonstrate satisfactory finite-sample performance of the proposed estimator. The practical utility of the method is illustrated by a real data example.
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1. Introduction

In the regression analysis of survival data, an important alternative to the widely used Cox proportional hazards model is the accelerated failure time (AFT) model, which relates the logarithm or a known transformation of the failure time to its covariates. In some situations, the AFT model could be preferred over the proportional hazards model due to its quite direct physical interpretation (see, e.g. Komarek and Lesaffre, 2008).

Parameters in the AFT model are typically estimated using maximum likelihood. Unfortunately, the maximum likelihood estimator may produce misleading results when outliers are present in data or the underlying model is contaminated. The influence of outliers in turn can be quite severe in the AFT model. There is an extensive literature on robust estimation for the AFT model with right-censored data. For example, Ying (1993) and Jin et al. (2003) developed some rank-based methods, and Ying et al. (1995) and Huang et al. (2007) studied a least absolute deviations (LAD) method in the AFT model. The estimators resulting from these methods are resistant to the presence of outliers in the response variable but relatively sensitive to extreme covariate values (also referred to as leverage points). He and Fung (1999) proposed a robust median-based estimator within the framework of M-estimators. In addition, the M-estimation method has attracted wide attention because of its good robustness properties. Zhou (1992) investigated the M-estimation based on weighted data, requiring the censoring time independent of covariates. Ritov (1990), Lai and Ying (1994), Jin (2007) and Zhou (2010) developed various M-estimators and showed their nice theoretical properties. By imposing quantile conditions on the censoring variable, Portnoy (2003), Peng and Huang (2008) and Wang and Wang (2009) proposed ingenious methods of estimating linear conditional quantile functions from censored survival data and studied asymptotic behaviours of the corresponding estimators.

Although the M-estimation is a popular robust method in the AFT model, it does not take into account the presence of leverage points (Hampel et al., 1986). To overcome this problem, Salibian-Barrera and Yohai (2008) proposed a class of high breakdown point S-estimators by minimizing a robust M-estimator of the residual scale, and further built up MM-estimators based on the M- and S-estimators to achieve robustness against both outliers in the response and leverage points. More recently, their S-estimators have been modified to cope with asymmetric error distributions by Locatelli et al. (2010), using a parametric estimation of the error distribution assumed from a local-scale family of distributions.

In this paper, we aim to develop an alternative robust method for estimation in the AFT model
based on the generalized M (GM) estimation originally proposed by Krasker and Welsch (1982) in linear regression. The GM-estimators are attractive because of their properties (Maronna et al., 2006) that 1) with an appropriate choice of the loss function, the influence function is bounded and the breakdown point is positive, and 2) they are easy to compute and are reasonable choices when the number of covariates is small. The t-type M-estimator has been proposed by He et al. (2000). It is a special case of the GM-estimator with redescending scores that can attain a very high breakdown point. Our estimator in this paper follows the idea of the t-type M-estimator and embeds the Kaplan-Meier weights (Stute, 1995 and 1999) to cope with censored observations. We call this new estimator the KMW-GM estimator.

The Kaplan-Meier weights have been used by Huang et al. (2007) and Zhou (2010) to build a LAD-estimator and a M-estimator, respectively, in the AFT model. Their estimators are not scale equivariant unless the scale is known or a scale estimate is available. As pointed out by Zhou (2010), one issue that merits further research is to introduce a scale parameter in the M-estimation procedure for regression coefficients. The proposed KMW-GM estimator aims to extend their results to a more general setting, where both the regression coefficients and scale parameter can be simultaneously estimated in the linear or nonlinear AFT model with right-censored data. Compared to the LAD estimator and Zhou (2010)’s M-estimator, the KMW-GM estimator provides a desirable balance between robustness and efficiency. Moreover, it can be easily implemented with existing statistical software.

The rest of the paper is structured as follows. In Section 2, we present the model and define the KMW-GM estimator. In Section 3, we study the asymptotic properties and influence function of the proposed estimator. Section 4 extends the results obtained in the AFT model to the nonlinear censored regression model. We examine the finite sample performance of the proposed estimator through simulations in Section 5, and illustrate its practical usefulness via a real data analysis in Section 6, followed by a conclusion in Section 7. Proofs of main results and some lemmas are given in the Appendix.

2. Generalized M-estimator for Censored Data

We consider the AFT model

$$T = X^T \beta + \varepsilon = x_1 \beta_1 + \cdots + x_d \beta_d + \varepsilon,$$

where $T$ is the logarithm of the failure time, $X = (x_1, \cdots, x_d)^T$ is a $d$-dimensional covariate vector, $\beta = (\beta_1, \cdots, \beta_d)^T$ is a regression coefficient vector and $\varepsilon$ is the error term with an unknown
distribution such that \( E(\varepsilon) = 0 \) and \( Var(\varepsilon) = \sigma^2 \). When \( T \) is subject to right censoring, let \( C \) denote the logarithm of the censoring time, \( \delta = 1\{T \leq C\} \) the censoring indicator and \( Y = \min\{T, C\} \) the observed time. We assume the data consist of \( n \) independent and identically distributed random triplets \((Y_i, \delta_i, X_i)\) for \( i = 1, \cdots, n\).

Denote the Kaplan-Meier estimator of the distribution function \( F \) of \( T \) by \( \hat{F}_n \), which can be written in the form \( \hat{F}_n(y) = \sum_{i=1}^n \frac{W_{ni} 1\{Y_i \leq y\}}{n[1 - \hat{G}_n(Y_i)]} \) (Stute and Wang, 1993), where the Kaplan-Meier weights \( W_{ni} \)'s are the jumps of estimator \( \hat{F}_n \), given by

\[
W_{ni} = \frac{\delta_i}{n[1 - \hat{G}_n(Y_i)]},
\]

for \( i = 1, \cdots, n \), and \( \hat{G}_n \) is the Kaplan-Meier estimator of \( G \), the distribution function of \( C \). This weighting method has been discussed in Zhou (1992) and Huang et al. (2007). Our interest centers on the robust estimation of the \((d + 1)\)-dimensional parameter vector \( \theta = (\beta^T, \sigma)^T \). To this end, we define the KMW-GM estimator \( \hat{\theta}_n = (\hat{\beta}_n^T, \hat{\sigma}_n)^T \) as the solution which minimizes the generalized M-type objective function

\[
Q_n(\theta) = \sum_{i=1}^n W_{ni} \left\{ \rho_i(Y_i - X_i^T \beta)/\sigma + \log(\sigma) \right\},
\]

where function \( \rho(x) \) can be chosen as a function satisfying conditions (A1)-(A3) given in Section 3.1 or as \( \rho_0 = ((v + 1)/2)\log(1 + x^2/v) \) for fixed \( v \) and \( 1 \leq v \leq 5 \). We use \( v = 3 \) in the numerical studies in this paper. See He et al. (2000 and 2004) for a more detailed discussion on the choice of \( \rho_0(x) \). \( \omega_i \)'s are known weights corresponding to \( X_i \) and can be taken as

\[
\omega(X_i) = \{1 + (X_i - M_n)^T V_n^{-1}(X_i - M_n)/d\}^{-1/2},
\]

or Mallows weights

\[
\omega(X_i) = \min \left\{ 1, \left\{ b \frac{(X_i - M_n)^T V_n^{-1}(X_i - M_n)}{\alpha b} \right\}^{\alpha/2} \right\}
\]

with constant \( \alpha, b > 0 \). Here \( M_n \) and \( V_n \) are location and scatter estimators for \( \{X_i, 1 \leq i \leq n\} \) and can be respectively defined by \( \text{Median}_i\{X_i\} \) and \( \text{Median}_i\{|X_i - \text{Median}_i\{X_i\}|\} \) when \( d = 1 \). When \( d > 1 \), \( M_n \) and \( V_n \) are computed using the minimum covariance determinant (MCD) method (Rousseeuw and Driessen, 1999).

Denote \( \psi(\cdot) = \rho'_0(\cdot) \) and \( \chi(x) = x\psi(x) - 1 \). The KMW-GM estimator \( (\hat{\beta}_n, \hat{\sigma}_n) \) is then obtained by solving the following system of nonlinear equations:

\[
\begin{align*}
\sum_{i=1}^n W_{ni} \psi \left( \frac{\omega(X_i)(Y_i - X_i^T \beta)}{\sigma} \right) X_i \omega(X_i) & = 0, \\
\sum_{i=1}^n W_{ni} \chi \left( \frac{\omega(X_i)(Y_i - X_i^T \beta)}{\sigma} \right) & = 0.
\end{align*}
\]
The numerical solutions of these nonlinear equations can be found by using techniques, such as those implemented by ‘nleqslv’ in R, the fsolve command in Matlab, the MODLE procedure in SAS and the library MINPACK in FORTRAN. It is important to have a good starting point in this estimation procedure. Because of robustness to outliers and computational convenience, we use the LAD estimator of \( \beta \) based on the Kaplan-Meier weights as initial value \( \beta^{(0)} \) and \( MAD\{|Y_i - X^T\beta^{(0)}|\}/0.6745 \) as initial value \( \sigma^{(0)} \).

**Remark 1.** (i) Note that, with a redescending \( \varphi \) function, the estimating equations (2.4) may have multiple roots. The LAD-estimator for the AFT model has been showed to be root-n consistent and asymptotically normal under appropriate assumptions by Huang et al. (2007). Therefore, the LAD estimator can be close to the true value of \((\beta, \sigma)\) when the sample size is large. For small sample cases, we can utilize several different initial values following the manner given by He at al. (2000) to handle multiple roots problem. These candidate initial values could be obtained using existing robust estimators for the AFT model, such as the LAD, S estimators and so on. If different initial values produce different solutions for the KMW-GM estimator, we then select the one that gives the smallest value of the objective function. When outliers occur in the covariates, careful attention should be paid to the LAD starting values because the LAD estimator is not robust with respect to leverage points.

(ii) In addition, as pointed out by an anonymous referee, the KM weights used in this proposal may have an impact on the robustness of the estimator in the presence of outliers. Denote \( r_i(\beta) = Y_i - X^T\beta \). Following the idea of the MM estimator in Salibian-Barrera and Yohai (2008), an t-type estimation with appropriate initial value can be applied to resolve this problem. Specifically, it defines the estimator \((\hat{\beta}_n^T, \hat{\sigma}_n)^T\) as the solution minimizing the objective function

\[
U(\beta, \sigma) = \frac{1}{n} \sum_{i=1}^{n} \left\{ \delta_i \left[ \rho_0 \left( \frac{r_i(\beta)}{\sigma} \right) + \log \sigma \right] + \frac{1 - \delta_i}{1 - \hat{F}_n(r_i(\beta))} \int_{r_i(\beta)}^{\infty} \left[ \rho_0 \left( \frac{r_i(\beta)}{\sigma} \right) + \log \sigma \right] \, d\hat{F}_n(r_i(\beta)) \right\},
\]

where \( \hat{F}_n \) is the (conditional) Kaplan-Meier estimator based on \( r_i(\beta) \). The S-regression estimate \( \tilde{\beta}_n \) calculated as in (2.13) of Salibian-Barrera and Yohai (2008) can be a good initial estimate. Other refined versions of the estimator above can be defined following the approach in Section 2.3 of Salibian-Barrera and Yohai (2008).

3. Large Sample Properties and Influence Function of the KMW-GM Estimator
3.1. Large sample properties

We now present asymptotic results for the KMW-GM estimator \( \hat{\theta}_n = (\hat{\beta}_n^T, \hat{\sigma}_n) \). In our discussion hereinafter, we denote by \( \theta_0 = (\beta_0^T, \sigma_0) \) the unknown true value of \( \theta \), \( H \) the distribution function of \( Y \) and \( F_0(x, t) \) the joint distribution of \( (X, T) \). Following Stute and Wang (1993), the empirical joint distribution of \( (X, T) \) can be defined by

\[
\hat{F}_n(x, t) = \sum_{i=1}^n W_{ni} \mathbf{1}\{X_i \leq x, Y_i \leq t\}.
\]

Let \( \tau_Y \) be the least upper bound for the support of \( Y \), that is, \( \tau_Y = \inf\{y : H(y) = 1\} \). Similarly, \( \tau_T \) and \( \tau_C \) can be defined for \( T \) and \( C \). We write

\[
\tilde{F}_n(x, t) = \begin{cases} 
F_0(x, t), & t < \tau_Y, \\
F_0(x, \tau_Y) + F_0(x, \tau_Y) \mathbf{1}\{\tau_Y \in A\}, & t \geq \tau_Y,
\end{cases}
\]

where \( A \) denotes the set of atoms of \( H \).

Our next theoretical analysis imposes the following conditions.

(A1) \( \rho(\cdot) \) is symmetric about 0 and continuously increasing on \([0, \infty)\), \( \rho(0) = 0 \) and \( \rho(+\infty) = +\infty \).

(A2) \( \chi(x) \) is an increasing function with \( -1 = \chi(0) < \lim_{|t| \to \infty} \chi(t) = \kappa > 0 \).

(A3) (i) \( \psi = \rho' \) has a continuous and bounded second-order derivative \( \psi^{(2)} \) and \( \sup_{t \in R^1} (1 + |t|^i) \|\psi^{(i-1)}(t)\| < \infty \) for \( i = 1, 2 \). (ii) \( \text{sgn}(t)E_{\varepsilon}[\psi(t + \varepsilon \omega(x)/\sigma)] > 0 \) and \( E_{\varepsilon}\psi^2(\varepsilon \omega(x)/\sigma) < \infty \) for any \( \sigma > 0 \), where \( \omega(x) \) is defined as in Section 2 (below (2.3)). (iii) The error \( \varepsilon \) has a symmetric, unimodal distribution \( f_0(y) \).

(A4) The covariate vector \( X \) is bounded and the right end point of the support of \( X^T \beta_0 \) is strictly less than \( \tau_Y \); \( \sup_x \|\omega(x)x\| < \infty \); \( \Lambda \) defined in (3.2) exists and is non-singular.

(B1) \( T \) and \( C \) are independent and \( P(T \leq C|T, X) = P(T \leq C|T) \).

(B2) Let \( \Delta F(x) = F(x) - F(x-) \) denote the probability mass of \( F \) at \( x \). \( \tau_T \leq \tau_C \), where equality may hold except when \( G \) is continuous at \( \tau_T \) and \( \Delta F(x) > 0 \) or \( \tau_T = \tau_C = \infty \).

We briefly comment on these conditions. Condition (A1) is to provide unique values for certain functionals of \( \psi \) which appears in (2.4). Conditions (A2)-(A4) guarantee that \( \theta_0 \) may be identified from a sample of \( (X, Y) \). (B1) assumes that \( \delta \) is conditionally independent of the covariate \( X \) given the failure time \( Y \). It also assumes that \( T \) and \( C \) are independent, the same as the assumption for the Kaplan-Meier estimator. Note that (B1) allows the censoring variable to be dependent on covariates. (B2) ensures that the distribution of \( T \) can be estimated over its support, and it is also required for strong consistency. Under condition (B1), Stute and Wang (1993) showed that for any
integrable function \( \varphi(x,t) \), one has
\[
\int \varphi(x,t) d\hat{F}_n(x,t) \rightarrow \int \varphi(x,t) d\bar{F}_0(x,t) \quad \text{with probability one.} \tag{3.1}
\]
Since values of \( Y \) can be observed in the range of \((0, \tau_Y)\) only, it is possible to estimate \( \int \varphi(x,t) dF_0(x,t) \) consistently only when if \( \tau_T = \tau_Y \) or if \( \varphi(x,t) \) is zero for \( t \geq \tau_Y \). Thus the condition (B2) is required for strong consistency. Note that (B2) implies \( \tau_T = \tau_Y \), and is the necessary and sufficient condition so that \( F_0 \) can be estimated consistently on its entire support. More details of the discussion are given by Proposition 1 in Appendix A.

Under these conditions, we can establish the consistency of the proposed estimator, as shown by the following result.

**Theorem 1** (Consistency). Suppose that (A1)-(A4) and (B1)-(B2) hold. Then \( \hat{\beta}_n \xrightarrow{P} \beta_0 \) and \( \hat{\sigma}_n \xrightarrow{P} \sigma_0 \) as \( n \rightarrow \infty \).

Set \( \varphi_{\theta}(x,t) = \rho_0 \left[ \omega(x)(t - x^T \beta)/\sigma \right] + \log(\sigma) \). The matrix
\[
\Lambda = \left\{ \int \frac{\partial^2 \varphi_{\theta}(x,t)}{\partial \theta_r \partial \theta_s} \bigg|_{\theta=\theta_0} dF_0(x,t) \right\}_{1 \leq r, s \leq d+1} \tag{3.2}
\]
becomes part of the limit covariance matrix of \( \hat{\theta}_n \) as usual. By condition (A3), the expectation of \( \Lambda \) exists. Put
\[
Q(s) = \int_0^s \frac{dG(y)}{1 - H(y)} \{1 - G(y)\} = \lim_{\epsilon \searrow 0} \int_0^{s-\epsilon} \frac{dG(y)}{1 - H(y)} \{1 - G(y)\}. \tag{3.3}
\]
Let \( \varphi \) be a vector-valued function with the \( r \)th component denoted by \( \varphi_r \). To show the asymptotic normality of \( \hat{\theta}_n \), we further impose the following two conditions. For \( 1 \leq r \leq d + 1 \),
\begin{align*}
(B3) & \int \{ \varphi_r(X,Y) \gamma_0(Y) \delta \}^2 dF_0 < \infty; \quad \text{and} \\
(B4) & \int |\varphi_r(X,Y)|Q^{1/2}(Y)dF_0 < \infty.
\end{align*}
Condition (B3) is a weak moment assumption on \( \varphi_r \) as used in Stute (1999), while (B4) is used mainly to control the bias of a Kaplan-Meier integral. The function \( Q \) is related to the variance process of the empirical cumulative hazard function for the censored data. The asymptotic normality of the proposed estimator is stated in the following theorem.

**Theorem 2** (Asymptotic Normality). Suppose that the conditions of Theorem 1 and (B3)-(B4) hold. We have \( \sqrt{n}(\hat{\theta}_n - \theta_0) \xrightarrow{d} N(0, \Lambda^{-1}\Pi \Lambda^{-1}) \), where \( \Lambda \) is given in (3.2) and \( \Pi \) is defined by (A.3).

The proofs of Theorems 1 and 2 are given in Appendix A.
Remark 2. Condition (B1) that \( T \) and \( C \) are conditionally independent may be relatively strong for some applications. A slightly weaker condition one may wish to assume is that \( T \) and \( C \) are independent given \( X \) (Lopez, 2011). Inspired by the weight approach in (2.2), a natural choice of \( W_{ni} \) would be \( \delta_i/[n(1 - G(Y_i|X_i))] \), where \( G(y|x) = P(C \leq y|X = x) \). In practice, \( G(\cdot|X_i) \) is unknown and have to be estimated. Using the local Kaplan-Meier estimator (Gonzalez-Manteiga and Cadarso-Suarez, 1994), \( G(\cdot|X_i) \) can be estimated nonparametrically by

\[
\hat{G}_n(t|x) = 1 - \prod_{j=1}^{n} \left\{ 1 - \frac{B_{nj}(x)}{\sum_{k=1}^{n} I(Y_k \geq Y_j)B_{nk}(x)} \right\} \eta_j(t),
\]

where \( \eta_j(t) = I(Y_j \leq t, \delta_j = 0) \), \( B_{nk}(x) = K(\frac{x - x_k}{h_n})/\sum_{j=1}^{n} K(\frac{x - x_j}{h_n}) \), \( K \) is a density kernel function on \( \mathbb{R}^d \), and \( h_n \in \mathbb{R}^+ \) is the bandwidth converging to zero as \( n \to \infty \). Under some regularity conditions, asymptotic results similar to Theorems 1-2 can be established using the uniform strong law of large numbers together with an i.i.d. representation of the local Kaplan-Meier estimate (Liang et al., 2012). Note that the estimation provided in Section 2 can also be applied in this situation. See Appendix B for more detailed justification.

3.2. Influence function

The sensitivity of an estimator to small amounts of contamination in the distribution can be measured by its influence function. By definition, the influence function (IF) of a functional estimator \( \theta \) at the model distribution \( F \) is

\[
IF(x, t; \theta, F) = \lim_{\epsilon \downarrow 0} \frac{\theta((1 - \epsilon)F + \epsilon \Delta_{(x,t)}) - \theta(F)}{\epsilon},
\]

where \( \Delta_{(x,t)} \) is a Dirac measure putting all its mass at \((x, t)\). In other words, the IF describes the effect of an infinitesimal contamination at \((x, t)\) on \( \theta \), standardized by the mass of the contamination. The estimator \( \theta \) is said to be robust if its IF is bounded (Huber, 1981; Hampel et al., 1986).

According to (2.3), the proposed KMW-GM estimator \( \hat{\theta}_n \) can be also defined as the solution of equations

\[
\begin{cases}
\sum_{i=1}^{n} W_{ni} \psi \left( \frac{\omega(X_i)(Y_i - X_i^T \hat{\beta}(F_0^n))}{\sigma(F_0^n)} \right) X_i \omega(X_i) = \int \psi \left( \frac{\omega(x)(t-x^T \hat{\beta}(F_0^n))}{\sigma(F_0^n)} \right) x \omega(x) d\hat{F}_n^0(x, t) = 0, \\
\sum_{i=1}^{n} W_{ni} \chi \left( \frac{\omega(X_i)(Y_i - X_i^T \hat{\beta}(F_0^n))}{\sigma(F_0^n)} \right) = \int \chi \left( \frac{\omega(x)(t-x^T \hat{\beta}(F_0^n))}{\sigma(F_0^n)} \right) d\hat{F}_n^0(x, t) = 0,
\end{cases}
\]

which have the asymptotic functional form

\[
\begin{cases}
\int \psi \left( \frac{\omega(x)(t-x^T \hat{\beta}(F_0^n))}{\sigma(F_0^n)} \right) x \omega(x) dF(x, t) = 0, \\
\int \chi \left( \frac{\omega(x)(t-x^T \hat{\beta}(F_0^n))}{\sigma(F_0^n)} \right) dF(x, t) = 0.
\end{cases}
\]
Since all the estimators discussed in this paper are Fisher consistent (see Lemma 2 in Appendix A), notations \((\beta(F^0), \sigma(F^0))\) and \((\beta_0, \sigma_0)\) will be used interchangeably as is common practice in the literature. Let \(F^0_{(x,t),\epsilon} = (1 - \epsilon)F^0 + \epsilon \Delta_{(x,t)}\). The IFs of \(\beta\) and \(\sigma\) can be consequently found by substituting \(F^0\) with \(F^0_{(x,t),\epsilon}\) in (3.5) and taking derivative with respect to \(\epsilon\) at \(\epsilon = 0\). That is, \(IF(x, t; F^0, \beta(F^0))\) and \(IF(x, t; F^0, \sigma(F^0))\) satisfy the following system of equations

\[
\begin{pmatrix}
D_{11} & D_{12} \\
D_{21} & D_{22}
\end{pmatrix}
\begin{pmatrix}
IF(x, t; F^0, \beta(F^0)) \\
IF(x, t; F^0, \sigma(F^0))
\end{pmatrix}
= \begin{pmatrix}
\psi \left( \frac{\omega(x)(t - x^T \beta(F^0))}{\sigma(F^0)} \right) x \omega(x) \\
\chi \left( \frac{\omega(x)(t - x^T \beta(F^0))}{\sigma(F^0)} \right)
\end{pmatrix} \sigma(F^0),
\]

where

\[
D_{11} = \int \psi' \left( \frac{\omega(x)(t - x^T \beta(F^0))}{\sigma(F^0)} \right) x x^T \omega^2(x) dF^0(x, t),
\]

\[
D_{12} = \int \psi' \left( \frac{\omega(x)(t - x^T \beta(F^0))}{\sigma(F^0)} \right) x t - x^T \beta(F^0) \frac{\omega^2(x)}{\sigma(F^0)} dF^0(x, t),
\]

\[
D_{21} = \int \chi' \left( \frac{\omega(x)(t - x^T \beta(F^0))}{\sigma(F^0)} \right) x^T \omega(x) dF^0(x, t),
\]

\[
D_{22} = \int \chi' \left( \frac{\omega(x)(t - x^T \beta(F^0))}{\sigma(F^0)} \right) t - x^T \beta(F^0) \frac{\omega(x)}{\sigma(F^0)} dF^0(x, t).
\]

By the definition of \(\Lambda\) in (3.2), we have that \(\Lambda = \begin{pmatrix} D_{11} & D_{12} \\ D_{21} & D_{22} \end{pmatrix}\). The expressions of both IFs are then obtained by

\[
\begin{pmatrix}
IF(x, t; F^0, \beta(F^0)) \\
IF(x, t; F^0, \sigma(F^0))
\end{pmatrix}
= \Lambda^{-1} \begin{pmatrix}
\psi \left( \frac{\omega(x)(t - x^T \beta(F^0))}{\sigma(F^0)} \right) x \omega(x) \\
\chi \left( \frac{\omega(x)(t - x^T \beta(F^0))}{\sigma(F^0)} \right)
\end{pmatrix} \sigma(F^0).
\]

Note that this is a heuristic derivation of the IF given that the Gateaux derivative with respect to \(\epsilon\) exists. A rigorous proof can be done along the same line of Huber (Section 2.5, 1981). Under conditions (A1)-(A4) and (B1)-(B4), the estimators \(\hat{\beta}(F^0_n)\) and \(\sigma(F^0_n)\) obtained from (3.4) are strongly consistent and asymptotically normal with asymptotic variance \(\int IF(x, t; F^0, \beta(F^0))^2 dF^0(x, t)\) and \(\int IF(x, t; F^0, \sigma(F^0))^2 dF^0(x, t)\), respectively, where the IFs of \(\beta\) and \(\sigma\) are bounded given conditions (A2) and (A4).

Next, we consider the IFs in the presence of censoring. According to (3.4), the proposed KMW-GM estimator \(\hat{\theta}_n\) can also be defined as the solution of equations

\[
\int \varphi(x, t) d\tilde{F}_n^0(x, t) = 0
\]  

(3.6)
where \( \varphi = (\varphi_1, \ldots, \varphi_{d+1})^T \) and

\[
\varphi_r(x, t) = \begin{cases} 
\psi \left( \omega(x)(t - x^T \beta_0)/\sigma_0 \right) x_r \omega, & 1 \leq r \leq d; \\
\chi \left( \omega(x)(t - x^T \beta_0)/\sigma_0 \right), & r = d + 1.
\end{cases}
\]

Under condition (B1), it was shown by Stute and Wang (1993) that for any integrable function \( \varphi(x, t), \)

\[
\int \varphi(x, t) dF_n^0(x, t) \rightarrow \int \varphi(x, t) d\bar{F}^0(x, t) \quad \text{with probability one.}
\]

Similar to Stute (1996), we can show that by condition (B1) and the continuity for the moment

\[
\int \varphi(x, t) d\bar{F}^0(x, t) = \int \varphi(x, t) \exp \left\{ \int_0^{t-} \frac{d\bar{H}^0(v)}{1 - H(v)} \right\} d\bar{H}^{11}(x, t) = \int \varphi(x, t) \gamma_0(t) d\bar{H}^{11}(x, t),
\]

where \( \bar{H}^{11}(x, t) = P\{X \leq x, Y \leq t, \delta = 1\} \). Using notation \( \gamma_1^\varphi \) and \( \gamma_2^\varphi \) defined by (A.4) and (A.5) in Appendix A, we have

\[
E[\gamma_1^\varphi(Y_i)(1 - \delta_i)] = E[\gamma_2^\varphi(Y_i)] = \int \int \frac{1}{1 - H(t)} 1_{\{t < w\}} \varphi(x, w) \gamma_0(w) d\bar{H}^{11}(x, w) d\bar{H}^0(t),
\]

thus \( \int [\gamma_1^\varphi(t)(1 - \delta) - \gamma_2^\varphi(t)] dH(t) = 0 \). Define sub-distributions \( \bar{H}^0(t) = P(Y \leq t, \delta = 0) \), \( \bar{H}^1(t) = P(Y \leq t, \delta = 1) \) and \( H(t) = \bar{H}^0(t) + \bar{H}^1(t) \). Under condition (B2), we have an asymptotic functional form of (3.6),

\[
0 = \int \varphi(x, t) \gamma_0(t) d\bar{H}^{11}(x, t) + \int [\gamma_1^\varphi(t)(1 - \delta) - \gamma_2^\varphi(t)] dH(t)
\]

\[
= \int [\varphi(x, t) \gamma_0(t) - \gamma_2^\varphi(t)] d\bar{H}^{11}(x, t) + \int [\gamma_1^\varphi(t) - \gamma_2^\varphi(t)] d\bar{H}^0(t).
\] (3.7)

Note that \( \delta \) can only be 0 or 1. The two terms in the last equation of (3.7) can not appear simultaneously. Let \( \bar{H}^{11}_{(x, t), \epsilon} = (1 - \epsilon)\bar{H}^{11} + \epsilon \Delta_{(x, t)}. \) The IFs of \( \theta \) can be obtained straightforwardly by substituting \( \bar{H}^{11}_{(x, t), \epsilon} \) for \( \bar{H}^{11} \) in (3.7), and then taking derivative with respect to \( \epsilon \) at \( \epsilon = 0 \).

When \( \delta = 0 \), we consider \( \bar{H}^0 \) similarly.

By (3.6)-(3.7), the IFs for the corresponding M-estimators of \( \theta \) at censored and uncensored observations are given by

\[
\text{IF}_1(x, t; \bar{H}^{11}, \bar{H}^0, \theta(\bar{H}^{11}, \bar{H}^0)) = \Lambda^{-1}[\varphi(x, t) \gamma_0(t) - \gamma_2^\varphi(t)] \sigma_0
\]

and

\[
\text{IF}_0(x, t; \bar{H}^{11}, \bar{H}^0, \theta(\bar{H}^{11}, \bar{H}^0)) = \Lambda^{-1}[\gamma_1^\varphi(t) - \gamma_2^\varphi(t)] \sigma_0,
\]

respectively.
4. Nonlinear censored regression

In this section, we consider an extension of the proposed KMW-GM estimation to a class of nonlinear AFT models, which is a useful compromise between linear AFT and nonparametric models and allows flexible modeling of various data structures. A complete review of the nonlinear models can be found in Seber and Wild (1989). Assume that we observe a sample of independent identically distributed random vectors \((X_i, T_i)\) in \((p + 1)\)-dimensional Euclidean space, \(1 \leq i \leq n\), defined on some probability space \((\Omega, \mathcal{A}, P)\).

4.1 KMW-GM estimator for the nonlinear censored regression

Let \(m(x) = E(Y_1|X_1 = x)\). Suppose that the admissible \(m\) is of the form \(m(x) = f(x, \beta)\), where \(f(x, \beta)\) is a known function, \(\beta\) is a \(d\)-dimensional parameter, and \(d\) and \(p\) may be different. The nonlinear censored regression assumes that

\[ T = f(X, \beta) + \varepsilon \quad \text{with} \quad E(\varepsilon|X) = 0. \]

The KMW-GM estimator is then defined by a solution minimizing

\[ S^n_f(\beta, \sigma) = \sum_{i=1}^n W_{ni}\{\rho_0[\omega(X_i)(Y_i - f(X_i, \beta))/\sigma] + \log(\sigma)\}. \]  

In fact, such a nonlinear optimization problem is often challenging to solve directly. Instead of optimizing the objective function (4.1) directly, similar to the idea used in Section 2, we can transform the nonlinear optimization problem into a problem of solving a system of nonlinear equations. This allows us to obtain the estimator of \((\beta, \sigma)\) with existing software for solving nonlinear equations.

4.2 Properties of the KMW-GM estimator for the nonlinear censored regression

To prove the consistency and asymptotic normality of \(\hat{\theta}_n\) in the nonlinear censored regression, we shall make use of the following conditions.

(A4)* The covariate \(X\) is bounded and the right end point of the support of \(f(X, \beta_0)\) is strictly less than \(\tau_Y\), and \(\Omega_f\) defined below exists and is non-singular.

(C1) \(\theta \in \Theta_1\) and \(\Theta_1\) is compact.

(C2) \(f(x, \beta)\) is continuous in \(\beta\) for each \(x\) and \(f(x, \beta_1) = f(x, \beta_2)\) if and only if \(\beta_1 = \beta_2\).

(C3) \(f^2(x, \beta) \leq M(x)\) for some integrable function \(M\).

(C4) \(f(x, \cdot)\) is twice continuously differentiable.

Conditions (C1) and (C2) guarantee that a minimizer \(\hat{\theta}_n\) exists. (C2) ensures that \(\theta_0\) to be identified from a sample of \((X, Y)\). If \(f(x, \cdot)\) admits a continuous extension to the compactification
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of $\Theta_1$, (C1) becomes superfluous (Richardson and Bhattacharyya, 1986). Conditions (C3)-(C4) and the dominated convergence theorem guarantee that all relevant integrals are continuous in $\theta$. It is also needed to show that $S_n^f$ converges with probability one uniformly in $\Theta_1$.

**Theorem 3** (Consistency). Suppose that (A1)-(A3), (A4)*, (B1)-(B2) and (C1)-(C3) hold. Then $\hat{\beta}_n \xrightarrow{P} \beta_0$ and $\hat{\sigma}_n \xrightarrow{P} \sigma_0$ as $n \to \infty$.

Updating the conditions (B3) and (B4) in Section 3.1 by

(B3)* $\int \{\varphi^f_t(X,Y)\gamma_0(Y)\delta\}^2 dF^0 < \infty$ and

(B4)* $\int |\varphi^f_t(X,Y)|Q^{1/2}(Y)dF^0 < \infty$,

we have the following theorem for the asymptotic normality of the KMW-GM estimator in the nonlinear censored regression.

**Theorem 4** (Asymptotic Normality). Under the condition of Theorem 3, (B3)*-(B4)* and (C4) hold. We have $\sqrt{n}(\hat{\theta}_n - \theta_0) \xrightarrow{d} N(0, (\Lambda^f)^{-1}\Pi^f(\Lambda^f)^{-1})$, where $\Lambda^f$ and $\Pi^f$ are defined like $\Lambda$ and $\Pi$ in Section 3.1.

We omit the proofs of Theorems 3 and 4 here as they are similar to those of Theorems 1 and 2.

5. Simulation Studies

In this section, we evaluate finite sample performance of the proposed KMW-GM estimator in a variety of settings.

**Simulation 1** (Linear censored regression). In this simulation, the proposed KMW-GM estimator is compared with the KMW-LAD estimator in Huang et al. (2007). We consider an AFT model with a single covariate having the following form:

$$t_i = \beta_1 + \beta_2 x_i + \sigma \varepsilon_i, \quad (5.1)$$

where $(\beta_1, \beta_2) = (0, 1)$ and $\sigma = 1$.

First, we examine the performance of the two estimators given that error term $\varepsilon_i \sim N(0, 1)$. We generate values of covariate $x_i$ from the $U(0, 6)$ distribution, and censoring times $C_i$ from the uniform distributions $U(0, 50)$, $U(0, 24)$ and $U(0, 10)$ providing censoring rates of 0%, 10% and 40%, respectively. $C_i$’s are assumed to be independent of the covariate and failure times. The sample size $n = 100$ and 500. Simulation results based on 1,000 replications are summarized in Table 1 in terms of the mean estimate and square root of the mean square error. We can see that the proposed KMW-GM estimator always gives lower root mean square errors than the KMW-LAD.
estimator, and both estimators have similar performance in terms of mean bias.

[Tables 1]

Next, we conduct simulations for different error distributions and covariates. When the error term is assumed to follow the $t(3)/\sqrt{3}$ distribution, the corresponding results are reported in Table 2, which shows that the KMW-GM estimator still outperforms the KMW-LAD estimator in terms of root mean square error, similar to the results in Table 1. Instead of the symmetric error distributions, we also consider the standardized log-Weibull error distribution. In particular, we assume that $x_i \sim N(0,1)$ and error term $\varepsilon_i$ follows the standard log-Weibull distribution in model (5.1). Censoring variable $C_i \sim N(\mu, 1)$ and $\mu = 0.668$ for a censoring rate around 35%. Results in Table 3 show that in comparison with the KMW-LAD estimator, the KMW-GM estimator has smaller root mean square errors across all simulated scenarios again and comparative mean biases in most scenarios.

[Tables 2-3]

Furthermore, to examine the performance of the two methods in the presence of high leverage points or contamination in both the covariate and error distribution, we assume $\varepsilon_i \sim N(0,1)$ and covariate $x_i \sim N(0,1)$ being independent of $\varepsilon_i$. We set $\beta_1 = 0, \beta_2 = 1.5$ and fix sample size $n = 100$. The censoring times $C_i$ are generated from $N(\mu, 1)$. Specifically, we consider following two contamination schemes.

(I) Similar to the simulation setting in Salibian-Barrera and Yohai (2008), we contaminate each generated sample with 10% (10 observations) of outliers at $(x_0, m x_0)$, where $x_0 = 10$ for high leverage points and $m = 2, \cdots, 5$. We select $\mu = 1$, yielding a censoring proportion around 32%. Results of root mean square errors for slope are given in Table 4(I), which shows that the proposed KMW-GM method performs satisfactorily in comparison with the other two methods.

(II) We assume that error term $\varepsilon_i \sim N(0,1)$ having 10% contamination by $N(0,16)$, while covariate $x_i$ follows the $N(0,1)$ distribution with 10% contamination by $N(-3, 1/9)$. $\mu = 5, 2$ and 1, giving censoring rates of 0%, 10% and 40%, respectively. As is evident in Table 4(II), the proposed KMW-GM method gives smaller root mean square errors than the KMW-LAD for all scenarios.

[Tables 4(I)-(II)]
In summary, our simulation results demonstrate that the proposed KMW-GM estimator for the regression parameter is quite efficient regardless of the underlying distribution of the error term and across various censoring rate specifications. The proposed method also performs satisfactorily in the presence of high leverage points or contamination in both the covariate and error distribution.

To appreciate the properties of the proposed estimator, we present in Figure 1 boxplots of the KMW-GM estimates of $\beta_2$ with the standard normal, $t(3)/\sqrt{3}$ and standard log-Weibull errors. It is seen that all the KMW-GM estimates of $\beta_2$ are close to the true parameter value. The accuracy of the approximation increases as the censoring rate decreases and the sample size increases. We omit the boxplots for $\beta_1$ as they show similar trends.

In addition, it is often difficult to analytically compute the standard error of the proposed estimator using the asymptotic distribution given by Theorem 2 because of the complex form of the asymptotic covariance II given in Appendix A. One can estimate the standard error using the weighted bootstrap method (Ma and Kosorok, 2005) instead. We perform the following simulation to assess the bootstrap estimate. Consider an AFT model with the same parameter setting as in the previous simulation. The error term is assumed to be normally or $t$-distributed with mean 0 and standard deviation 1. The standard errors are computed using the weighted bootstrap in comparison with the sample standard deviations.

Results are listed in Table 5 based on 1,000 replicates and 1,000 bootstrap for each sample with a fixed censoring rate of 40%. As expected, the bootstrap standard errors of the KMW-GM estimates are very close to their empirical counterparts.

**Simulation 2** (Nonlinear censored regression). Here we examine the validity of our results in the nonlinear censored regression model for finite samples. The underlying admissible nonlinear regression function is assumed to be

$$f(x, \beta) = (\beta_1 + \beta_2)^{-1} \exp(\beta_1 x_1 + \beta_2 x_2).$$

Data $(X_i, T_i), 1 \leq i \leq n$, are generated as follows: each $X_i = (X_i^1, X_i^2)$ consists of two independent random variables from the uniform distribution on $[0, 3]$. The true parameters are set to be
\[ \theta_0 = (\beta_{01}, \beta_{02}, \sigma_0)^T = (0.5, 0.3, 1)^T \] so that

\[ T_i = \frac{5}{4} \exp(0.5X_{i1} + 0.3X_{i2}) + \varepsilon_i, \quad 1 \leq i \leq n. \]

We choose sample size \( n = 100 \), and set the censoring distribution \( G \) to be the uniform distribution on \([0, 60] , [0, 20] \) and \([0, 12] \) corresponding to censoring rate of 0\%, 10\% and 40\%, respectively. \( C_i \) is taken to be independent of \( (X_i,T_i) \). When the sample size changes, the distribution of \( G \) also changes. The error term \( \varepsilon_i \) is assumed to be independent of \( X_i \) and generated from the \( N(0,1) \), \( t(3)/\sqrt{3} \) and \( t(5)/\sqrt{5/3} \) distributions, respectively, where \( E(\varepsilon_i) = 0 \) and \( Var(\varepsilon_i) = 1 \).

For each combination of the simulation parameters, we generate 1000 replicates of data. For the minimization of \( S_n \), we apply a modified Gauss-Newton algorithm, which can be found in the R package. The simulated means and square root of the mean square errors are reported in Tables 6-8 for differently distributed errors. It becomes clear that the bias slightly increases as censoring becomes more and more substantial. The proposed KMW-GM estimation performs satisfactorily for finite samples with different sample sizes, degrees of censoring and error distributions.

[Tables 6-8]

Simulation 3 (Comparison with censored quantile regression methods). We further conduct simulations to compare the proposed KMW-GM estimation with the existing censored quantile regression methods developed by Portnoy (2003), Peng and Huang (2008) and Wang and Wang (2009). Following the same setup used in Wang and Wang (2009) (example 1), we generate data \((x_i, T_i, C_i)\) from the model \( T_i = \beta_0 + \beta_1 x_i + \varepsilon_i, \quad i = 1, \cdots, n \), where \( \beta_0 = 3, \beta_1 = 5, x_i \sim U(0,1) \). To see how the robust estimators protect us from gross errors in the data, we assume that \( \varepsilon \) follows one of the following distributions: \( N(0,1) \), \( t(3)/\sqrt{3} \) and \( \text{Laplace}(0, \sqrt{0.5}) \). The censoring variable \( C_i \sim U(0,14) \), resulting in 40\% censoring at the median. The observed response variable is \( Y_i = \min(T_i, C_i) \).

Table 9 summaries the results for two different sample sizes \( n = 200 \) and 500 using four different methods: CRQP (Portnoy, 2003, \( \tau = 0.5 \)), CRQPH (Peng and Huang 2008, \( \tau = 0.5 \)), LCRQ (Wang and Wang, 2009, \( \tau = 0.5 \)) and KMW-GM (the proposed method with the local Kaplan-Meier weight). In this simulation, the CRQP and CRQPH were calculated using the function \( crq \) in R package \textit{quantreg}, and the LCRQ was calculated using the R code available at http://www4.stat.ncsu.edu/~wang/research/software/LCRQ.R.

Results in Table 9 show that the KMW-GW estimator performs very similar to the other estimators based on censored quantile regression methods when \( \varepsilon \) follows the \( \text{Laplace}(0, \sqrt{0.5}) \).
distribution. When $\varepsilon$ follows $N(0, 1)$ or $t(3)/\sqrt{3}$, the KMW-GM method still achieves comparable performance to the other three methods and can protect us against errors in data.

[Table 9]

6. Application

For illustration, we apply the KMW-GM estimation to the Heart data set (Kalbfleisch and Prentice, 2002) on 155 heart transplant recipients, including their age, mismatch score and their time to death or censoring (survival). The data set is available in the “survival” library of R, and has been analyzed by Salibian-Barrera and Yohai (2008) and Locatelli and Marazzi and Yohai (2011) using model $y = \alpha + \beta x + \sigma u$, where $y = \text{log}(\text{time})$ and $x = \text{age}$. In this section, we consider the AFT model $y = \alpha + \beta_1 x_1 + \beta_2 x_2 + \sigma \varepsilon$, where $y = \text{log}(\text{time})$, $x_1 = \text{age}$ and $x_2 = \text{mismatch score}$. First, we present the standard residuals in Figure 2 computed using the uncensored data only and the complete data set, respectively. Based on Figure 2, the data points with ID 2, 16 and 21 are found to be possible outliers, which are consistent with the results from previous studies.

[Figure 2]

We apply the proposed robust method to estimate the parameters in the model. Resulting estimates obtained with or without those outliers are presented in Table 10. Figure 2 suggests that the residual distribution is quite asymmetric. It can be seen that with the full data set the KMW-GM estimate of $\beta_1$ is close to zero, which indicates that variable age slightly affects the mean survival time. We observe that both the KMW-GM and KMW-LAD estimates change little after removal of the outliers. To assess such small changes in the estimates, we further calculate the relative variation of the estimates with or without outliers. Suppose that $\theta_1$ is the estimate based on the full data set, and $\theta_2$ is the estimate based on the reduced data set (without outliers). We then define

$$\text{relative variation} = \frac{|\theta_1 - \theta_2|}{|\theta_1|}.$$ 

Results of the relative variation are provided in Table 11. It is seen that the KMW-LAD estimates vary a lot for some particular parameters after removal of the outliers, while the KMW-GM estimates almost keep unchanged for both the regression and scale parameters, thus illustrating the strong robustness of the KMW-GM estimator. We also observe that standard errors of the KMW-GM estimates are consistently less than those of the KMW-LAD estimates, exhibiting the relative efficiency of the KMW-GM estimator proposed.
7. Concluding Remarks

In this paper, we propose a robust method to estimate the regression coefficients and the scale parameter simultaneously in the AFT model with right-censored data. We develop the KMW-GM estimation in which the Kaplan-Meier weights are embedded within the generalized M-estimation. Under suitable assumptions, the resulting estimator is consistent and asymptotically normal, and has a bounded influence. Simulation results show that in comparison with the two existing robust approaches, the KMW-GM estimation performs satisfactorily in terms of robustness and efficiency. The real data analysis also demonstrates the effectiveness of the method. According to our numerical experiments, the algorithm is very stable and can yield estimates within reasonable computing time.

The t-type estimator is a special case of the GM estimator with redescending scores that can attain a very high breakdown point. However, the weights are based on a high breakdown point multivariate location-scale estimator (e.g., the minimum volume ellipsoid estimator). For this reason, the t-type estimator looses the computational advantage of a typical GM estimator when the number of covariates is large.

As shown in the proof of Lemma 2 in Appendix A, the symmetric error distribution condition in (A3) is mainly used to obtain the Fisher consistency. In finite sample cases, we have done simulations with this condition relaxed. Our simulation results in Table 3 show that the KMW-GM estimator performs favorably under the standard log-Weibull error distribution. The proposed KMW-GM estimator can be regarded as a reasonable alternative to the existing robust estimators with convenient implementation using existing packages, given that the number of covariates and the contamination fraction are small, and the error distribution is symmetric.

In addition, we assume that the scale parameter $\sigma$ is a positive constant for technical consideration. This rules out the possibility of conditional heteroskedasticity, which is allowed in some works in the literature (see, e.g. Ying et al., 1995; Honore et al., 2002). We also require a mean 0 condition for the error term in assumption (A3), which can be somehow circumvented by imposing a median condition or quantile condition (see, e.g. Ying et al. 1995; Honore et al. 2002; Portnoy, 2003; Peng and Huang, 2008; Wang and Wang, 2009). How to weaken these assumptions would be another interesting topic for our future research.

It is noted that the proposed KMW-GM estimation requires independence between censoring
time and event time. This assumption is generally reasonable in many survival studies. When the independence assumption is clearly violated, the proposed method should be applied with more caution.
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Appendix A: Proofs of Theorems 1-2

Similar to Stute and Wang (1993) and Zhou (2010), the following proposition and two lemmas are needed for the proofs of our theoretical results.

**Proposition 1. (Strong law of large numbers)** Under (B1)-(B2), for any $\varphi$ such that $\int |\varphi(x,t)| dF(x,t) < \infty$, it follows that

$$\int \varphi(x,t) d\hat{F}_n^0(x,t) \to \int \varphi(x,t) dF^0(x,t)$$

with probability one.

Moreover,

$$\sup_{-\infty < x < \infty, -\infty < t \leq \tau_Y} |\hat{F}_n^0(x,t) - F^0(x,t)| \to 0$$

with probability one.

Technically, the consistency and asymptotic normality of $\hat{\theta}_n$ will be shown by first considering a linear approximation of $\hat{\theta}_n$ and then applying the strong law of large numbers and the central limit theorem to Kaplan-Meier integrals $\int \varphi d\hat{F}_n^0$ with a proper vector-valued function $\varphi$.

Consider

$$S_n(\theta) = \int \varphi(\theta(x,t)) d\hat{F}_n^0(x,t)$$

with $\varphi(\theta(x,t)) = \rho_0 \left[ \omega(x)(t - x^T \beta)/\sigma \right] + \log(\sigma)$. Recall $G$, $H$ and $\tau_Y$, $1 - H = (1 - F)(1 - G)$ by condition (B1). Clearly, there will be no data beyond $\tau_Y$. So, if $\int \varphi dF^0$ is a parameter of interest, the best we can hope for is to consistently estimate the integral restricted to $t \leq \tau_Y$. (3.1) asserts that with probability one,

$$\lim_{n \to \infty} \int \varphi d\hat{F}_n^0 = \int_{\{t < \tau_Y\}} \varphi(x,t) d\hat{F}_n^0(x,t) + 1_{\{\tau_Y \in A\}} \int_{\{t = \tau_Y\}} \varphi(x,\tau_Y) d\hat{F}_n^0(x,t),$$
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where $A$ is the set of $H$ atoms, possibly empty. Regarding $S_n(\theta)$, we have

$$
\lim_{n \to \infty} S_n(\theta) = \int_{\{t < \tau\}} \left[ \rho_0 \left( \omega(x)(t - x^T \beta)/\sigma \right) + \log(\sigma) \right] d\tilde{F}_0(x, t) + 1_{\{\tau \in A\}} \int_{\{t = \tau\}} \left[ \rho_0 \left( \omega(x)(\tau - x^T \beta)/\sigma \right) + \log(\sigma) \right] d\tilde{F}_0(x, t).
$$

(A.1)

For most lifetime distributions considered in the literature, $\tau_T = \tau_C = \infty$ and therefore $\tau_Y = \infty$. In this case, the right-hand side of equation (A.1) is equal to $E[\rho_0(\omega(X)(T - X^T \beta)/\sigma) + \log \sigma]$. For other cases that the identifiability function in condition (A3) has to be modified accordingly. For ease of notation, we assume without further mention that the limit is $E[\rho_0(\omega(X)(T - X^T \beta)/\sigma) + \log \sigma]$.  

**Lemma 1.** If conditions (A1)-(A3) are satisfied, there exist $\sigma_1, \sigma_2 > 0$ satisfying $\sigma_1 \leq \sigma_0 \leq \sigma_2$.  

**Proof.** This lemma can be proved by using similar proof of Lemma 2 in Cui (2004).

**Lemma 2.** Under the conditions (A1)-(A4) and (B1)-(B2),

$$(\beta_0^T, \sigma_0) = \arg \min_{\beta, \sigma} E_{F_0} \left\{ \rho \left[ \omega(X)(T - X^T \beta)/\sigma \right] + \log(\sigma) \right\},$$

and $(\beta_0^T, \sigma_0)$ is unique.  

**Proof.** Let

$$h(\beta, \sigma) = E_{F_0} \left\{ \rho \left[ (\varepsilon + X^T \beta_0 - X^T \beta) \omega(X)/\sigma \right] - \rho (\varepsilon \omega(X)/\sigma) \right\} + E_{F_0} \left\{ \rho (\varepsilon \omega(X)/\sigma) + \log(\sigma) \right\}$$

$$:= h_1(\beta, \sigma) + h_2(\beta, \sigma).$$

By condition (A3), we note that

$$h_1(\beta, \sigma) = E_{F_0} \int_{\varepsilon = X^T \beta_0 - X^T \beta}^{(\varepsilon + \omega(X)/\sigma)} E_{F_0} \int_0^{X^T \beta_0 - X^T \beta} \psi(t) dt = E_{F_0} \int_0^{X^T \beta_0 - X^T \beta} \psi(t + \varepsilon \omega(X)/\sigma) dt$$

$$= E_{F_0} \int_0^{X^T \beta_0 - X^T \beta} E_{F_0} \psi(t + \varepsilon \omega(X)/\sigma) dt,$$

and $h_1(\beta_0, \sigma) = 0$. Since $\varepsilon$ has a symmetric distribution and $\psi(t) \geq 0$ ($t \geq 0$), we can get $E_{\varepsilon} \psi(t + \varepsilon \omega(x)/\sigma)] = E_{\varepsilon} \psi(t + |\varepsilon \omega(x)/\sigma|) \geq 0$ for $t \geq 0$. With odd function $\psi$, we then have

$$h_1(\beta, \sigma) = E_{F_0} \int_0^{X^T \beta_0 - X^T \beta} E_{F_0} \psi(t + \varepsilon \omega(x)/\sigma) dt.$$
Now we consider the uniqueness of \( \sigma_0 \). Because \( E_\varepsilon[\chi(\varepsilon \omega(x)/\sigma_0)] = 0 \), we just need to verify that \( \sigma_0 \) is the unique solution of \( E_\varepsilon[\chi(\varepsilon \omega(x)/\sigma)] = 0 \). Assume there exists \( \tilde{\sigma} \) satisfying \( E_\varepsilon[\chi(\varepsilon \omega(x)/\tilde{\sigma})] = 0 \). Without loss of generality, suppose that \( \sigma_0 < \tilde{\sigma} \). We have \( E_\varepsilon[\chi(\varepsilon \omega(x)/\sigma_0) - \chi(\varepsilon \omega(x)/\tilde{\sigma})] = 0 \). Let \( f_0(\cdot) \) denote the density function of \( \varepsilon \). Furthermore,

\[
\int_0^\infty \left[ \chi(y \omega(x)/\sigma_0) - \chi(y \omega(x)/\tilde{\sigma}) \right] f_0(y) dy + \int_0^\infty \left[ \chi(-y \omega(x)/\sigma_0) - \chi(-y \omega(x)/\tilde{\sigma}) \right] f_0(y) dy = J_1 + J_2 = 0.
\]

\( J_1, J_2 \) are both nonnegative, thus \( J_1 = J_2 = 0 \). Considering conditions (A2) and (A3), we know that \( \sigma_0 = \tilde{\sigma} \). □

**Proof of Theorem 1 (Consistency).**

Following from the discussion in Section 3.1, under (B1) and (B2) and by Proposition 1, we have for any measurable function \( \varphi \),

\[
S_n^\varphi = \sum_{i=1}^n W_{ni} \varphi(X_i, Y_i) \rightarrow S^\varphi \equiv \int \varphi d\hat{F}^0, \text{ a.s.} \tag{A.2}
\]

provided that \( \int |\varphi| d\hat{F}^0 \) is finite. Applying this result to \( \varphi_\theta(x,t) = \rho_0[\omega(x)(t - x^T \beta)/\sigma] + \log(\sigma) \), when \( \tau_T < \tau_C \) or \( \tau_Y = \infty \), we obtain

\[
S_n(\theta) = \sum_{i=1}^n W_{ni} \varphi_\theta(X_i, Y_i) \rightarrow S(\theta), \text{ a.s., for any fixed } \theta \in \mathbb{R}^{d+1},
\]

where

\[
S(\theta) = E \left[ \rho_0 \left( \frac{\omega(X)(T - X^T \beta)}{\sigma} \right) + \log(\sigma) \right].
\]

Note that \( \varphi_\theta(x,t) \) is a convexity function of \( \theta = (\beta^T, \sigma)^T \). By the convexity lemma of Pollard (1991), for any compact set \( K \) in a convex open subset of \( \mathbb{R}^{d+1} \),

\[
\sup_{\theta \in K} |S_n(\theta) - S(\theta)| \xrightarrow{P} 0 \tag{A.3}
\]

Under the conditions (A1)-(A4) and (B1)-(B2) and by lemmas 1 and 2, we get \( \hat{\beta}_n \xrightarrow{P} \beta_0 \) and \( \hat{\sigma}_n \xrightarrow{P} \sigma_0 \). This completes the proof of Theorem 1. □

To show the result of Theorem 2, we need further notation and definitions. Define sub-distribution functions

\[
\tilde{H}^{11}(x,t) = P\{X \leq x, Y \leq t, \delta = 1\} \quad \text{and} \quad \tilde{H}^0(t) = P(Y \leq t, \delta = 0).
\]

These functions may be consistently estimated by their empirical counterparts. Let

\[
\gamma_0(t) = \exp \left\{ \int_0^t \frac{d\tilde{H}^0(y)}{1 - H(y)} \right\} = \lim_{\epsilon \rightarrow 0^+} \exp \left\{ \int_0^{t-\epsilon} \frac{d\tilde{H}^0(y)}{1 - H(y)} \right\}
\]
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and for every real-valued function \( \varphi \),
\[
\gamma_1^\varphi(t) = \frac{1}{1-H(t)} \int_{t<w} \varphi(x,w) \gamma_0(w) d\tilde{H}^{11}(x,w),
\]
\[
\gamma_2^\varphi(t) = \int \int \frac{1_{v<t,v<w} \varphi(x,w) \gamma_0(w)}{1-H(v)^2} d\tilde{H}^0(v) d\tilde{H}^{11}(x,w).
\]
(A.4)

According to Stute and Wang (1993), \( \gamma_0 = (1-G)^{-1} \) for continuous \( H \). Stute (1995) showed that under weak moment assumptions on \( \varphi \), in probability,
\[
\int \varphi d(F_n^0 - F^0) = n^{-1} \sum_{i=1}^n \{ \varphi(X_i,Y_i) \gamma_0(Y_i) \delta_i + \gamma_1^\varphi(Y_i)(1-\delta_i) - \gamma_2^\varphi(Y_i) \} + o(n^{-1/2}) \equiv n^{-1} \sum_{i=1}^n \xi_i^\varphi + o(n^{-1/2}),
\]
(A.6)

where \( \xi_i \)'s are independently and identically distributed with mean zero. In this paper we shall have to consider \( \varphi_r, 1 \leq r \leq d+1 \) at the same time, namely
\[
\varphi_r(x,t) = \begin{cases} 
\psi \left( \omega(x)(t - x^T \beta_0)/\sigma_0 \right) x_r \omega, & 1 \leq r \leq d; \\
\chi \left( \omega(x)(t - x^T \beta_0)/\sigma_0 \right), & r = d+1.
\end{cases}
\]

Set
\[
\Pi = (\sigma_{rs})_{1 \leq r,s \leq d+1} \text{ with } \sigma_{rs} = Cov(\xi_i^{\varphi_r}, \xi_i^{\varphi_s}).
\]
(A.7)

If \( \gamma_0, \gamma_1^\varphi \) and \( \gamma_2^\varphi \) were known, then we could estimate \( \Pi \) using the sample covariance \( \Pi_n \) of \( \xi_i \)'s. However, \( \gamma_0, \gamma_1^\varphi \) and \( \gamma_2^\varphi \) are often unknown in practice. Note that they are functions of \( H \) and can be estimated by their empirical counterparts.

**Proof of Theorem 2 (Asymptotic Normality).** Let \( \theta = (\beta^T, \sigma)^T \in \Theta_1 \). There exists some \( \theta_n' \) between \( \hat{\theta}_n \) and \( \theta_0 \) such that
\[
n^{1/2}(\hat{\theta}_n - \theta_0) = -A_n^{-1} n^{1/2} \frac{\partial S_n(\theta)}{\partial \theta} \bigg|_{\theta=\theta_0}
\]
(A.8)

with
\[
A_n = \frac{\partial^2 S_n(\theta)}{\partial \theta \partial \theta^T} \bigg|_{\theta=\theta_n'}.
\]

Put
\[
b_n = n^{1/2} \frac{\partial S_n(\theta)}{\partial \theta} \bigg|_{\theta=\theta_0} := ((b_1^1)^T, b_2^2)^T.
\]

We show the asymptotic normality of \( b_n \) first. Note that
\[ b_n^1 = -n^{1/2} \sum_{i=1}^{n} W_m \psi \left[ \omega(X_i)(Y_i - X_i^T \beta_0)/\sigma_0 \right] X_i \omega(X_i), \]
\[ b_n^2 = -n^{1/2} \sum_{i=1}^{n} W_m \chi \left[ \omega(X_i)(Y_i - X_i^T \beta_0)/\sigma_0 \right]. \]

Denote
\[ \varphi(x,t) = \left[ \psi(\omega(x)(t - x^T \beta_0)/\sigma_0) x^T \omega(x), \chi(\omega(x)(t - x^T \beta_0)/\sigma_0) \right]^T. \]

Rewrite
\[ b_n = -n^{1/2} \int \varphi(x,t) \hat{F}_n^0(dx,dt). \]

If \( \varphi \) is a vector-valued function, we write \( \varphi = (\varphi_1, \ldots, \varphi_{d+1}) \). From Theorem 1.1 of Stute (1996), we obtain that in probability
\[ \int \varphi_r(x,t) \hat{F}_n^0(dx,dt) = n^{-1} \sum_{i=1}^{n} \varphi_r(X_i,Y_i) \gamma_0(Y_i) \delta_i + n^{-1} \sum_{i=1}^{n} \{ \gamma_1^r(Y_i)(1 - \delta_i) - \gamma_2^r(Y_i) \} + o(n^{-1/2}), 1 \leq r \leq d + 1 \]
where \( \gamma_1^r \) and \( \gamma_2^r \) are given in (A.4) and (A.5), respectively. The second sum consists of independent and identically distributed random variables with zero mean. As to the first sum, note that the definition of the GM estimator,
\[ E\{\varphi_r(X_1,Y_1)\gamma_0(Y_1)\delta_1\} = E \left[ \psi(\omega(X_1)(Y_1 - X_1^T \beta_0)/\sigma_0) X_1 \omega(X_1) \right] = 0, \quad 1 \leq r \leq d, \]
\[ E\{\varphi_r(X_1,Y_1)\gamma_0(Y_1)\delta_1\} = E \left[ \chi(\omega(X_1)(Y_1 - X_1^T \beta_0)/\sigma_0) \right] = 0, \quad r = d + 1. \]

Recalling the definition of \( \Pi \) in (A.7), the Multivariate Central Limit Theorem yields
\[ b_n \xrightarrow{d} N(0,\Pi) \quad \text{as} \quad n \to \infty. \]
Let \( A_n = \begin{pmatrix} A_n^{11} & A_n^{12} \\ A_n^{21} & A_n^{22} \end{pmatrix} \), where

\[
\begin{align*}
A_n^{11} &= \frac{\partial^2 S_n(\beta, \sigma)}{\partial \beta \partial \beta'} |_{\theta = \theta_n'} = \sum_{i=1}^{n} W_{ni} \psi^{(1)} \left( \frac{\omega(X_i)(Y_i - X_i^T \beta_n')}{\sigma_n'} \right) \omega^2(X_i) X_i^T \frac{X_i}{\sigma_n'}, \\
A_n^{12} &= \frac{\partial^2 S_n(\beta, \sigma)}{\partial \beta \partial \sigma} |_{\theta = \theta_n'} = \sum_{i=1}^{n} W_{ni} \psi^{(1)} \left( \frac{\omega(X_i)(Y_i - X_i^T \beta_n')}{\sigma_n'} \right) \omega^2(X_i) X_i \frac{X_i^T}{\sigma_n'}, \\
A_n^{21} &= \frac{\partial^2 S_n(\beta, \sigma)}{\partial \sigma \partial \beta} |_{\theta = \theta_n'} = \sum_{i=1}^{n} W_{ni} \chi^{(1)} \left( \frac{\omega(X_i)(Y_i - X_i^T \beta_n')}{\sigma_n'} \right) \omega(X_i) X_i^T \frac{X_i}{\sigma_n'}, \\
A_n^{22} &= \frac{\partial^2 S_n(\beta, \sigma)}{\partial \sigma \partial \sigma} |_{\theta = \theta_n'} = \sum_{i=1}^{n} W_{ni} \chi^{(1)} \left( \frac{\omega(X_i)(Y_i - X_i^T \beta_n')}{\sigma_n'} \right) \omega(X_i) Y_i \frac{X_i^T}{\sigma_n'^2}.
\end{align*}
\]

Applying the strong law of large numbers in Proposition 1 and the continuity of elements of \( A_n \) about \( \theta \), we have that \( A_n \to \Lambda \), as \( n \to \infty \). The assertion of Theorem 2 therefore follows from (A.8) and (A.9). □

**Appendix B: Detailed Discussions of Remark 2**

To start, we assume that the following regularity conditions hold.

(D1) \( T \) and \( C \) are independent condition on \( X \).

(D2) The bandwidth \( h_n = O(n^{-v}) \) with \( 0 < v < 1/d \).

(D3) (i) \( K \) is a kernel with compact support and total variation. (ii) The kernel \( K \) satisfies \( \int x_j K(x) dx = 0 \), \( j = 1, \ldots, d \).

(D4) (i) \( K \) is a bounded kernel with compact support in \( \mathbb{R}^d \). (ii) The kernel has order \( q \) satisfies \( \int K(x) dx = 1 \) and \( \int x_1^{a_1} \cdots x_d^{a_d} K(x) dx = 0 \) for nonnegative integers \( a_1, \ldots, a_d \) with \( \sum_{i=1}^{d} u_j < q \).

(D5) The first \( q \) partial derivatives with respect to \( x \) of the density function \( f(x) \) are uniformly bounded for \( x \), the conditional density of \( T \) given \( X = x \), \( f(t|x) \) and the conditional density of \( C \) given \( X = x \), \( g(t|x) \) are uniformly bounded away from infinity and have bounded first \( q \) order partial derivatives with respect \( x \).

(D6) The bandwidth \( h_n \) satisfies \( h_n = O(n^{-v}) \) with \( (2q)^{-1} < v < (3d)^{-1} \).

Recall that \( \phi_\theta(x, t) = \rho_\theta(\omega(t - x^T \beta)/\sigma) + \log(\sigma) \). The key step to show the consistency is to prove

\[
S_n(\theta) = \sum_{i=1}^{n} \frac{\delta_i}{1 - \hat{G}(Y_i, X_i)} \phi_\theta(X_i, Y_i) \to S(\theta) = E[\phi_\theta(x, t)], \quad \text{a.s.}
\]
for any fixed $\theta \in \mathbb{R}^{d+1}$. Note that
\[ \sum_{i=1}^{n} \frac{\delta_i}{1 - \hat{G}(Y_i|X_i)} \varphi_{\theta}(X_i, Y_i) = \sum_{i=1}^{n} \frac{\delta_i}{1 - G(Y_i|X_i)} \varphi_{\theta}(X_i, Y_i) + \sum_{i=1}^{n} \frac{\delta_i \varphi_{\theta}(X_i, Y_i)}{[1 - G(Y_i|X_i)][1 - G(Y_i|X_i)]}. \]

By the strong law of large numbers, the first term in the right-hand side of the equation above converges almost surely to $E[\varphi_{\theta}(x, t)]$. Under conditions (D1)-(D3), $\sup_{y,x} |\hat{G}(y|x) - G(y|x)| = o(1)$ almost surely by Theorem 2.1 in Liang et al. (2012). So the second term can be bounded by $O(1) \sup_{y,x} |\hat{G}(y|x) - G(y|x)| = o(1)$ almost surely.

To prove the asymptotic normality, using the same notation as in the proof of Theorem 2 in Appendix A, we need to show the asymptotic normality of

\[ \delta \hat{G} \frac{n^{1/2}}{b_n} \]

with vector-valued function $\varphi(x, y) = [\psi(\omega(x - x^T \beta_0)/\sigma_0) x^T \omega, \chi(\omega(x - x^T \beta_0)/\sigma_0)]^T$, which is a vector-valued function. Denote $\varphi_r$ is the $r$th component of $\varphi(\cdot, \cdot)$. First, using the uniform convergence rate of $\hat{G}$ given by Theorem 2.1 in Liang et al. (2012), we obtain that under conditions (D1) and (D4)-(D6)

\[ \frac{1}{n} \sum_{i=1}^{n} \frac{\delta_i \varphi_r(X_i, Y_i)}{1 - \hat{G}(Y_i|X_i)} = \frac{1}{n} \sum_{i=1}^{n} \frac{\delta_i \varphi_r(X_i, Y_i)[\hat{G}(Y_i|X_i) - G(Y_i|X_i)]}{[1 - G(Y_i|X_i)]^2} + O_p((\log(n)/(nh_n^{d}))^{3/4} + h_n^q). \]

Note that the function $\delta_i \varphi_r(X_i, Y_i)G(Y_i|X_i)[1 - G(Y_i|X_i)]^{-2}$ belongs to a Donsker class from the assumption and permeance property of the Donsker class (Van der Vaart and Wellner, 1996). It is also the case for $\delta_i \varphi_r(X_i, Y_i)[\hat{G}(Y_i|X_i) - G(Y_i|X_i)]^{-2}$ with probability tending to one by Theorem 2.1 in Liang et al. (2012). Applying the asymptotic equicontinuity of the Donsker class (Van der Vaart and Wellner, 1996), we have

\[ \frac{1}{n} \sum_{i=1}^{n} \frac{\delta_i \varphi_r(X_i, Y_i)[\hat{G}(Y_i|X_i) - G(Y_i|X_i)]}{[1 - G(Y_i|X_i)]^2} = \int \varphi_r(x, y)[\hat{G}(y|x) - G(y|x)]dF(x, y) + o_p(n^{-1/2}), \]

uniformly for $x, y$ and $\varphi_r$. By Theorem 2.3 in Liang et al. (2012), we get

\[ \int \frac{\varphi_r(x, y)[\hat{G}(y|x) - G(y|x)]}{1 - G(y|x)}dF(x, y) = \sum_{i=1}^{n} \int \frac{K(X_i - x)}{nh_n} \varphi_r(x, y)\xi(Y_i, \delta_i, y, x)dF(x, y) + O_p((\log(n)/(nh_n^{d}))^{3/4} + h_n^q), \]
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where \( \xi(Y, \delta, y, x) = \frac{I(Y \leq y, \delta = 0)}{C(t|x)} - \int_{0}^{y} \frac{I(t \leq Y)}{C(t|x)} dH_1(t|x) \), \( C(y|x) = P(Y \geq y|X = x) \) and \( H_1(y|x) = P(Y \leq y, \delta = 0|X = x) \).

Let \( \hat{f}(x) = (nh_n^d)^{-1} \sum_{j=1}^{n} K(|X_j - x|/h_n) \), which can be decomposed into three parts:

\[
\begin{align*}
&\frac{1}{nh_n^d} \sum_{i=1}^{n} \int K\left(\frac{X_i - x}{h_n}\right) \frac{\varphi_r(x, y)\xi(Y_i, \delta_i, y, x)}{f(x)} dF(x, y) \\
+ &\frac{1}{nh_n^d} \sum_{i=1}^{n} \int K\left(\frac{X_i - x}{h_n}\right) \varphi_r(x, y)\xi(Y_i, \delta_i, y, x) \frac{[\hat{f}(x) - f(x)]}{f(x)^2} dF(x, y) \\
+ &\frac{1}{nh_n^d} \sum_{i=1}^{n} \int K\left(\frac{X_i - x}{h_n}\right) \varphi_r(x, y)\xi(Y_i, \delta_i, y, x) \frac{[\hat{f}(x) - f(x)]^2}{f(x)f(x)} dF(x, y),
\end{align*}
\]

where \( F(x, y) \) is the joint distribution of \( X \) and \( Y \).

By a change of variables and the second order Taylor expansion, the first term in the expression above can be written as \( n^{-1} \sum_{i=1}^{n} \int \varphi_r(X_i, y)\xi(Y_i, \delta_i, y, x) dF_X(x, y) + O_p(h_n^2) \) with \( F_X(x, y) = P(X \leq x, Y \leq y|X = x) \), while the second term can be written as

\[
\int \varphi_r(x, y) \left\{ \frac{1}{nh_n^d} \sum_{i=1}^{n} K\left(\frac{X_i - x}{h_n}\right) \frac{\xi(Y_i, \delta_i, y, x)}{f(x)^2} \right\} \left\{ \frac{1}{nh_n^d} \sum_{i=1}^{n} K\left(\frac{X_i - x}{h_n}\right) - f(x) \right\} dF(x, y),
\]

and consequently equals to \( O_p(\log(n)(nh_n^d)^{-1} + h_n^{2q}) \) using the uniform convergence rate of \( \hat{f}(x) \) (Theorem 6 in Hanson, 2008). Similarly, it is easy to see that the third term is \( O_p(\log(n)(nh_n^d)^{-1} + h_n^{2q}) \) uniformly over \( \psi_r \). This establishes the desired asymptotic normality by the Central Limit Theorem. Therefore, results of both Theorems 1 and 2 can be applied under the weak condition addressed in Remark 2.
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Table 1. Simulation results: means (root mean square errors) of the proposed KMW-GM estimates in comparison with the KMW-LAD estimates, \((\beta_1, \beta_2) = (0, 1)\) and \(\epsilon \sim N(0, 1)\).

<table>
<thead>
<tr>
<th>sample size</th>
<th>censoring rate</th>
<th>KMW-LAD</th>
<th>KMW-GM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(\beta_1)</td>
<td>(\beta_2)</td>
<td>(\beta_1)</td>
</tr>
<tr>
<td>100</td>
<td>0%</td>
<td>-0.018</td>
<td>0.998</td>
</tr>
<tr>
<td></td>
<td>(0.257)</td>
<td>(0.075)</td>
<td>(0.214)</td>
</tr>
<tr>
<td>10%</td>
<td>0.010</td>
<td>0.994</td>
<td>0.004</td>
</tr>
<tr>
<td></td>
<td>(0.246)</td>
<td>(0.074)</td>
<td>(0.209)</td>
</tr>
<tr>
<td>40%</td>
<td>0.026</td>
<td>1.014</td>
<td>0.039</td>
</tr>
<tr>
<td></td>
<td>(0.303)</td>
<td>(0.096)</td>
<td>(0.266)</td>
</tr>
<tr>
<td>500</td>
<td>0%</td>
<td>-0.005</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>(0.107)</td>
<td>(0.032)</td>
<td>(0.092)</td>
</tr>
<tr>
<td>10%</td>
<td>-0.002</td>
<td>1.000</td>
<td>-0.001</td>
</tr>
<tr>
<td></td>
<td>(0.118)</td>
<td>(0.034)</td>
<td>(0.097)</td>
</tr>
<tr>
<td>40%</td>
<td>0.012</td>
<td>0.998</td>
<td>0.021</td>
</tr>
<tr>
<td></td>
<td>(0.143)</td>
<td>(0.048)</td>
<td>(0.122)</td>
</tr>
</tbody>
</table>
Table 2. Simulation results: means (root mean square errors) of the proposed KMW-GM estimates in comparison with the KMW-LAD estimates, $(\beta_1, \beta_2) = (0, 1)$ and $\epsilon \sim t(3)/\sqrt{3}$.

<table>
<thead>
<tr>
<th>sample size</th>
<th>censoring rate</th>
<th>KMW-LAD</th>
<th>KMW-GM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\beta_1$</td>
<td>$\beta_2$</td>
<td>$\beta_1$</td>
</tr>
<tr>
<td>100</td>
<td>0%</td>
<td>-0.006</td>
<td>0.998</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.157)</td>
<td>(0.046)</td>
</tr>
<tr>
<td>10%</td>
<td>-0.003</td>
<td>0.999</td>
<td>-0.002</td>
</tr>
<tr>
<td></td>
<td>(0.168)</td>
<td>(0.050)</td>
<td>(0.157)</td>
</tr>
<tr>
<td>40%</td>
<td>0.014</td>
<td>1.002</td>
<td>0.023</td>
</tr>
<tr>
<td></td>
<td>(0.204)</td>
<td>(0.068)</td>
<td>(0.197)</td>
</tr>
<tr>
<td>500</td>
<td>0%</td>
<td>0.001</td>
<td>0.999</td>
</tr>
<tr>
<td></td>
<td>(0.071)</td>
<td>(0.021)</td>
<td>(0.066)</td>
</tr>
<tr>
<td>10%</td>
<td>-0.001</td>
<td>1.000</td>
<td>-0.001</td>
</tr>
<tr>
<td></td>
<td>(0.072)</td>
<td>(0.021)</td>
<td>(0.097)</td>
</tr>
<tr>
<td>40%</td>
<td>0.004</td>
<td>0.999</td>
<td>0.010</td>
</tr>
<tr>
<td></td>
<td>(0.086)</td>
<td>(0.030)</td>
<td>(0.083)</td>
</tr>
</tbody>
</table>

Table 3. Simulation results: root mean square error under the standard Log-Weibull error

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimate</th>
<th>Sample size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>100</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>KMW-LAD</td>
<td>0.235</td>
</tr>
<tr>
<td></td>
<td>KMW-GM</td>
<td>0.209</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>KMW-LAD</td>
<td>0.201</td>
</tr>
<tr>
<td></td>
<td>KMW-GM</td>
<td>0.212</td>
</tr>
</tbody>
</table>
Table 4(I). Simulation results: root mean square errors of slope $\beta_2$ with 10% outliers at $(x_0, mx_0)$, $x_0 = 10$

<table>
<thead>
<tr>
<th>Estimator</th>
<th>$m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>KMW-LAD</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.502</td>
</tr>
<tr>
<td>3</td>
<td>1.271</td>
</tr>
<tr>
<td>4</td>
<td>1.793</td>
</tr>
<tr>
<td>5</td>
<td>2.296</td>
</tr>
<tr>
<td>KMW-GM</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.155</td>
</tr>
<tr>
<td>3</td>
<td>0.184</td>
</tr>
<tr>
<td>4</td>
<td>0.270</td>
</tr>
<tr>
<td>5</td>
<td>0.331</td>
</tr>
</tbody>
</table>

Table 4(II). Simulation results: means (root mean square errors) of the proposed KMW-GM estimates in comparison with the KMW-LAD estimates, $(\beta_1, \beta_2) = (0, 1)$, $\epsilon_i \sim 0.9N(0,1) + 0.1N(0,16)$ and $x_i \sim 0.9N(0,1) + 0.1N(-3,1/9)$.

<table>
<thead>
<tr>
<th>Censoring rate</th>
<th>KMW-LAD $\beta_1$</th>
<th>KMW-LAD $\beta_2$</th>
<th>KMW-GM $\beta_1$</th>
<th>KMW-GM $\beta_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0%</td>
<td>0.0173</td>
<td>0.9015</td>
<td>0.0034</td>
<td>0.9257</td>
</tr>
<tr>
<td></td>
<td>(0.1352)</td>
<td>(0.1667)</td>
<td>(0.1190)</td>
<td>(0.1523)</td>
</tr>
<tr>
<td>10%</td>
<td>-0.0174</td>
<td>0.8738</td>
<td>-0.0307</td>
<td>0.8916</td>
</tr>
<tr>
<td></td>
<td>(0.1365)</td>
<td>(0.2046)</td>
<td>(0.1270)</td>
<td>(0.1836)</td>
</tr>
<tr>
<td>40%</td>
<td>0.0480</td>
<td>0.9267</td>
<td>0.0307</td>
<td>0.9215</td>
</tr>
<tr>
<td></td>
<td>(0.2153)</td>
<td>(0.2617)</td>
<td>(0.2079)</td>
<td>(0.2198)</td>
</tr>
</tbody>
</table>
Table 5. Simulation results: standard errors computed by the weighted bootstrap (sample standard deviations) of the KMW-GM estimates with \((\beta_1, \beta_2) = (0, 1)\) under different error distributions.

<table>
<thead>
<tr>
<th>Error Distribution</th>
<th>sample size N(0,1)</th>
<th>t(3)(/\sqrt{3})</th>
<th>t(5)(/\sqrt{5/3})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\beta_1)</td>
<td>0.276(0.263)</td>
<td>0.199(0.196)</td>
<td>0.234(0.239)</td>
</tr>
<tr>
<td>(\beta_2)</td>
<td>0.081(0.079)</td>
<td>0.084(0.062)</td>
<td>0.071(0.073)</td>
</tr>
<tr>
<td>500</td>
<td>(\beta_1) 0.116(0.120)</td>
<td>0.088(0.083)</td>
<td>0.106(0.102)</td>
</tr>
<tr>
<td>(\beta_2)</td>
<td>0.042(0.039)</td>
<td>0.025(0.027)</td>
<td>0.037(0.033)</td>
</tr>
</tbody>
</table>

Table 6. Simulation results: means (root mean square errors) of the KMW-GM estimates with \((\beta_1, \beta_2) = (0.5, 0.3)\) and \(N(0, 1)\) errors.

<table>
<thead>
<tr>
<th>sample size</th>
<th>censoring rate</th>
<th>(\beta_1)</th>
<th>(\beta_2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0%</td>
<td>0.499(0.020)</td>
<td>0.299(0.022)</td>
</tr>
<tr>
<td></td>
<td>10%</td>
<td>0.496(0.024)</td>
<td>0.298(0.025)</td>
</tr>
<tr>
<td></td>
<td>40%</td>
<td>0.491(0.038)</td>
<td>0.291(0.040)</td>
</tr>
<tr>
<td>300</td>
<td>0%</td>
<td>0.500(0.012)</td>
<td>0.299(0.012)</td>
</tr>
<tr>
<td></td>
<td>10%</td>
<td>0.500(0.014)</td>
<td>0.299(0.015)</td>
</tr>
<tr>
<td></td>
<td>40%</td>
<td>0.494(0.021)</td>
<td>0.295(0.022)</td>
</tr>
</tbody>
</table>

Table 7. Simulation results: means (root mean square errors) of the KMW-GM estimates with \((\beta_1, \beta_2) = (0.5, 0.3)\) and \(t(3)/\sqrt{3}\) errors.

<table>
<thead>
<tr>
<th>sample size</th>
<th>censoring rate</th>
<th>(\beta_1)</th>
<th>(\beta_2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0%</td>
<td>0.499(0.014)</td>
<td>0.300(0.016)</td>
</tr>
<tr>
<td></td>
<td>10%</td>
<td>0.497(0.017)</td>
<td>0.299(0.019)</td>
</tr>
<tr>
<td></td>
<td>40%</td>
<td>0.495(0.026)</td>
<td>0.296(0.026)</td>
</tr>
<tr>
<td>300</td>
<td>0%</td>
<td>0.500(0.008)</td>
<td>0.300(0.009)</td>
</tr>
<tr>
<td></td>
<td>10%</td>
<td>0.500(0.010)</td>
<td>0.300(0.010)</td>
</tr>
<tr>
<td></td>
<td>40%</td>
<td>0.497(0.015)</td>
<td>0.298(0.016)</td>
</tr>
</tbody>
</table>
Table 8. Simulation results: means (root mean square errors) of the KMW-GM estimates with $(\beta_1, \beta_2) = (0.5, 0.3)$ and $t(5)/\sqrt{5/3}$ errors.

<table>
<thead>
<tr>
<th>sample size</th>
<th>censoring rate</th>
<th>$\beta_1$</th>
<th>$\beta_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0%</td>
<td>0.499(0.017)</td>
<td>0.300(0.020)</td>
</tr>
<tr>
<td></td>
<td>10%</td>
<td>0.496(0.021)</td>
<td>0.298(0.021)</td>
</tr>
<tr>
<td></td>
<td>40%</td>
<td>0.493(0.033)</td>
<td>0.295(0.034)</td>
</tr>
<tr>
<td>300</td>
<td>0%</td>
<td>0.499(0.010)</td>
<td>0.300(0.011)</td>
</tr>
<tr>
<td></td>
<td>10%</td>
<td>0.499(0.011)</td>
<td>0.300(0.012)</td>
</tr>
<tr>
<td></td>
<td>40%</td>
<td>0.496(0.018)</td>
<td>0.295(0.020)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sample size</th>
<th>Method</th>
<th>$N(0,1)$</th>
<th>$t(3)/\sqrt{3}$</th>
<th>Laplace$(0, \sqrt{0.5})$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$b_0$</td>
<td>$b_1$</td>
<td>$b_0$</td>
</tr>
<tr>
<td>200</td>
<td>LCRQ</td>
<td>2.992</td>
<td>4.980</td>
<td>3.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.217)</td>
<td>(0.388)</td>
<td>(0.136)</td>
</tr>
<tr>
<td></td>
<td>CRQP</td>
<td>2.958</td>
<td>4.995</td>
<td>2.976</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.221)</td>
<td>(0.389)</td>
<td>(0.135)</td>
</tr>
<tr>
<td></td>
<td>CRQPH</td>
<td>3.018</td>
<td>4.997</td>
<td>3.016</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.217)</td>
<td>(0.389)</td>
<td>(0.135)</td>
</tr>
<tr>
<td></td>
<td>KMW-GM</td>
<td>3.006</td>
<td>4.979</td>
<td>3.007</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.184)</td>
<td>(0.330)</td>
<td>(0.130)</td>
</tr>
<tr>
<td>500</td>
<td>LCRQ</td>
<td>2.979</td>
<td>5.013</td>
<td>2.992</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.129)</td>
<td>(0.246)</td>
<td>(0.086)</td>
</tr>
<tr>
<td></td>
<td>CRQP</td>
<td>2.957</td>
<td>5.024</td>
<td>2.978</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.133)</td>
<td>(0.246)</td>
<td>(0.087)</td>
</tr>
<tr>
<td></td>
<td>CRQPH</td>
<td>2.998</td>
<td>5.031</td>
<td>3.003</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.128)</td>
<td>(0.251)</td>
<td>(0.085)</td>
</tr>
<tr>
<td></td>
<td>KMW-GM</td>
<td>2.991</td>
<td>5.011</td>
<td>3.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.116)</td>
<td>(0.213)</td>
<td>(0.081)</td>
</tr>
</tbody>
</table>
Table 10. Results of analysis of the Heart data under the AFT model.

<table>
<thead>
<tr>
<th>parameter</th>
<th>KMW-LAD estimate (s.e.)</th>
<th>p-value</th>
<th>KMW-GM estimate (s.e.)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complete data</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\alpha$</td>
<td>7.827 (1.841)</td>
<td>0.001</td>
<td>6.275(1.174)</td>
<td>0.000</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>-0.057 (0.039)</td>
<td>0.148</td>
<td>-0.018(0.025)</td>
<td>0.482</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>0.462 (0.669)</td>
<td>0.491</td>
<td>0.266(0.453)</td>
<td>0.558</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>1.896 (0.099)</td>
<td></td>
<td>1.334(0.080)</td>
<td></td>
</tr>
<tr>
<td>Outliers removed</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\alpha$</td>
<td>7.826 (1.934)</td>
<td>0.001</td>
<td>6.371(1.210)</td>
<td>0.000</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>-0.057 (0.042)</td>
<td>0.159</td>
<td>-0.018(0.026)</td>
<td>0.492</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>0.460 (0.717)</td>
<td>0.484</td>
<td>0.245(0.442)</td>
<td>0.580</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>1.649 (0.107)</td>
<td></td>
<td>1.257(0.066)</td>
<td></td>
</tr>
</tbody>
</table>

Note: s.e. = standard error.

Table 11. The relative variation of the estimates with or without outliers for the Heart data.

<table>
<thead>
<tr>
<th>parameter</th>
<th>KMW-LAD</th>
<th>KMW-GM</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>0.0001582485</td>
<td>0.015262402</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>0.0028956305</td>
<td>0.003423491</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>0.0054283995</td>
<td>0.080651249</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>0.1493182265</td>
<td>0.057279113</td>
</tr>
</tbody>
</table>
Fig 1. Boxplots of estimates of $\beta_2$ with differently distributed errors for censoring rates of 10% (L) and 40% (H), and $n = (100, 500)$. 
Figure 2. Standard residuals corresponding to the uncensored data set (top) and the complete data set (bottom).