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Abstract

In this paper, we propose a cross-modal deep variational hashing (CMDVH) method for cross-modality multimedia retrieval. Unlike existing cross-modal hashing methods which learn a single pair of projections to map each example as a binary vector, we design a couple of deep neural networks to learn non-linear transformations from image-text input pairs, so that unified binary codes can be obtained. We then design the modality-specific neural networks in a probabilistic manner where we model a latent variable as close as possible from the inferred binary codes, which is approximated by a posterior distribution regularized by a known prior. Experimental results on three benchmark datasets show the efficacy of the proposed approach.

1. Introduction

Recent years have witnessed that learning-based hashing is an active research topic for efficient large-scale multimedia search [8,9,16,24,25,30,35]. The basic idea of learning-based hashing methods aims to learn a series of hash functions from the training set to map each visual sample into a compact binary feature vector such that samples of the same semantic content are mapped into same binary codes.

While recent works have achieved reasonably good performance in large-scale multimedia search, most existing hashing methods are developed for single-modal retrieval, which means that the query example and the examples stored in the database are from the same source of multimedia data. In many real-applications, it is easy to access multi-modal data for multimedia retrieval. For example, images uploaded into social networks such as the Flickr and Facebook websites are usually tagged with some text descriptions. Hence, it is desirable to retrieve semantically-similar texts/images by using a query image/text. Because there are large-scale multi-modal data over the Internet, it is only necessary to develop an effective cross-modal similarity search methods for multimedia search. In this paper, we propose a cross-modal deep variational hashing (CMDVH) method for cross-modality retrieval. Figure 1 illustrates the basic idea of the proposed approach.

2. Related Work

Cross-Modal Retrieval: Unlike single-modal retrieval where both the query example and the database are from
the same modality, the key idea of cross-modal retrieval is to retrieve samples from another modality which is different from that of the query example but share similar semantics. Typically, cross-modal multimedia retrieval perform two main tasks: 1) retrieval of text documents by using a given query image, and 2) retrieval of images by using a given query text or tag. In recent years, several methods have been proposed for cross-modal retrieval, where the objective is to learn a common subspace between images and text [22, 32] to model the correlations. For example, Rasiwasia et al. [22] used canonical component analysis (CCA) to map both text documents and images into a latent space. Wang et al. [32] learned a coupled feature space method to select the most relevant and discriminative features for cross-modal matching. Gong et. al. [7] performed non-linear kernel embedding followed by a linear dimensionality reduction and CCA for content-based retrieval and tag-image search. Kang et. al. [11] proposed a feature learning approach for cross-media matching by jointly learning consistent features for each modality in a supervised manner. More recently, Wang et al. [31] employed a feature selection scheme using multimodal-graph to represent the similarity between modalities. These retrieval methods usually perform cross-modal matching with high-dimensional features, hence are not suitable for large-scale search due to the scalability issue. Therefore, hashing is a more desirable choice for cross-modal retrieval.

**Shallow Cross-Modal Hashing:** In recent years, several cross-modal hashing methods have also been proposed in the literature, and most studies are in shallow form in which it only performs a single-layer of linear or nonlinear transformation. These can be classified into two types: unsupervised [5, 29, 38, 39] and supervised [1, 17, 36, 37]. Unsupervised methods utilize co-occurrence information such that only the image-text pairs which occurred in the same article are known to be of similar semantic. For example, Kumar et al. [14] presented a cross-modal spectral hashing method so that the cross-modality similarity is also preserved in the learned hash functions. Zhu et al. [39] learned a common latent space by preserving the similarity between the example to the \(k\)-nearest centroids in each modality and cross-modality. Zhou et al. [38] obtained a unified binary from a latent space learning method by using sparse coding and matrix factorization in the common space. Ding et al. [5] learned a unified binary code in the training stage by performing matrix factorization with latent factor model. Supervised methods utilize semantic labels to enhance the correlation of cross-modal data. For example, Brostein et al. [1] presented a cross-modal hashing method by preserving the intra-class simi-
larity through eigen-decomposition and boosting. Zhang et al. [37] performed semantic correlation maximization using label information to learn a modality-specific transformations which maximizes the correlation between modalities. Lin et al. [17] learned a unified binary code by modeling them in a probability distribution in a supervised manner and performed kernel-embedding to learn the hashing functions. Xu et al. [36] also learned a unified binary code and used a linear classifier to exploit the label information.

Unlike these methods which learn a pair of linear/nonlinear projections for hash functions learning, we employ hashing networks to learn multiple pairs of hierarchical non-linear transformations, so that the nonlinear relationship of samples and the relationship of samples from different modalities can be well exploited. Cross-modal hashing methods can also be classified as learning a joint binary code or separate binary codes during training. Several recent works learned unified binary codes [5,17,36,38] and these methods generally showed better performance because by learning a single discriminative and efficient binary code, the modality gap between the hashing functions are implicitly reduced. Hence, we also perform a shared binary code learning strategy in our hash function learning procedure, then perform modality-specific hash function learning to have a generative model.

Deep Cross-Modal Hashing: Over the past few years, a variety of deep learning algorithms have been proposed in machine learning, and some of them were successfully applied to many computer vision applications such as in object detection and recognition [13, 26]. While there are now also studies that perform deep learning for cross-modal retrieval [21,28,33,34] they are not suitable for large-scale search due to its high dimension and large storage requirement. Only few works have performed deep learning for cross-modal hashing. For example, Masci et al. [19] learned a similarity preserving network for cross-modalities through a coupled siamese network with hinge loss. However this does not consider the binary constraints during training, and simply performs binarization after training. Cao et al. [3] designed a stacked auto-encoder architecture to jointly maximize the feature and semantic correlation across modalities. However, this work does not perform end-to-end learning which may limit the discriminative representation of data samples, particularly in images. Jiang et al. [10] performed an end-to-end deep learning framework with a negative log likelihood criterion to preserve the similarity between real-value representations having the same class. However, their training model performs similarity preservation on real-value codes and not binary codes which are used for the actual retrieval during testing. Another work from Cao et al. [2] learned a visual semantic fusion network with cosine hinge loss, to obtain the binary codes and learned modality-specific deep networks to obtain the hashing functions. However, a metric-based approach may not fully utilize the label information during training.

3. Cross-Modal Deep Variational Hashing

We propose an end-to-end deep architecture for cross-modal hashing such that we are able to implicitly maximize the correlation between the two modalities given image-text training data pairs and its corresponding label information. Our implementation composes of a fusion network for binary code inference that learns binary codes from image and text data discretely and discriminatively, and a generative modality-specific network to encode the image/text sample to representative binary codes. We now present these networks and how to perform optimization in the proceeding subsections.

Cross-Modal Fusion Network: Let $X_u = [x_{u1}, x_{u2}, \cdots, x_{uN}] \in \mathbb{R}^{d_u \times N}$ and $X_v = [x_{v1}, x_{v2}, \cdots, x_{vN}] \in \mathbb{R}^{d_v \times N}$ be the training sets from different modalities, where $u$ and $v$ represent two different modalities, $N$ is the number of training samples in each modality, and $\mathbb{R}^{d_u}$ and $\mathbb{R}^{d_v}$ are the feature dimension for each sample in modalities $u$ and $v$, respectively. Our fusion network aims to transform the cross-modal sample pair into a compact binary feature vector as follows:

$$f_{u,v} : (\mathbb{R}^{d_u}, \mathbb{R}^{d_v}) \rightarrow \{-1, 1\}^K$$

where $K$ is the length of the binary feature vector. Specifically, for image and text as the modality pairs, the fusion network would comprise of convolution, pooling layers and FC layers with parameters $\theta_u$ to process the images, and FC layers with parameter $\theta_v$ to process the text data. To combine the output of two networks, we create a latent network which composes of FC layers with parameters $\theta_w$. The input and output of the latent layer would be as follows:

$$w = s(f_u(X_u, \theta_u) + f_v(X_v, \theta_v))$$

$$h = f_u(w, \theta_w)$$

where $f_u, f_v$ and $f_w$ are the image, text and latent network functions, respectively, and $s(\cdot)$ is the non-linear activation function. The output of the fusion network would then be $h \in \mathbb{R}^{1 \times K}$. We let the output for the whole training set of the fusion network be $H \in \mathbb{R}^{N \times K}$, the learned binary code matrix be $B = [b_1, b_2, \cdots, b_N] \in \{-1, 1\}^{N \times K}$, the label data be defined as $Y = [y_1, y_2, \cdots, y_N] \in \{1, 0\}^{N \times C}$ where $y_{n,j} = 1$ if the $n$-th sample belongs to class $j$ and 0 otherwise, and a multi-class projection matrix be defined as $M = [m_1, m_2, \cdots, m_C] \in \mathbb{R}^{K \times C}$. We learn the binary code and network parameters in a discrete manner such that we preserve the binary property and avoid the approximation loss caused by relaxation, but also learn discriminative binary codes that are semantically correlated. This can be
done by the following optimization procedure:
\[
\min_{\mathbf{B}, \mathbf{M}, \theta_{u}, \theta_{e}, \theta_{w}} J = J_1 + \lambda J_2
\]
\[
= ||\mathbf{M}||_F^2 + \sum_n^{N} \xi_n + \lambda(||\mathbf{B} - \mathbf{H})||_F^2
\]
\[
\forall n, j \ y_{n,j} (\mathbf{m}_n^T \mathbf{b}_n) \geq 1 - \xi_n
\]
\[
\forall n \ \mathbf{b}_n = \{-1, 1\}
\]  

where \(J_1\) minimizes the multi-classification loss formed from the hinge loss between the label information and binary code so that samples that are semantically relevant(irrelevant) have similar(dissimilar) binary codes as much as possible. \(J_2\) minimizes quantization loss between the real-value code and binary code such that the energy of the samples can be well-preserved in the hashing network. Here, \(\xi_n \geq 0\) is the slack variable and \(\lambda\) is a constant parameter to balance the effect of the two parameters.

The optimization problem in (4) is non-convex due to the binary constraints, which makes it difficult to solve. However, it can be addressed using an iterative approach where we keep other variables fixed and solve one alternatively and iteratively. We learn the binary code, multi-class projection matrix and network parameters \(\theta = \{\theta_u, \theta_e, \theta_w\}\) as follows:

Update \(\mathbf{M}\) with fixed \(\mathbf{B}\) and \(\theta\): We are left with a support vector machine (SVM) formulation which can be solved through a standard solver\(^1\) to learn the classification matrix \(\mathbf{M}\).

Update \(\mathbf{B}\) with fixed \(\mathbf{M}\) and \(\theta\): We perform a discrete optimization technique and simplify (4) as follows to learn \(\mathbf{B}\):
\[
\min_{\mathbf{b}_n} J(\mathbf{b}_n) = \sum_{n} \mathbf{m}_n^T \mathbf{b}_n + \lambda ||\mathbf{b}_n - \mathbf{h}_n||_F^2
\]
\[
\text{subject to } \mathbf{b}_n \in \{-1, 1\}^{1 \times K}
\]  

(5) is a binary quadratic problem that can be solved through a linear gradient technique similar to [18]. We obtain a closed-form solution as follows:
\[
\mathbf{b}_n = \text{sgn}(\mathbf{y}_n \mathbf{M}^T + \lambda \mathbf{h}_n)
\]  

Update \(\theta\) with fixed \(\mathbf{M}\) and \(\mathbf{B}\): We obtain the resulting formulation:
\[
\min_{\theta} J(\theta) = \lambda \text{||B - H||}_F^2
\]  

We employ the batch-wise gradient descent method to learn parameters for the latent network and image/text networks. The gradient of \(J\) in (7) with respect to the neural code representation are as follows:
\[
\frac{\partial J}{\partial \mathbf{H}} = -2\lambda(\mathbf{B} - \mathbf{H})
\]  

For each layer of the network, the gradients can easily be computed through the chain rule during backpropagation. The parameters of the networks are updated using these gradients based on a given learning rate, momentum and weight decay. Algorithm 1 summarizes the detailed procedure of our the cross-modal fusion network of our CMDVH.

Modality-Specific Networks: After learning a representative binary code for the training cross-modal pairs from a fusion network, we can now learn generative modality-specific networks for encoding out-of-sample input. The aim of modality-specific networks is to directly map each cross-modal sample pair into similar binary code inferred from the fusion network as follows:
\[
g_u : \mathbb{R}^{d_u} \rightarrow \{-1, 1\}^K, \quad g_v : \mathbb{R}^{d_v} \rightarrow \{-1, 1\}^K
\]  

Inspired by the success of variational encoders[12], we employ a probabilistic interpretation for the modality-specific network to make it more general and suitable for out-of-sample extension. We assume that the output data is generated by a latent variable, \(z\), sampled from a conditional distribution. Given data \(x_{si}\), we assume that the latent sample and binary code is generated as \(z_{si} \sim p_\theta(z_{si})\) and \(\mathbf{b}_{si} \sim \text{bern}(\mathbf{b}_{si})\).
where \( e^l \) means the \( l \)-th sample of noise, \( \odot \) denotes element-wise multiplication, \( \mu_{s_i} \) and \( \sigma_{s_i} \) would be the output of the non-linear projection from network \( g(x_{s_i}, \theta_s) \) with input \( x_{s_i} \) and parameter \( \theta_s \). From (9), we can have the proposal distribution to be:

\[
q_{\phi_*}(z_{s_i}|x_{s_i}) = \mathcal{N}(z_{s_i}|\mu_{s_i}, \sigma_{s_i}^2, \mathbf{I})
\]

We also assume that the prior over the latent variable is centered by a multivariate gaussian distribution. Finally, In order to ensure that the latent variable would act as a regularizer to the approximate posterior distribution and prior distribution for the latent variable is minimized. The \( \theta_s \) function parameter \( \alpha \) and convergence error \( \epsilon \).

Algorithm 2 - CMDVH - modality-specific network

**Input:** Training set \( \mathbf{X_u} \) and \( \mathbf{X_v} \) with corresponding binary code matrix \( \mathbf{B} \), network learning parameters, iterative number \( \text{Iter} \), objective function parameter \( \alpha \), and convergence error \( \epsilon \).

**Output:** Network parameters \( \theta_u \) and \( \theta_v \).

**Step 1 (Initialization):**
1.1 Initialize modality-specific network parameters (see Implementation details)

**Step 2 (Modality-Specific Hashing Network Learning):**
for \( s \) = \( \text{image (u)}, \text{text (v)} \) do
  for \( t = 1, 2, \ldots, \text{Iter} \) do
    Calculate \( \mathcal{L}_t \) using (14).
    If \( t > 1 \) and \( |\mathcal{L}_t - \mathcal{L}_{t-1}| < \epsilon \),
    end
    Return: \( \{\theta_u, \theta_v\} \).

Algorithm 2 summarizes the detailed procedure of the modality-specific networks of our CMDVH.

For new instances or query data, we simply use the learned modality-specific networks to obtain the output real-value codes and finally binarize them using the sign(·) function. During retrieval, given a text query (can be image), we extract the query binary code using the learned text hashing network and obtain the most similar binary codes from the gallery (learned \( \mathbf{B} \)) which are indexed to retrieve the most relevant images.

4. Experiments

We conducted experiments on three widely used datasets to evaluate our CMDVH. The following describes the details of the experiments and results.

4.1. Datasets and Experimental Setup

**Datasets:** We employed three cross-modal datasets in our experiments: Wiki, IAPRTC12 and NUS-WIDE. The Wiki dataset\(^3\) contains 2866 Wikipedia documents, where each document contains a single image and a corresponding text of at least 70 words. These documents are categorized into 10 semantic classes, where each document is from one class. Each text is represented by a 10-dimensional feature

\(^3\)http://www.svcl.ucsd.edu/projects/crossmodal/.
vector which is computed from the latent Dirichlet Allocation (LDA) model. We randomly selected 75% documents from this dataset as the database and the rest as query samples.

The IAPR TC-12 dataset\(^4\) contains 19627 images with corresponding sentence descriptions. These image-sentence pairs present various semantics such as landscape, action and people categories. Similar to [2], we use the top 22 frequent labels from the 275 concepts obtained generated from the segmentation task\(^5\). For the text features, we pre-process the sentence data removing the stop words and extract a bag-of-words (BoW) representation with a dimension of 500. We randomly select 100 pairs per class as the query set and the remaining data as the gallery set. Unlike the Wiki where each image was associated with one category class, the images in IAPRTC12 may have more than one label information.

The NUS-Wide dataset\(^6\) contains 269648 images which were annotated by 81 concept tags. Following the same settings in previous works [14, 23], we selected the 10 most frequent concepts and constructed a subset which contains 186577 images-tag pairs. Similar to the IAPRTC12, each image in the NUS-WIDE dataset is associated with multiple tags. In our experiments, each text is represented by a 1000-dimensional feature vector which is computed by the bag-of-words model. We randomly selected 99% samples to form the database and the rest as query samples.

Evaluation Metrics: For each dataset, we performed two cross-modal retrieval tasks: image-to-text retrieval and text-to-image retrieval, which search texts by a query image and search images by a query text, respectively. We use the mean average precision (mAP)\([1, 14, 23]\) to measure the performance of different retrieval methods, which is defined as the mean of all queries’ average precision, \(AP\), defined as follows:

\[
AP = \frac{1}{M} \sum_{r=1}^{R} \text{prec}(r) \odot \text{rel}(r)
\]

(15)

where \(M\) is the number of relevant instances in the retrieved set, \(\text{prec}(r)\) denotes the precision of the top \(r\) retrieved set, and \(\text{rel}(r)\) is an indicator of relevance of a given rank (which is set to 1 if relevant and 0 otherwise). Here, we consider two samples similar as long as there is at least one similar label. In our experiments, we use \(R = 100\) for the NUS-WIDE and Wiki dataset, and \(R = 500\) for the IAPRTC12. Generally, mAP measures the discriminative learning ability of different cross-modal retrieval methods, where a higher mAP indicates better retrieval performance.

Because the IAPRTC12 and NUS-WIDE dataset have multiple labels for each sample, it is important that a ranking metric is also evaluated. Hence, we also evaluate the Normalized Discounted Cumulative Gain (NDCG), and Average Cumulative Gain (ACG). For a given query sample \(x_q\), these criterions are defined as follows:

\[
\text{NDCG} \@ p = \frac{1}{Z} \sum_{i=1}^{p} \frac{2^r_i - 1}{\log(1 + i)}
\]

(16)

\[
\text{ACG} \@ p = \frac{1}{p} \sum_{i=1}^{p} r_i
\]

(17)

where \(Z\) is the normalized constant, \(r_i\) is the similarity level of the \(i\)th sample, and \(p\) is the number of retrieved samples in the ranking list. \(r_i\) represents a ranking level valued \(z\) is the query and \(i\)-th sample in gallery share \(z\) similar labels, and valued zero if they do not share any label. The NDCG evaluates the ranking by penalizing errors in higher ranked items more strongly, while ACG takes the average of the similarity levels of data within the retrieved samples.

Implementation Details: Our deep architecture and experiments were implemented under the MatConvNet [27] framework. For the fusion network, the image hashing network used the pre-trained CNN-F from [4] as our initial convolution and pooling layers up to FC7, and stack a number of new FC layers with dimensions of \([4096 \rightarrow 500 \rightarrow 200]\) for all datasets, while the text hashing network is designed with fully-connected networks and use the pre-processed text features, given by each experiment, as input. We set the FC layers as \([10 \rightarrow 100 \rightarrow 200]\), \([1386 \rightarrow 500 \rightarrow 200]\), and \([1000 \rightarrow 500 \rightarrow 200]\), for the Wiki, IAPRTC12, and NUS-WIDE dataset, respectively. For the latent network which fuses the output of image and text network, we used FC layers with dimensions of \([200 \rightarrow 500 \rightarrow K]\). For the modality-specific networks, we use the similar image and text networks except that the top FC layer would have a size of \(2 \times K\) because of the splitting done during latent variable sampling. We perform end-to-end learning by having the learning rate at the new fully connected layers to be 0.01. To avoid overfitting and ruining the representative abstract features already learned during the pre-training, we reduce the learning rate of the remaining convolution and FC layers to be 0.0001.

For both image and text network, we used the ReLU activation\(^7\) as the nonlinear activation function for the new fully connected layers except for the last layer. We use the hyperbolic tangent (tanh) function for the top layer of the latent network because it is able to squeeze the representation to a \([-1,1]\) range which ensures that the quantization loss can be reduced as much as possible. The parameters in the new fully connected layers are initialized using the Xavier initialization\(^6\).

\(^4\)http://imageclef.photodata.
\(^5\)http://imageclef/SIAPRData.
\(^6\)http://lms.comp.nus.edu.sg/research/NUS-WIDE.htm
\(^7\)ReLU is a nonlinear transformation \(f(x) = \max(0, x)\) [20]
\(^8\)\(W = U \sqrt{\frac{2}{n_{in} + n_{out}}}\), where \(W \in \mathbb{R}^{n_{in} \times n_{out}}\)
Table 1. mAP performance of different cross-modal hashing methods on different datasets, where images were used as query samples and texts/tags were employed as gallery samples, respectively.

<table>
<thead>
<tr>
<th>Method</th>
<th>Wiki</th>
<th>IAPRTC12</th>
<th>NUS-WIDE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>16 bits</td>
<td>32 bits</td>
<td>64 bits</td>
</tr>
<tr>
<td>CVH [14]</td>
<td>0.3882</td>
<td>0.3362</td>
<td>0.2567</td>
</tr>
<tr>
<td>CCA-ITQ [8]</td>
<td>0.5463</td>
<td>0.5505</td>
<td>0.5593</td>
</tr>
<tr>
<td>PDH [23]</td>
<td>0.5432</td>
<td>0.5592</td>
<td>0.5755</td>
</tr>
<tr>
<td>LSSH [38]</td>
<td>0.6061</td>
<td>0.6256</td>
<td>0.6384</td>
</tr>
<tr>
<td>CMFH [5]</td>
<td>0.3955</td>
<td>0.4105</td>
<td>0.4473</td>
</tr>
<tr>
<td>SCM [37]</td>
<td>0.1322</td>
<td>0.1429</td>
<td>0.1556</td>
</tr>
<tr>
<td>SePH - km 17] [17]</td>
<td>0.7007</td>
<td>0.6999</td>
<td>0.7099</td>
</tr>
<tr>
<td>DisCMH [36]</td>
<td>0.6772</td>
<td>0.6602</td>
<td>0.6632</td>
</tr>
<tr>
<td>CMDVH</td>
<td>0.7270</td>
<td>0.7326</td>
<td>0.7383</td>
</tr>
</tbody>
</table>

Table 2. mAP performance of different cross-modal hashing methods on different datasets, where texts/tags were used as query samples and images were employed as gallery samples, respectively.

<table>
<thead>
<tr>
<th>Method</th>
<th>Wiki</th>
<th>IAPRTC12</th>
<th>NUS-WIDE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>16 bits</td>
<td>32 bits</td>
<td>64 bits</td>
</tr>
<tr>
<td>CVH [14]</td>
<td>0.3938</td>
<td>0.3400</td>
<td>0.2685</td>
</tr>
<tr>
<td>CCA-ITQ [8]</td>
<td>0.5632</td>
<td>0.5649</td>
<td>0.5753</td>
</tr>
<tr>
<td>PDH [23]</td>
<td>0.5322</td>
<td>0.5387</td>
<td>0.5487</td>
</tr>
<tr>
<td>LSSH [38]</td>
<td>0.6061</td>
<td>0.6256</td>
<td>0.6384</td>
</tr>
<tr>
<td>CMFH [5]</td>
<td>0.3955</td>
<td>0.4105</td>
<td>0.4473</td>
</tr>
<tr>
<td>SCM [37]</td>
<td>0.1322</td>
<td>0.1429</td>
<td>0.1556</td>
</tr>
<tr>
<td>SePH - km 17] [17]</td>
<td>0.7007</td>
<td>0.6999</td>
<td>0.7099</td>
</tr>
<tr>
<td>DisCMH [36]</td>
<td>0.6772</td>
<td>0.6602</td>
<td>0.6632</td>
</tr>
<tr>
<td>CMDVH</td>
<td>0.7270</td>
<td>0.7326</td>
<td>0.7383</td>
</tr>
</tbody>
</table>

Table 3. mAP performance of different deep cross-modal hashing methods on different datasets.

<table>
<thead>
<tr>
<th>Method</th>
<th>Wiki</th>
<th>IAPRTC12</th>
<th>NUS-WIDE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>16 bits</td>
<td>32 bits</td>
<td>64 bits</td>
</tr>
<tr>
<td>CMDVH</td>
<td>0.7270</td>
<td>0.7326</td>
<td>0.7383</td>
</tr>
</tbody>
</table>

to 0.9, and 0.0001, respectively. In our experiments, the parameters $\lambda_1$ and $\alpha$ were set to 0.2 and 0.5, respectively, which were obtained by cross-validation on the Wiki dataset using 16 bits.

4.2. Experimental Results

Comparisons with State-of-the-art Cross-Modal Hashing Methods: We compared our CMDVH with the different state-of-the-art cross-modal hashing methods which can be grouped to unsupervised (CVH, PDH, CCA-ITQ, LSSH, CMFH) and supervised (SCM, SePH, DisCMH),

9Authors provided their codes except for DisCMH in which we implemented ourselves.
Comparisons with Current Deep Cross-Modal Hashing Methods: We also compared our method with current deep cross-modal hashing methods as shown in Table 3.10 It can be seen, that our model gave best results, using the shared binary code as gallery for the two benchmark datasets. This may be due to several reasons; First, the CAH method still used handcrafted image features as input for their deep networks while our method performed a complete network learning from raw images. Second, the DCMH method performed end-to-end learning but exploited the label information directly to the neural code output of the hash networks, and not the binary code which may have lead to some approximation loss. Finally, DVSH and DNH-C both performed end-to-end supervised metric-based network training in the form of cosine hinge loss and triplet ranking loss, respectively, which may not fully obtain discriminative binary codes compared to our classification-based hinge loss learning.

Empirical Analysis: We also investigated variants of our CMDVH method to see the importance of each aspect of our architecture and learning method. CMDVH1 ignores the latent network in the cross-modal fusion network which assumes that simply combining the outputs of the image and text network would be representative enough for binary code inference. CMDVH2 ignores the probabilistic interpretation of the modality-specific network and simply learn the binary codes from a negative log likelihood loss. Table 4 shows the performance of these variants on the NUS-WIDE dataset. We see that a fusion network is still important to perform the nonlinear transformation to make the learned codes more representative.

5. Conclusion

In this paper, we have proposed a cross-modal deep variational hashing (CMDVH) for scalable multimedia retrieval. Our method learns a fusion network to learn binary codes from cross-modal training pairs which exploits class label information, which learn a generative modality-specific hash network for the out-of-sample extension. Experimental results on three multimedia retrieval datasets have shown the effectiveness of the proposed approach.
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Table 4. mAP performance of different variants of our CMDVH method on the NUS-WIDE dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>16 bits</th>
<th>32 bits</th>
<th>64 bits</th>
<th>128 bits</th>
</tr>
</thead>
<tbody>
<tr>
<td>I → T</td>
<td>CMDVH1</td>
<td>0.7864</td>
<td>0.8615</td>
<td>0.8631</td>
</tr>
<tr>
<td></td>
<td>CMDVH2</td>
<td>0.8234</td>
<td>0.8576</td>
<td>0.8762</td>
</tr>
<tr>
<td></td>
<td>CMDVH</td>
<td>0.8503</td>
<td>0.8755</td>
<td>0.8801</td>
</tr>
<tr>
<td>T → I</td>
<td>CMDVH1</td>
<td>0.7390</td>
<td>0.8206</td>
<td>0.8375</td>
</tr>
<tr>
<td></td>
<td>CMDVH2</td>
<td>0.7992</td>
<td>0.8280</td>
<td>0.8282</td>
</tr>
<tr>
<td></td>
<td>CMDVH</td>
<td>0.8270</td>
<td>0.8328</td>
<td>0.8403</td>
</tr>
</tbody>
</table>

10Results are obtained from the respective author’s papers. We used the same experimental setup as mentioned in their papers.
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