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Abstract
We propose an ensemble of kernel ridge regression based classifiers in this paper. Kernel ridge regression admits a closed form solution making it faster to compute and also making it suitable to use for ensemble methods for small and medium sized data sets. Our method uses random vector functional link network to generate training samples for kernel ridge regression classifiers. Several kernel ridge regression classifiers are constructed from different training subsets in each base classifier. The partitioning of the training samples into different subsets leads to a reduction in computational complexity when calculating matrix inverse compared with the standard approach of using all $N$ samples for kernel matrix inversion. The proposed method is evaluated using well known multi-class UCI data sets. Experimental results show the proposed ensemble method outperforms the single kernel ridge regression classifier and its bagging version.
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1 Introduction

“Many heads are better than one.” “Many are smarter than the Few.” An avalanche of such dicta, accentuating the power and wisdom of crowds or experts, are very popular in our society. Several studies based on sociological, psychological and other aspects of human life concord these statements [19, 16]. Inspired by the power of crowds, such a committee have been used not only on the decision making process of humans but also in machine related tasks. Machine Learning is such a field where such committees or ensembles are widely popular and consequential.

In machine learning, ensemble methods employ multiple models to achieve improved performance compared to a single model. Extensive researches, both theoretical and empirical, advocate the advantages of ensemble methods. Bias-variance decomposition [10], margin-theory [18] and strength-correlation [3], all explain the theory behind the superior performance of ensemble methods.

Bagging [2], Boosting [8], and Random Forest [3] are the most popular ensemble techniques [15]. These models mainly use decision trees as base classifiers. There is a myriad of research
on ensemble methods with decision trees in the literature [24, 22, 21]. However, an ensemble can be created with any base classifier provided its performance is slightly better than random guessing [20, 15].

Kernel Ridge Regression (KRR) and Support Vector Machine (SVM) are the best known members using kernel methods. When there is non-linear structure in the data, kernel based methods are quite useful [6]. KRR is simpler and faster to train with its closed form solution, and can achieve performance comparable to sophisticated methods such as SVM. In the literature, however, there is limited work on KRR ensemble. Thus, in this paper, we propose an ensemble of classifiers based on kernel ridge regression and random vector functional link (RVFL) network.

One difficulty in applying KRR technique is the inversion of kernel matrix, which requires \(O(N^3)\) time and \(O(N^2)\) memory. Such scaling is prohibitive when \(N\), the number of data samples, is large. Although time may not be a constraint except in case of large data sets, the application of KRR can be halted by out-of-memory failures. Thus, to reduce the computational complexity of KRR, we use RVFL to partition the data samples into several subsets. This helps to avoid the out-of-memory failures to an extent. This is because, the matrix inverse is computed for \(n(<N)\) training samples where, \(n\) is the number of samples in each subset. Our proposed method thus, befits naturally to parallel and distributed computation.

KRR can be generally regarded as a strong classifier. However, we create an unstable KRR classifier, appropriate for ensemble methods, by training it with only a subset of the whole training data set generated using RVFL. For the purpose of brevity, we name our method as ERK: an ensemble of RVFL with KRR.

In ERK, multiple KRR classifiers are constructed in each base classifier (a base classifier comprises of RVFL and \(m\) KRR classifiers where, \(m\) is the number of classes) with training samples from each subset. Each subset is associated with a class and consists of training samples with all the samples from its true class and only a fraction of samples from other classes (different subsets will have different fractions of samples from other classes). Thus, the training sets for each \(m\) KRR classifiers are different. Our approach fits perfectly to multi-class classification however, it is unsuitable for data sets with binary classes. This is because training samples for two KRR classifiers will be the same resulting in two identical KRR classifiers in a base classifier.

The remainder of this paper is organized as follows. In Sections 2 and 3, we provide a background on kernel ridge regression and random vector functional link network. Our proposed ensemble method, ERK, is elucidated in Section 4. We present our experimental setup along with the performance of ERK compared with other classifiers in Section 5. Lastly, in Section 6, we give our conclusion and discuss future works.

## 2 Kernel Ridge Regression

Suppose we have a training set \(((x_1, y_1), \ldots, (x_N, y_N))\), where \(N\) is the total number of training samples. \(X\) is a features matrix, \([x_1, x_2, \ldots, x_N]\), of size \(N \times d\) and \(Y = [1, 2, \ldots, m]\) is a \(N \times 1\) vector of class labels.

Kernel ridge regression is based on Ordinary Least Squares (OLS) and ridge regression [17]. The OLS minimizes the squared loss:

\[
\min_{\beta} \|Y - X\beta\|^2
\]  

(1)

where \(\|\cdot\|\) denotes the \(L_2\) norm. A shrinkage or ridge parameter \(\lambda\) is added to the above expression to control the trade-off between the bias and variance of the estimate that leads to
the following problem:

$$\min_{\beta} \|Y - X\beta\|^2 + \lambda\|\beta\|^2$$ (2)

The closed form solution for the above problem is $\beta = (X^TX + \lambda I)^{-1}X^TY$ where, $I$ is an identity matrix. The predicted label of a new unlabeled example $x$ is given by $\beta^Tx$.

Kernel ridge regression extends linear regression into non-linear and high-dimensional (or even infinite dimensional) space using the “kernel trick”. The data $x_i$ in $X$ is replaced with the feature vectors: $x_i \rightarrow \Phi = \Phi(x_i)$ induced by the kernel where $K_{ij} = k(x_i, x_j) = \Phi(x_i)\Phi(x_j)$. Thus, the predicted class label of a new example $x$ is now given by:

$$Y^T(K + \lambda I)^{-1}k$$ (3)

where $k = (k_1, \ldots, k_N)^T$, $k_n = x_n \cdot x$ and $n = 1, \ldots, N$.

In Kernel ridge regression, one can simply employ the commonly used kernel functions such as Gaussian or linear or polynomial without accessing the feature vectors $\Phi(x)$.

Since KRR is naturally poised to handle regression problems, we extend its use for classification by transforming classification problems as regression problems with class labels. To achieve this, we define the output target $Y$ with 0-1 coding [1]. More specifically, if there are $m$ classes with $N$ samples, the output $Y$ is a $N \times m$ matrix which can be generated by the following equation:

$$Y_{ij} = \begin{cases} 1 & \text{if } i^{th} \text{ sample belongs to } j^{th}\text{ class} \\ 0 & \text{otherwise} \end{cases}$$

3 Random Vector Functional Link Network

Random Vector Functional Link Network is a randomized variant of Functional Link Neural Network (FLNN) [13, 4]. It is mainly characterized by the absence of backpropagation (BP) and the presence of direct links between the input and output nodes. The weights between the input and hidden neurons in RVFL are randomly generated from a suitable range. The direct links in RVFL regularize the network from the effects of randomization leading to a simpler model with small number of hidden neurons while increasing the prediction accuracy [23]. Using signal processing dialects, the direct links can be interpreted as the delay lines of finite impulse response (FIR) filter [14]. The output layer of RVFL consists of nodes corresponding to the number of classes, with each node assigning a score for each class. The predicted class for a sample $x$ is the class represented by a node with $\arg\max(s_i(x))$, $i \in \{1, \ldots, m\}$ where, $s$ is the score given by each output node $i$. Since only output weights need to be computed with a closed form solution available, RVFL is faster to train and test [14, 23].

4 Construction of ERK

Bagging is a popular method of ensemble generation. In Bagging, multiple versions (bags) $(D_1, D_2, \ldots, D_L)$ of original data set $D$ is constructed by sampling with replacement, and a classifier is constructed for each $D_j$. The same bagging principle is employed here. However, in ERK, each bag $(D_j)$ is divided into $m$ subsets, equivalent to the number of classes in each data set, and an independent kernel ridge regression classifier is computed for each subset. In other words, instead of learning a single KRR classifier on all the training samples of a bag, we divide the training samples of the bag into $m$ subsets and compute a local KRR classifier for each subset. A visual representation of this idea is shown in Fig. 1 for $m = 4$. 
In the training phase, each sample \( x_i \) is passed to RVFL. As mentioned above, the output nodes of the RVFL bear a score for each class. In general classification by RVFL, the predicted class is the class represented by the node with the maximum score. But, instead of classification by RVFL, it is employed in our method to partition the training samples into \( m \) subsets. The sample \( x_i \) is used as the training sample for the classes with the highest and the second-highest scores. Here, by classes we imply the subset associated with each class. In this way, a training set is created for each subset and a KRR classifier is created. The final model is an ensemble of such base classifiers. In cases, where the true class of \( x_i \) is neither the highest nor the second-highest class, the training sample is still placed in its true class subset. The algorithm for the construction of ERK is presented in Table 1.

Table 1: ERK Construction

| Algorithm: |
| Training: |
| For \( j = 1, \ldots, L \) |
| 1. For \( i = 1, \ldots, N \) |
| (a) Pass the training data \( x_i \) to the RVFL network. |
| (b) Select the classes with the highest and the second highest scores and store \( x_i \) as the training data for the two subsets associated with those two classes. |
| 2. Construct KRR classifier from each subset. |

Testing:
The test data is first passed to RVFL. Similar to the training phase, two classes with the highest and the second highest scores are selected based on the output of RVFL. The test data is pushed down to the KRR classifiers belonging to those two classes. The final prediction is based on the majority votes of the KRR classifiers.

5 Performance Evaluation

5.1 Experimental Setup and Data set specification

To verify the effectiveness of ERK, 10 multi-class UCI data sets [11] are used in the experiment. Table 2 gives an overview of the data sets used in this paper. The experimental setup and data partitions for training, parameter tuning and testing is based on [7]. Randomized stratified sampling is employed to generate a training and a test set (each with 50\% of the available patterns). These sets are used for parameter tuning. Then, using the tuned parameters a 4-fold cross validation is developed using the whole data. The test result is the average over the 4 test sets. For those data sets (optical, st-landstat), with already available training and testing data, the classifiers (with the tuned parameters) are trained and tested on the respective sets. The feature vectors of the data sets are normalized by removing the mean and dividing by its variance. The ensemble size, \( L \), for the experiment is fixed at 500.
such base classifiers. In cases, where the true class of the training sample is created for each subset and a KRR classifier is created. The final model is an ensemble of scores. Here, by classes we imply the subset associated with each class. In this way, a training construction of ERK is presented in Table 1.

The highest class, the training sample is still placed in its true class subset. The algorithm for the training phase, we discuss the performance of two ensemble methods, ERK and KRR(B).

For $i = 1, \ldots, N$,
1. Number of hidden neurons, $N = 3:203$
2. $\lambda = (1/2)^C$ in ridge regression, $C = -5:14$
3. Activation Functions: radbas, sine and tribas
4. Range of the randomization for weights $[-S,+S]$ and bias $[0,S]$, where $S = 2^t$ with $t = -1.5:0.5:1.5$

The RVFL has direct link from input layer to output layer with bias term in the output neuron. All the data sets in our experiment use the Gaussian radial basis kernel

$$K(x_1, x_2) = \exp(-\gamma\|x_1 - x_2\|^2_2)$$

The kernel parameter $\gamma$ and ridge parameter $\lambda$ for KRR are tuned for each data set. $\gamma$ is set to $2^m$ where $m = -15:3$ and $\lambda$ is set to $2^n$ where $n = -5:14$.

5.3 Experimental Results

In this section, the performance of ERK is compared with three other classifiers. The two classifiers are single KRR, denoted by KRR(S), and its bagging version, denoted by KRR(B). These two classifiers are tuned with the same set of parameters as used in ERK. The Bagged KRR, KRR(B), is trained with the same 500 bags and same Gaussian kernel in each base classifier as done in ERK to avoid any bias. The other classifier is RVFL. The performance of RVFL on these data sets are extracted from [23] as it uses the same data partitions as ours. In the first phase, we compare the performance of ERK with KRR(S) and RVFL. In the second phase, we discuss the performance of two ensemble methods, ERK and KRR(B).
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Table 2: Overview of the Data sets

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Patterns</th>
<th>Features</th>
<th>Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Molec-biol-splice</td>
<td>3190</td>
<td>60</td>
<td>3</td>
</tr>
<tr>
<td>Optical</td>
<td>3823</td>
<td>62</td>
<td>10</td>
</tr>
<tr>
<td>St-image</td>
<td>2310</td>
<td>18</td>
<td>7</td>
</tr>
<tr>
<td>St-landstat</td>
<td>4435</td>
<td>36</td>
<td>6</td>
</tr>
<tr>
<td>St-vehicle</td>
<td>846</td>
<td>18</td>
<td>4</td>
</tr>
<tr>
<td>Steel plates</td>
<td>1941</td>
<td>27</td>
<td>7</td>
</tr>
<tr>
<td>Thyroid</td>
<td>3772</td>
<td>21</td>
<td>3</td>
</tr>
<tr>
<td>Wall-following</td>
<td>5456</td>
<td>24</td>
<td>4</td>
</tr>
<tr>
<td>W-qua-white</td>
<td>4898</td>
<td>11</td>
<td>7</td>
</tr>
<tr>
<td>Yeast</td>
<td>1484</td>
<td>8</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 3: Classification accuracies of different methods

<table>
<thead>
<tr>
<th>Datasets</th>
<th>KRR(S)</th>
<th>KRR(B)</th>
<th>ERK</th>
<th>RVFL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Molec-biol-splice</td>
<td>79.49</td>
<td>78.95</td>
<td>86.42</td>
<td>83.97</td>
</tr>
<tr>
<td>Optical</td>
<td>96.93</td>
<td>96.99</td>
<td>98.07</td>
<td>97.22</td>
</tr>
<tr>
<td>St-image</td>
<td>95.53</td>
<td>95.62</td>
<td>97.05</td>
<td>94.84</td>
</tr>
<tr>
<td>St-landstat</td>
<td>90.15</td>
<td>90.25</td>
<td>91.34</td>
<td>86.40</td>
</tr>
<tr>
<td>St-vehicle</td>
<td>71.56</td>
<td>71.45</td>
<td>83.18</td>
<td>82.58</td>
</tr>
<tr>
<td>Steel plates</td>
<td>77.01</td>
<td>76.60</td>
<td>77.01</td>
<td>76.60</td>
</tr>
<tr>
<td>Thyroid</td>
<td>94.46</td>
<td>94.25</td>
<td>96.41</td>
<td>93.96</td>
</tr>
<tr>
<td>Wall-following</td>
<td>87.51</td>
<td>87.68</td>
<td>92.14</td>
<td>86.62</td>
</tr>
<tr>
<td>W-qua-white</td>
<td>65.62</td>
<td>65.80</td>
<td>66.16</td>
<td>56.17</td>
</tr>
<tr>
<td>Yeast</td>
<td>59.56</td>
<td>59.50</td>
<td>60.44</td>
<td>61.12</td>
</tr>
</tbody>
</table>

Bold values represent the highest accuracy.

Friedman test is used, as suggested in [5], to perform statistical comparison of the classifiers. It uses the rank of each classifier in each data set to reflect the overall performance of the classifier. In this approach, the classifiers are ranked for each data set separately, with the best performing algorithm getting the rank of 1, the second best rank 2..., average ranks are assigned in case of ties. The overall average rank of each classifier based on the 10 ranks in each data set is summarized in Table 4.

Let N and k denote the number of data sets and classifiers respectively. The Friedman test

Table 4: Average rank values based on classification accuracies of each method. Lower rank reflects better performance.

<table>
<thead>
<tr>
<th></th>
<th>KRR(S)</th>
<th>KRR(B)</th>
<th>ERK</th>
<th>RVFL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rank</td>
<td>2.85</td>
<td>2.95</td>
<td>1.15</td>
<td>3.05</td>
</tr>
</tbody>
</table>
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set is summarized in Table 4.

in case of ties. The overall average rank of each classifier based on the 10 ranks in each data
performing algorithm getting the rank of 1, the second best rank 2..., average ranks are assigned
classifier. In this approach, the classifiers are ranked for each data set separately, with the best
It uses the rank of each classifier in each data set to reflect the overall performance of the

\[ \chi^2_F = \frac{12N}{k(k+1)} \left[ \sum_j R_j^2 - \frac{k(k+1)^2}{4} \right], \quad (4) \]

is distributed according to \( \chi^2_F \) with \( k-1 \) degrees of freedom under the null hypothesis. However, in this case, \( \chi^2_F \) is undesirably conservative. A better statistics is given by

\[ F_F = \frac{(N-1)\chi^2_F}{N(k-1) - \chi^2_F}, \quad (5) \]

which is distributed according to \( F \)-distribution with \( k-1 \) and \( (k-1)(N-1) \) degrees of freedom. If the null-hypothesis is rejected, the Nemenyi post-hoc test [12] can be used to check whether the performance of two among \( k \) classifiers is significantly different. The performance of two classifiers is significantly different if the corresponding average ranks of the classifiers differ by at least the critical difference (CD)

\[ CD = q_\alpha \sqrt{\frac{k(k+1)}{6N}}, \quad (6) \]

where critical values \( q_\alpha \) are based on the Studentized range statistic divided by \( \sqrt{2} \). \( \alpha \) is the significance level and is equal to 0.05 in this paper.

By simple calculations we obtain, \( \chi^2_F = 14.7 \) and \( F_F = 8.65 \). With 4 classifiers and 10 data sets, \( F_F \) is distributed according to the \( F \)-distribution with \( 4-1 = 3 \) and \( (4-1)(10-1) = 27 \) degrees of freedom. The critical value for \( F_{(3,27)} \) for \( \alpha = 0.05 \) is 2.96, so we reject the null-hypothesis. Based on the Nemenyi test, the critical difference is \( CD = q_\alpha \sqrt{(k(k+1))/(6N)} = 2.569 \sqrt{4+5}/(6 \times 10) \approx 1.48 \).

![Figure 2: Comparison of classifiers against each other with the Nemenyi test. Groups of classifiers that are not significantly different (at \( \alpha = 0.05 \)) are connected.](image)

From Figure 2, we can see that our proposed method ERK is significantly better than KRR(S) and RVFL. ERK either performs equally or outperforms the other two classifiers in every data set except one, the Yeast data set. Although, KRR(S) is slightly better than RVFL, there is no significant difference between the two classifiers. The mean accuracies of KRR(S), KRR(B), ERK and RVFL in these data sets are 81.78, 81.7, 84.82 and 81.94 respectively. From Table 3, it is worth noticing that ERK consistently performs better than KRR(S) and RVFL.
even if one among KRR or RVFL is performing worse. This is in congruent with the generally accepted notion that ensemble methods perform better than a single classifier.

5.3.1 Comparison with Bagged KRR

In all the data sets above, ERK has outperformed KRR(B). We also notice that KRR(B) is either only slightly better or worse in most data sets when compared with KRR(S). The bad performance of bagged KRR can be explained by the bias-variance decomposition of error. Generally, bagging improves the performance of unstable methods, such as decision trees and neural network, by lowering the variance with slight increase in bias. However, for stable methods with low bias and low variance, such as KRR, bagging can degrade the performance as stated by Breiman in [2]. However, in ERK, each KRR is constructed with only a subset of the training data which makes it unstable and hence, performance is improved by using an ensemble of several unstable KRR classifiers.

6 Conclusion and Future Work

In this paper, we proposed an ensemble of kernel ridge regression classifiers, ERK, for multi-class classification. Kernel ridge regression has an elegant closed form solution, and can easily be extended to perform classification. Several KRR classifiers were constructed in each base classifier of the ensemble from the subset of samples partitioned using random vector functional link network. In our method, matrix inverse is computed on reduced number of samples than original sample size, thus out-of-memory issues during matrix inversion can be circumvented to an extent. Experimental results show that our method consistently performs better than single and bagged KRR and RVFL.

In ERK, we used a single Gaussian kernel in each base classifier. But, as suggested in [9], it can be useful to use multiple kernels instead of a single kernel. One possible future direction can be to extend our method using multiple kernels and introduce further diversity amongst the base classifiers. We also plan to use our method in all multi-class UCI data sets and compare its performance with other ensemble methods.
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