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Under-Approximating Backward Reachable Sets by Semialgebraic Sets

Bai Xue¹ and Zhikun She² and Arvind Easwaran³

Abstract—Under-approximations of backward reachable sets play an important role in controller synthesis and trajectory analysis for constrained nonlinear dynamical systems, but there are few methods available to compute them. Given a nonlinear system, a target region of simply connected compact type and a time duration, we present a method using boundary analysis to compute an under-approximation of the backward reachable set. The under-approximation is represented as a semi-algebraic set, formed by what we term polynomial level – set functions. The polynomial level – set function is a semi-definite positive function with one real root, such that the interior and closure of a semi-algebraic set formed by it are both simply connected and have the same boundary. The function can be computed by solving a convex program, which is constructed based on sum-of-squares decomposition and linear interval inequalities. We test our method on several examples and compare them with existing methods. The results show that our method can obtain better estimations more efficiently in terms of time for these special examples.

Index Terms—Under-approximation; Boundary Analysis; Convex Programming; Semi-algebraic Sets

I. INTRODUCTION

Reachability analysis, which involves constructing reachable sets, plays an important role not only in automatic verification and falsification of safety properties for continuous nonlinear and hybrid systems [1], [2], but also in the design and synthesis of safe controllers for these systems [3]. Due to the fact that the exact reachable set of nonlinear systems is very hard to compute, an approximation is often computed. Generally, the approximation can be classified into two major types: over-approximations and under-approximations. For over-approximations, tremendous attention has been given and significant advances have been reported in the literature. Examples include methods based on invariant generation [4], [5], [6]), barrier certificates [7], abstracting the nonlinear dynamics into piecewise linear or polynomial dynamics ([8], [9], [10], [11]) and Taylor series expansions ([12], [13]). However, much less attention has been given to the problem of finding under-approximations, mainly because the problem is more difficult than the one of computing over-approximations [14].

In this paper, we focus on computing under-approximations of backward reachable sets of continuous nonlinear systems. It is a set such that all trajectories originating from it will enter a specified target region after a time duration.

Under-approximations of reachable sets are important to compute because they have many potential applications in engineering domains. For example, they can be used to prove attractive properties by checking if all the trajectories originating from them will stay in them forever and eventually enter some specified desired sets [15], [16], [17], [18]. They can also be used for falsification by checking if the under-approximation intersects the unsafe sets [19]. Recently, they have also been used for designing robust artificial pancreas. Set inversion via interval analysis algorithms has been applied to obtain an under-approximation of the feasible set of basal and bolus insulin dose that for a given meal plan, mathematically guarantees a postprandial response fulfilling the International Diabetes Federation guidelines [20]. It has been pointed out that under-approximations are very useful to quantify over-approximations in the design of an artificial pancreas system [21].

Motivated by the above applications, we in this paper propose a convex programming based approach for computing under-approximations of the simply connected compact type, under the assumption that the target region is a simply connected compact set. Notice that many sets that arise in practice can be closely approximated by semi-algebraic sets [22]. Therefore, we would like to represent the under-approximations by semi-algebraic sets. The basic idea for computing the under-approximation first involves computing an enclosure of the boundary of the backward reachable set. Then, we formulate the under-approximation problem as a convex programming problem based on the obtained enclosure. By solving the convex programming problem, an under-approximation is obtained. The contributions of this paper are summarized as follows:

1) We show how the boundary of the backward reachable set can be enclosed through the use of the given target region’s boundary rather than the entire target region. That is, by solving a constraint satisfaction problem based on interval arithmetic [23], we first obtain an over-approximation of the target region’s boundary; Then based on the obtained over-approximation and the topological property, we employ interval Taylor methods to compute an enclosure of the backward reachable set’s boundary.

2) We show how a simply connected compact set can be

1 If over-approximations intersect the unsafe sets, then we are not able to reach a conclusion that the system is unsafe.
under (over)-approximated by a semi-algebraic set. This is a very challenging issue since deciding the number of connected components for a semi-algebraic set is very hard in general [24]. Hence finding the right connected components which can closely approximate the given set becomes nontrivial, especially for cases where an under-approximation is required. A key feature of our approach is that it relies on what we term a polynomial level – set function. The polynomial level – set function is a semi-definite positive function with one root, such that the interior and closure of a semi-algebraic set formed by it are both simply connected and have the same boundary. The function can be computed by solving a convex program, which is constructed by combining sum-of-squares decomposition and linear interval inequality approaches based on an over-approximation of the given simply connected compact set’s boundary.

3) We show how to obtain an under-approximation of the backward reachable set using a semi-algebraic set. Based on the enclosure of the backward reachable set’s boundary and the approach for under-approximating a simply connected compact set, we compute an under-approximation of the backward reachable set.

4) Finally, we have implemented our approach using validated ordinary differential equation solver VNODLP [25] and semidefinite programming solver CSDP [26], and tested it on several examples. Comparing with [27] and [18], we show that our approach can obtain better estimations more efficiently in terms of time for these special examples.

A. Related Work

Several techniques have been proposed for computing under-approximations of reachable sets for linear systems [14], [28], [10], [29], [30], [31]. However, there are few methods available to construct these under-approximations for nonlinear systems. One potential method is based on conservative linearization, e.g., [9]. The under-approximations in this case are represented by convex sets such as ellipsoids and polytopes. It is well known that reachable sets of nonlinear systems are in general far from being convex. Thus, a very pessimistic result is often obtained by the above approach. In contrast to such first order approximation methods, our method in this paper is based on higher order approximations and semi-algebraic sets, which are of a more general form than convex sets, and hence less conservative results can be produced. This is illustrated in the following simple example.

**Example 1:** Consider a model of an electromechanical oscillation of a synchronous machine:

\[
\begin{align*}
\dot{\delta} &= \omega \\
\dot{\omega} &= 0.2 - 0.7 \sin \delta - 0.05 \omega,
\end{align*}
\]

where \( TR = \{(\delta, \omega) : \delta^2 + (\omega - 3)^2 \leq 0.25\} \), and \( TR \) is short for ‘Target Region’. We can use the Runge-Kutta numerical method to estimate the boundary of the backward reachable set of \( TR \) for the time duration \( t = 3 \) based on some boundary points of \( TR \). The estimated boundary is represented by the red curve in Fig. 1, and it can be seen that the backward reachable set is non-convex. Thus the ellipsoidal under-approximation will be too conservative. However, our method in this paper can help obtain a less conservative non-ellipsoidal under-approximation, as shown in Fig. 1. Details about computing the non-ellipsoidal under-approximation can be found in Example 4 in Subsection III-B.

Subdividing a state space into smaller intervals and then yielding some intervals such that all trajectories originating from them will enter the target region is another technique to compute an under-approximation, denoted by the union of the obtained intervals [27], [20]. This representation for Example 1 is illustrated in Fig. 2, in which the number of intervals is 129. On the other hand, our method is based on the boundary of the backward reachable set, and uses a semi-algebraic set rather than the union of intervals to represent the under-approximation, also illustrated in Fig. 2. This enables us to represent a complicated set in a simpler way since the space required for storing coefficients of a polynomial is much less than the space required for storing several intervals for some cases such as Example 1. More importantly, it is easier to verify whether a point is in the obtained under-approximation or not for these cases, since only basic arithmetic operations are needed.

A method was proposed to compute semi-algebraic inner approximations of reachable sets by solving sum-of-squares programs in [18]. However, this method is restricted to polynomial dynamical systems, our method deals with more general nonlinear systems (e.g., Example 1) than polynomial systems.

The structure of this paper is as follows. We introduce some basic definitions related to backward reachable sets in Subsection II-A, define polynomial level – set functions, which play a crucial role in computing under-approximations, in Subsection II-B, and give a brief introduction to interval Taylor methods and linear interval inequalities in Subsec-
and continuous for $t \in [0, T]$ under the Lipschitz condition of $f$.

It is challenging to obtain these reachable sets for nonlinear systems since they generally do not have a closed-form solution. However, as mentioned in the introduction, it is sufficient to consider an under-approximation of the backward reachable set, denoted as $\text{UAB}$, for certain applications.

**Definition 1:** Given System (1), a set $\text{TR}$ that is a simply connected compact set and a finite time duration $T \leq \sigma_{\text{TR}}$, the backward reachable set of $\text{TR}$ for the time duration $T$ is defined to be $\Omega_b(T; \text{TR}, f) = \{ x_0 | \phi(T; x_0) \in \text{TR} \}$ and the forward reachable set of $\text{TR}$ for the time duration $T$ is defined to be $\Omega_f(T; \text{TR}, f) = \{ x | x = \phi(T; x_0) \text{ and } x_0 \in \text{TR} \}$.

**Remark 1:** According to Definition 1, the map $\phi(t; \cdot) : \text{TR} \subseteq \mathbb{R}^n \rightarrow \Omega_f(t; \text{TR}, f) \bigcup \Omega_b(t; \text{TR}, f)$ is bijective and continuous for $t \in [0, T]$ under the Lipschitz condition of $f$.

Obtaining all trajectories originating from $\text{UAB}$ will definitely enter $\text{TR}$ after a time duration $T$, although there may be trajectories not in $\text{UAB}$ that also enter $\text{TR}$ after the time duration $T$. This is illustrated in Fig. 3.

**B. Polynomial Level - Set Functions**

In this subsection we will introduce the concept of a polynomial level - set function, which plays a crucial role in under-approximating backward reachable sets with semi-algebraic sets in this paper.

**Definition 3:** A continuous function $V(x) : \mathbb{R}^n \rightarrow \mathbb{R}$ is called as a polynomial level - set function if it satisfies the following properties:

1) $V(x) \in R[x]$;
2) $V(x) \geq 0$ and $V(x)$ has exactly one root;
3) For $\forall \alpha > 0$, $\Omega = \{ x \in \mathbb{R}^n : V(x) \leq \alpha \}$ is a compact set satisfying the condition that $\Omega$ and $\Omega^0 = \{ x \in \mathbb{R}^n : V(x) < \alpha \}$ are both simply connected sets with the same boundary $\{ x \in \mathbb{R}^n : V(x) = \alpha \}$.

From the above definition, one may wonder how a polynomial level - set function $V(x)$ can be computed efficiently since its conditions are very strong. Fortunately, we propose a method to compute it by building a connection between level - set functions and traditional Lyapunov functions, as shown in the following lemma.
Lemma 1: Assume $V(x) : \mathbb{R}^n \rightarrow \mathbb{R}$ is a polynomial of degree $d$ and $x_0$ is a globally asymptotically stable equilibrium point of system $\dot{x} = g(x)$. If $V(x)$ is a Lyapunov function with respect to $\dot{x} = g(x)$, that is,

1. $V(x_0) = 0$ and $V(x) > 0$ for $\forall x \neq x_0$;
2. $\frac{\partial}{\partial x} V(x) = \nabla g(x) < 0$ for $x \neq x_0$, and $\frac{\partial}{\partial x} V(x_0) = 0$, then $V(x)$ is a polynomial level-set function.

Proof: Since $V(x)$ is a polynomial of degree $d$, $\lim_{|x| \rightarrow +\infty} V(x) = +\infty$. From known conditions, we obtain that $V(x)$ is a global Lyapunov function for the system $\dot{x} = g(x)$. Thus, $\{x : V(x) \leq \alpha\}$ for $\forall \alpha > 0$ is an estimated attraction domain of the equilibrium point $x_0$ for the system $\dot{x} = g(x)$. The attraction domain is a set such that all trajectories originating from it will tend towards $x_0$ as time progresses. We obtain that $\Omega$ and $T^\alpha$ are simply connected sets with the same boundary $\{x : V(x) = \alpha\}$ (e.g., [32], [33]). Therefore we can conclude that $V(x)$ is a polynomial level-set function.

According to Lemma 1, given an arbitrary system of the form $\dot{x} = g(x)$ with a globally asymptotically stable equilibrium point $x_0$, if we can find a polynomial Lyapunov function $V(x)$ satisfying Lemma 1, then $V(x)$ is also a polynomial level-set function. Under the assumption that $g(x)$ is a polynomial vector field, a polynomial level-set function can be efficiently found by solving a semidefinite program derived from sum-of-squares decomposition [34], [16]. It is worth noticing that $\dot{x} = g(x)$ is only for computing a polynomial level-set function and is unrelated to System (1) under consideration in this paper.

C. Interval Taylor Methods

For nonlinear systems involving initial states that are uncertain but can be represented by intervals, Interval Taylor methods can be used to determine a validated enclosure of all possible solutions to this initial value problem with uncertainty. In this paper, we will employ this technique to compute an enclosure of the backward reachable set’s boundary. Its basic framework for performing computation is introduced as follows. For more details, please refer to [12], [35].

Given System (1), an initial interval $x_0^I$ and a time duration $T_1$, the interval Taylor method can be used to compute an interval enclosing the set $\Omega_f(T_1; x_0^I, f)$ as follows. Firstly, a time grid $0 = \tau_0 < \tau_1 < \ldots < \tau_N = T_1$ is adopted and for all $j \in \{0, \ldots, N - 1\}$ and all $t \in [\tau_j, \tau_{j+1}]$, the Banach fixed point theorem and the Picard-Lindelöf operator are used to compute a prior enclosure $s_j$ such that $\Omega(I(t; x_0^I), f) \subseteq s_j$. Secondly, a tighter enclosure $x_{\tau_{j+1}}^I$ of $\Omega(I(\tau_{j+1}; x_0^I, f))$ is computed according to the interval Taylor expansion of $x(t)$ at time instant $t = \tau_j$,

$$x_{\tau_{j+1}}^I = x_{\tau_j}^I + \sum_{i=1}^{p-1} (\tau_{j+1} - \tau_j)^i \frac{\partial^i}{\partial x^i} f(s_j) + (\tau_{j+1} - \tau_j)^p f(x^I(I(\tau_{j+1}; x_0^I, f))).$$

In above equation $x_{\tau_j}^I$ is an already computed interval-enclosure of $\Omega(I(\tau_j; x_0^I, f)$, and the coefficients $f^p$ are the Taylor coefficients of the solution $x(t)$ which can be computed either numerically by automatic differentiation or analytically via formal methods. Finally, $x_{\tau_N}^I \supseteq \Omega_f(T_1; x_0^I, f)$ is obtained, where $\tau_N = T_1$.

D. Linear Interval Inequalities

Linear interval inequalities emerge in global optimization when linearization techniques are used and in mathematical programming under uncertainty [36]. In this paper, by employing an approach that uses linear interval inequalities to encode polynomial non-negativity over intervals by means of linear constraints, we will construct convex programs to find polynomial level-set functions required in our approach.

A system of linear interval inequalities is formulated as follows:

$$A^T y \leq b,$$

where $A^T = \{A : A \leq A \leq \overline{A}\}$ (component-wise inequalities) is an $m \times n$ interval matrix and $b^T = \{b : b \leq b \leq \overline{b}\}$ (component-wise inequalities) is an $m$-dimensional interval vector. A $y_0$ is called a strong solution to System (2) if it satisfies $Ay_0 \leq b$ for each $A \in A^T$ and $b \in b^T$. We denote the set of all strong solutions of System (2) by $Y$, and $y$ is given as follows.

$$\text{Theorem 1 ([37])}: Y = \{y_1 - y_2 : \overline{A}y_1 - \overline{A}y_2 \leq b, y_1 \geq 0, y_2 \geq 0\}.$$  

According to Theorem 1, we find that a strong solution to System (2) can be computed by solving a linear programming problem. Based on this, for a parametric polynomial of the form $V(x, e) = \sum_{\alpha \in M} c_\alpha x^\alpha$, where $c_\alpha$’s are parametric coefficients, a linear programming relaxation of the condition on the parametric coefficients making $V(x, e)$ non-positive over an interval $x \in I$, can be obtained in the following way.

1. For each monomial $x^\alpha$ ($\alpha \in M$), we use interval arithmetic to obtain its lower and upper bounds $I^-$ and $I^+$ respectively over the interval $I$, and yield a linear interval inequality $\sum_{\alpha \in M} [I^-^\alpha - I^+^\alpha]c_\alpha \leq 0$.
2. According to Theorem 1, by replacing each variable $c_\alpha$ with a difference of two variables $c_{a_1}$ and $c_{a_2}$, where $c_{a_1} \geq 0$ and $c_{a_2} \geq 0$, we can replace $[I^-^\alpha - I^+^\alpha]c_\alpha$ by $I^-^\alpha c_{a_1} - I^+^\alpha c_{a_2}$ and arrive at a linear inequality $\sum_{\alpha \in M} [I^-^\alpha c_{a_1} - I^+^\alpha c_{a_2}] \leq 0$, denoted as $\psi(e)$.

For convenience, we denote the above procedure as $\text{linear_interval_inequalities}(V(x, e), I)$.

If a solution $(c_{a_1}, c_{a_2})_{a \in M}$, where there exists at least an index $\alpha \in M$ such that $c_{a_1} - c_{a_2} \neq 0$, can be found, the polynomial $V$ is obtained by substituting $c_\alpha$ with $c_{a_1} - c_{a_2}$. To illustrate the above procedure, we present a simple example with $x \in [1, 2]$. We wish to find a solution $(a, b, c)$ such that $ax^2 + bx + c \leq 0$ over the interval $x \in [1, 2]$. We relax $ax^2 + bx + c \leq 0$ to the linear interval inequality $\{a \in [1, 2], b \in [1, 2], c \in [0, 0]\}$, which is equivalent to the following linear constraint according to Theorem 1.

$$\begin{cases}
4a_1 + 2b_1 + c_1 - (a_2 + b_2 + c_2) \leq 0, \\
4a_i \geq 0, b_i \geq 0, c_i \geq 0, i = 1, 2
\end{cases} \quad (3)$$

If a solution $(a_1, a_2, b_1, b_2, c_1, c_2)$ such that not all $a_1 - a_2$, $b_1 - b_2$ and $c_1 - c_2$ are equal to zero, is found, $(a_1 - a_2)x^2 + (b_1 - b_2)x + (c_1 - c_2) \leq 0$ holds over the interval $[1, 2]$. Clearly,
(1, 2, 1, 2, 1, 3) is a solution and \((a, b, c) = (-1, -1, -2)\) is what we want.

This above procedure has been used to find Lyapunov-like functions for nonlinear systems [15].

### III. Under-Approximations for Backward Reachable Sets

In this section, we present a novel approach to compute an UAB represented by a semi-algebraic set. Our approach is iterative with time step \(h\), and is mainly composed of two parts in every iteration. The first part is to use Interval Taylor methods to compute a set of intervals, which encloses the boundary of the backward reachable set of TR for the time duration \(h\). The second part is to compute an UAB of TR for the time duration \(h\) based on the intervals obtained in the first part. In the second part, our approach relies on polynomial level – set functions, which can be found by solving a convex programming problem. We use the yielded UAB as a target region for the computations in the step that follows. In such an iterative way, an UAB of the target region for the time duration \(T\) is obtained.

In the following, before detailing our approach for computing an UAB of TR for the time duration \(T\) in Subsection III-B, we will first present a detailed introduction on how to compute under-approximations of a simply connected compact set using some intervals covering the set’s boundary and polynomial level – set functions in Subsection III-A. The approach in Subsection III-A plays an important role in computing an UAB. Finally, we discuss the computational complexity of our method in Subsection III-C.

#### A. Under-Approximations for Simply Connected Compact Sets

Semi-algebraic sets have many applications in statistics, control theory and robotics [38]. One of the underlying reasons is that many sets in \(\mathbb{R}^n\) that arise in practice can be closely approximated by semi-algebraic sets [22]. In this subsection we will propose an approach to solve the following problem based on the given set’s boundary and polynomial level – set functions.

**Definition 4 (Under-Approximation (UA) Problem):** Given a simply connected compact set \(\Omega\), find a semi-algebraic set \(\Omega_u\) which can closely under-approximate the set \(\Omega\).

However, as mentioned in the introduction, to under-approximate a given simply connected set with semi-algebraic sets is a very challenging problem generally. In order to solve the UA problem, we will resort to polynomial level – set functions defined in Subsection II-B.

The following lemma shows that if the boundary of the set \(\Omega\) is a subset of the closure of the complement of a semi-algebraic set \(\Omega_u\), and the intersection of the set \(\Omega\) and the semi-algebraic set \(\Omega_u\) is not empty, where \(\Omega_u\) is formed by a polynomial level – set function, then the semi-algebraic set \(\Omega_u\) is an under-approximation of the set \(\Omega\).

**Lemma 2:** Assume \(\Omega\) is a simply connected compact set and \(V(x)\) is a polynomial level – set function. If \(\partial \Omega \subseteq \Omega_u\) and \(\Omega^\circ \cap \Omega_u^\circ \neq \emptyset\), where \(\Omega_u = \{x : V(x) \leq 1\}^2\), then \(\Omega_u \subseteq \Omega\).

**Proof:** Since \(\Omega_u = \{x \in \mathbb{R}^n : V(x) \leq 1\}\), then \(\Omega_u^\circ = \{x \in \mathbb{R}^n : V(x) < 1\}\) and \(\Omega_u\) are compact simply connected sets with the same boundary \(\{x \in \mathbb{R}^n : V(x) = 1\}\).

Assuming that there exists one point \(y \in \Omega_u\) such that \(y \notin \Omega\), we derive a contradiction. Since \(V(x)\) is a polynomial level – set function, there exists \(z_{y, \epsilon} \in \Omega_u^\circ \cap \mathbb{U}(y, \epsilon)\) for all \(\forall \epsilon > 0\). And since \(y \notin \Omega\), there exists \(\mathbb{U}(y, \delta)\) such that \(\mathbb{U}(y, \delta) \notin \Omega\). Thus, there exists a point \(z_{y, \delta} \in \Omega_u \cap \mathbb{U}(y, \delta)\) and \(z_{y, \delta} \notin \Omega\). Let \(y_0 \in \Omega_u \cap \Omega_u^\circ\). Since \(\Omega_u^\circ\) is a simply connected set, we obtain that there exists a path \(P\) in \(\Omega_u^\circ\), connecting \(y_0\) and \(z_{y, \delta}\). So there must exist a \(y_1 \in \mathbb{P}\) such that \(y_1 \in \partial \Omega\) and \(y_1 \in \Omega_u^\circ\), contradicting the fact that \(\partial \Omega \subseteq \Omega_u^\circ\).

Therefore, \(\Omega_u \subseteq \Omega\).

From Lemma 2 and under the assumption that \(\Omega_u = \{x : V(c, x) \leq 1\}\), where \(V(c, x)\) is of the form \(\sum_{\alpha \in \mathbb{M}} c_\alpha x^\alpha\) and \(c = (c_\alpha)_{\alpha \in \mathbb{M}}\) is a set of unknown coefficients, the UA problem can be formulated as follows: Determine a value for \(c\) such that \(V(c, x)\) is a polynomial level – set function, \(\partial \Omega \subseteq \Omega_u^\circ\) and \(\Omega^\circ \cap \Omega_u^\circ \neq \emptyset\).

For \(\partial \Omega \subseteq \Omega_u^\circ\), we do not obtain the exact \(\partial \Omega\) here, but instead compute an over-approximation of \(\partial \Omega\) by solving a constraint satisfaction problem based on interval arithmetic (e.g. [23]). Obviously, if the over-approximation is a subset of \(\Omega_u^\circ\), \(\partial \Omega \subseteq \Omega_u^\circ\) holds. We denote the over-approximation by \(\cup_{i=1}^N s_i\), where \(s_i\) is of the interval form and \(N \geq 1\) is an integer, and will use \(\cup_{i=1}^N s_i\) instead of \(\partial \Omega\) to perform computations. For \(\Omega^\circ \cap \Omega_u^\circ \neq \emptyset\), we compute an arbitrary point \(x_0 = (x_{0,1}, \ldots, x_{0,n})^T \in \Omega \setminus \cup_{i=1}^N s_i\). The point \(x_0\) can also be obtained by solving a constraint satisfaction problem. After obtaining \(\cup_{i=1}^N s_i\) and \(x_0\), we determine \(c\) by taking the following steps:

1) For \(i = 1, \ldots, N\), ensure the non-positivity of \(1 – V(c, x)\) over each interval \(s_i\) based on the procedure linear_interval_inequalities(1 – \(V(c, x), s_i\)) in Subsection II-D and yield a linear constraint \(\psi_i[c]\) over \(c\).

2) Choose a polynomial dynamical system \(\dot{x} = g(x)\) with the globally asymptotically stable equilibrium point \(x_0 = (x_{0,1}, \ldots, x_{0,n})^T\), and then solve the following semidefinite programming problem involving the vari-

---

2We use a set of the form \(\{x : V(x) \leq 1\}\) rather than \(\{x : V(x) \leq \alpha\}\) to represent the set \(\Omega_u\), where \(\alpha\) is an arbitrary but fixed positive number. The underlying reason is that a set of the form \(\{x : V(x) \leq \alpha\}\) can be equivalently reformulated as a set of the form \(\{x : V(x) \leq 1\}\), where \(V(x) = \frac{V(x)}{\alpha}\).
able \( c \),

\[
\min_{i=1}^{N} (V(c, x_{mid, i}) - 1) \quad (4)
\]

subject to

\[
V(c, x) - h_1 \sum_{i=1}^{n} (x_i - x_{0,i})^2 \in \sum_{n}, \quad (5)
\]

\[
- \frac{\partial V(c, x)}{\partial x} \quad \psi_0[c], \quad (6)
\]

\[
\wedge_{i=1}^{N} \psi_i[c], \quad (7)
\]

\[
\psi_0[c], \quad (8)
\]

where \( x_{mid, i} \) is the center of the interval \( s_i \) \((i = 1, \ldots, N)\), the constraints (5) and (6) are semi-definite constraints derived from the sum-of-squares decomposition (e.g., [34]), the linear constraint (7) over the variable \( c \) is derived from the constraint \( V(c, x_0) = 0 \) and the linear constraint (8) is derived from the procedure linear interval inequalities \((1 - V(c, x), s_i)\) in Subsection II-D, and \( h_1, h_2 \) are two small positive numbers. The semidefinite program \((4) \sim (7)\) is a convex program problem, which can be solved by interior point methods efficiently (e.g., [26]).

For convenience, we denote the above process as Under-Approximation\((\cup_{i=1}^{N} s_i, x_0)\). The basic idea behind the above procedure for computing \( \Omega_u \) is illustrated in Fig. 4, and the obtained \( \Omega_u \) is an under-approximation of \( \Omega \), as stated in Proposition 1.

![Fig. 4. An illustration for computing an under-approximation \( \Omega_u \) of \( \Omega \). (red region – an under-approximation \( \Omega_u \); green curve – \( \partial \Omega \); white boxes – an over-approximation of \( \partial \Omega \)).](image)

**Proposition 1:** Assume that \( c_0 \) satisfies the convex program \((4) \sim (7)\), \( \Omega_u \) is an under-approximation of the simply connected compact set \( \Omega \), where \( \Omega_u = \{x : V(c_0, x) \leq 1\} \).

**Proof:** Since \( c_0 \) satisfies \( \psi_i[c] \), we get \( V(c_0, x) \geq 1 \) for \( x \in \cup_{i=1}^{N} s_i \). Due to the fact that \( \partial \Omega \subseteq \cup_{i=1}^{N} s_i \), \( V(c_0, x) \geq 1 \) for \( x \in \partial \Omega \).

According to Lemma 1, \( V(c_0, x) \) is a polynomial \( 1 \)-level \(-\)set function. Moreover, according to Definition 3, \( \Omega_u \) and \( \Omega_o \) are simply connected compact sets with the same boundary \( \{x : V(c_0, x) = 1\} \). So we get \( \partial \Omega \subseteq \Omega_o \). According to the fact that \( x_0 \in \Omega_o \cap \Omega^p \) and Lemma 2, we get \( \Omega_u \subseteq \Omega \).

Thus we have solved the UA problem posted at the beginning of this subsection. This approach presented in this subsection will be employed to compute an UAB of TR in the section that follows.

**Remark 2:**

1) Since the computational complexity of semidefinite programs derived from sum-of-squares decomposition increases rapidly with the number of state variables and degrees of the sum-of-squares polynomials [39], we choose \( \psi(x) = (-x_1 + x_{0,1}, \ldots, x_n + x_{0,n}) \), which is the simplest form satisfying Lemma 1. This is a trade-off between efficiency and accuracy.

2) In the semidefinite program \((4) \sim (7)\), since \( V(c, x) \) is a polynomial \( 1 \)-level \(-\)set function that will be computed, \( \{x : V(c, x) \leq 1\} \) is a simply connected compact set with the boundary \( \{x : V(c, x) = 1\} \). Since \( \partial \Omega \subseteq \cup_{i=1}^{N} s_i \), the objective function \( \sum_{i=1}^{N} (V(c, x_{mid, i}) - 1) \) can be viewed as a measure on how close the two sets are when \( s_i (i = 1, \ldots, N) \) is small. This is illustrated in Fig. 4.

**Remark 3:** Since it is also very useful to evaluate the under-approximation by computing an over-approximation of the given set in some engineering fields (e.g., artificial pancreas [21]), we will compute an over-approximation of \( \Omega \) based on the already estimated \( V(c_0, x) \). The computation is based on the following lemma, which shows that if the given simply connected compact set’s boundary is a subset of a semi-algebraic set formed by a polynomial \( 1 \)-level \(-\)set function, then the semi-algebraic set is an over-approximation of the given set.

**Lemma 3:** Assume \( \Omega \) is a simply connected compact set and \( V(x) \) is a polynomial \( 1 \)-level \(-\)set function. If \( \partial \Omega \subseteq \Omega_o = \{x : V(x) \leq 1\} \), then \( \Omega \subseteq \Omega_o \).

**Proof:** Since \( \Omega \) is a compact set, there exists a point \( x_1 \in \Omega \) such that \( V(x_1) = \max_{x \in \Omega} V(x) \). Clearly, \( \Omega_o \subseteq \Omega \) is equivalent to \( V(x_1) \leq 1 \). Thus it is enough to prove that \( V(x_1) \leq 1 \).

Assuming that \( V(x_1) > 1 \), we will derive a contradiction. Let \( \Omega' = \{x : V(x) \leq V(x_1)\} \). Since \( V(x) \) is a polynomial \( 1 \)-level \(-\)set function, \( \partial \Omega' = \{x : V(x) = V(x_1)\} \) and \( x_1 \in \partial \Omega' \). Thus, there exists \( x \in \cup_{i=1}^{N} x_i \) for \( i \in \epsilon > 0 \) such that \( V(z_i) > V(x_1) \). Since \( \partial \Omega \subseteq \Omega_o \) and \( V(x) \leq 1 \) for \( x \in \partial \Omega \), then \( x_1 \in \Omega^p \). Thus there exist \( x_1, z_{i_1} \in \cup_{i=1}^{N} x_i \) such that \( V(z_{i_1}) > V(x_1) \), contradicting the fact that \( V(x_1) = \max_{x \in \Omega} V(x) \). Therefore \( V(x_1) \leq 1 \) and \( \Omega \subseteq \Omega_o \).

According to Lemma 3 and the already estimated \( \Omega_u \), an over-approximation of \( \Omega \) can be computed by expanding \( \Omega_u \). For each \( s_i \) \((i = 1, \ldots, N)\), we use interval arithmetic to find an upper bound \( \overline{V}_i \) of \( V(c_0, x) \) over \( x \in s_i \) and then get the maximum \text{MAX} of the finite set \( \{\overline{V}_i, i = 1, \ldots, N\} \). Then \( \Omega_o = \{x : V(c_0, x) \leq \text{MAX}\} \) is an over-approximation of the set \( \Omega \). This can be assured by the following Proposition.

**Proposition 2:** \( \Omega \subseteq \Omega_o \), where \( \Omega_o = \{x : V(c_0, x) \leq \text{MAX}\} \) and \( c_0 \) satisfies the convex program \((4) \sim (7)\).

**Proof:** For \( j = 1, \ldots, N \), we yield that \( V(c_0, x) \leq \text{MAX} \) for \( x \in \cup_{i=1}^{N} s_i \). Since \( \partial \Omega \subseteq \cup_{i=1}^{N} s_i \), \( V(c_0, x) \leq \text{MAX} \) for \( x \in \partial \Omega \).

According to Lemma 3, \( \Omega \subseteq \Omega_o \), since \( V(c_0, x) \) is a
polynomial level-set function.
Thus, \( \max_{\Omega} \) can be used to evaluate the obtained under-approximation. As the \( \max_{\Omega} \) becomes smaller, the resulting under-approximation becomes less conservative.

The basic idea behind the above procedure for computing \( \Omega_0 \) is illustrated in Fig. 5.

![Fig. 5. An illustration for computing an over-approximation \( \Omega_0 \) of \( \Omega \). (red dash curve – \( \partial \Omega_0 \); red solid curve – \( \partial \Omega \); green solid curve – \( \partial \Omega \); white boxes – an over-approximation of \( \partial \Omega \).)](image)

B. Under-Approximating Backward Reachable Sets

In this subsection, we will employ the approach proposed in Subsection III-A to compute a UAB of TR for the time duration \( T \). The UAB is represented by a semi-algebraic set of the form \( \{ x : V(x) \leq 1 \} \), where \( V(x) \) is a polynomial level-set function with \( V(x_k) = 0 \), and \( U_t \) is an UAB of TR for the time duration \( t \). We now construct an UAB for the time duration \( t \) through the following steps:

1) a grid time \( 0 = t_0 < t_1 < \ldots < t_N = T \) is adopted with a fixed time step \( h \);
2) starting with \( U_{t_0} = \Omega \), we compute \( U_{t_1} \), which is an UAB of TR for the time duration \( t_1 \);
3) starting from the \( k \)th UAB \( U_{t_k} \), we advance our approximation to an UAB \( U_{t_{k+1}} \);
4) \( U_{t_k} \) is what we want to obtain.

Assume that we have already obtained a simply connected compact set \( U_{t_k} = \{ x : V_{t_k}(x) \leq 1 \} \), where \( V_{t_k}(x) \) is a polynomial level-set function with \( V_{t_k}(x_k) = 0 \), and \( U_{t_k} \) is an UAB of TR for the time duration \( t_k \). We first introduce a property.

Property 1: If \( \Delta \subseteq \mathbb{R}^n \) is a simply connected compact set, \( \Omega_b(h; \Delta, f) \) is also a simply connected compact set satisfying \( \partial \Omega_b(h; \Delta, f) = \Omega_b(h; \partial \Delta, f) \) and \( \Omega_b(h; \Delta, f)^{\circ} = \Omega_b(h; \Delta^c, f) \).

Proof: Since \( \phi(h; \cdot) : \Omega_b(h; \Delta, f) \rightarrow \Delta \) is a homeomorphism between topological spaces \( (\Delta, \mathcal{T}_b) \) and \( (\Delta, \mathcal{T}_b(\Delta, f)) \), where \( \mathcal{T}_b \) and \( \mathcal{T}_b(\Delta, f) \) are topologies for \( \Delta \) and \( \Omega_b(h; \Delta, f) \) respectively, the conclusion holds.

Based on Property 1, we have the following lemma.

Lemma 4: If \( U_{t_k} \) is a simply connected compact set, then \( U_{t_{k+1}} \) obtained by the above steps is also a simply connected compact set and \( U_{t_{k+1}} \subseteq \Omega_b(h; U_{t_k}, f) \).

Proof: According to Definition 3, we can obtain that \( U_{t_{k+1}} \) is a simply connected compact set since \( V_{t_{k+1}}(x) \) is a polynomial level-set function. Since \( U_{t_k} \) is a simply connected compact set, \( \Omega_b(h; U_{t_k}, f) \) is also a simply connected compact set due to Property 1. Further, according to Proposition 1 in Subsection III-A, \( U_{t_{k+1}} \subseteq \Omega_b(h; U_{t_k}, f) \).

From Lemma 4, we can deduce that for \( k = 0, \ldots, n-1 \), \( U_{t_{k+1}} \) is an UAB of \( U_{t_k} \) for all \( k \).

In the following, we will discuss how to compute \( \Omega_{t_{k+1}} \) and \( x_{k+1} \) in steps a) and b) in the above procedure. From Property 1, we find that the boundary of \( \Omega_b(h; U_{t_k}, f) \) corresponds to an interior point of \( \Omega_b(h; U_{t_k}, f) \) for the time duration \( t_{k+1} \). We use Interval Taylor methods to obtain a compact interval enclosing \( \Omega_b(h; U_{t_k}, f) \) for the time duration \( t_{k+1} \). We find that the boundary of \( \Omega_b(h; U_{t_k}, f) \) corresponds to an interior point of \( \Omega_b(h; U_{t_k}, f) \) for the time duration \( t_{k+1} \).

1) Computing \( \Omega_{t_{k+1}} \): For a given \( \epsilon_{t_{k+1}} \), we obtain a set of compact intervals \( \{ s_{k,j} : j = 1, \ldots, M_k \} \) by solving a constraint satisfaction problem such that \( \partial \Omega_b \in \bigcup_{j=1}^{M_k} [s_{k,j}] \), where \( M_k \) is the number of obtained intervals and \( s_{k,j} \) is of the form \( [\bar{x}_i, \bar{x}_j] \times \cdots \times [\bar{x}_n, \bar{x}_n] \) satisfying \( |\bar{x}_i - \bar{x}_j| \leq \epsilon_{t_{k+1}} \) for \( i = 1, \ldots, n \). Then for \( j = 1, \ldots, M_k \), we use Interval Taylor methods to obtain a compact interval \( s_{k,j}' \) such that \( \Omega_b(h; s_{k,j}, f) \subseteq s_{k,j}' \) is obtained by considering the reverse system \( x = f(x) \) since it is well known that \( \Omega_f(h; U_{t_k}, f) = \Omega_b(h; U_{t_k}, f) \). Thus, \( \Omega_{t_{k+1}} = \bigcup_{j=1}^{M_k} s_{k,j}' \).

Remark 4: \( \epsilon_{t_{k+1}} \)'s are used to restrict the size of intervals enclosing \( \partial \Omega_b \). As the \( \epsilon_{t_{k+1}} \) becomes smaller, the resulting set \( \Omega_{t_{k+1}} \) becomes tighter, but the computational cost increases.

Example 2: For Example 1, computing \( \Omega_{2T} \) when \( \epsilon_{t_{k+1}} = 0.1 \) and \( h = 3 \) is illustrated in Fig. 6, where \( T = 3 \).

2) Computing \( x_{k+1} \): One way to compute \( x_{k+1} \) is to use the following steps:

a) Use Interval Taylor methods to get an interval enclosure \( s_{x_{k+1}} \) of \( \Omega_b(h; U_{t_k}, f) \);

b) Take the geometric center point \( \frac{\sum_{i=1}^{n} v_{k+1}^i}{2^n} \) of \( s_{x_{k+1}} \), where \( v_{k+1}^i \) is the \( i \)th vertex of the interval \( s_{x_{k+1}} \), then go to c, else go to d;

c) Use Interval Taylor methods to get an interval enclosure \( s_{x_{k+1}}' \) of \( \phi(h; \sum_{i=1}^{n} v_{k+1}^i) \). If \( \phi(h; \sum_{i=1}^{n} v_{k+1}^i) \notin \Omega_{t_{k+1}} \), then go to c, else go to d;

d) In the interval \( s_{x_{k+1}} \), linearly search for \( x_{k+1} \) satisfying \( x_{k+1} \notin \Omega_{t_{k+1}} \) and \( s_{x_{k+1}} \subseteq U_{t_k} \) along some coordinate direction starting from \( \frac{\sum_{i=1}^{n} v_{k+1}^i}{2^n} \), where \( s_{x_{k+1}} \) is an interval enclosure of \( \phi(h; x_{k+1}) \) obtained by Interval Taylor
methods.

**Proposition 3:** If \( x_{k+1} \) is obtained by the above steps a) \( \sim \) d), then \( x_{k+1} \in (\Omega_b(h;U_{t_k},f))^\circ \setminus \Omega_{t_{k+1}}. \)

**Proof:** From the above steps a) \( \sim \) d), \( x_{k+1} \notin \Omega_{t_{k+1}}. \) Since \( s_{t_k} \subseteq U_{t_k}, x_{k+1} \in \Omega_b(h;U_{t_k},f). \) Using the fact that \( \partial \Omega_b(h;U_{t_k},f) \subseteq \Omega_{t_{k+1}}, \) we get \( x_{k+1} \in (\Omega_b(h;U_{t_k},f))^\circ \setminus \Omega_{t_{k+1}}. \)

Computing \( x_{k+1} \in (\Omega_b(h;U_{t_k},f))^\circ \setminus \Omega_{t_{k+1}} \) is illustrated in Fig. 7 and Example 3. Note that \( \Omega_{t_{k+1}} \), which is the union of intervals including \( \partial \Omega_b(h;U_{t_k},f) \), is not presented in Fig. 7.

**Example 3:** For Example 1, when \( x_0 = (0,3) \) is used, \( s_{x_0} = [-8.03, -0.801] \times [2.50, 2.52] \) is obtained. Thus \( x_1 = (-0.802, 2.51) \) is found since \( s_1 = [-0.0034, -0.0033] \times [2.9977, 2.9978] \subseteq \text{TR}. \)

**Remark 5:** If a point \( x_{k+1} \) satisfying \( x_{k+1} \notin \Omega_{t_{k+1}} \) and \( s_{k+1} \subseteq U_{t_k} \) is not found, one would re-compute with smaller \( \epsilon_{l,M} \)'s and/or a smaller step size \( h \).

Thus we have presented our approach to compute an UAB in details. In order to enhance the understanding of our approach, an example is given below to illustrate our approach.

**Example 4:** Consider the system in Example 1 again. In the introduction, we provided a non-ellipsoidal under-approximation of \( \Omega_b(3;T,R,f) \). Here, we will present some computational details. Assume that the time step \( h \) is equal to 3 and \( \epsilon_{l,M} = 0.001. \) Firstly, based on the method described in Subsubsection III-B1, we compute \( \Omega_T = \cup_j s_{1,j} \) such that \( \partial \Omega_b(3;T,R,f) \subseteq \Omega_T \), where \( s_{1,j} \) is of the interval form. Secondly, based on the method described in Subsection III-B2, we compute \( x_1 \in (\Omega_b(3;T,R,f))^\circ \setminus \Omega_T \) based on \( x_0. \) Since \( V_0 = 4d^2 + 4(\omega - 3)^2, x_0 = (0,3). \) Thus, \( x_1 = (-8.02, 2.51) \in (\Omega_b(T;TR,f))^\circ \setminus \Omega_T \) can be obtained. Thirdly, when the degree \( d \) of polynomial level-set functions is set to 4, based on the procedure Under-Approximation(\( \Omega_T, x_1 \)), a computed UAB for the time duration \( T = 3 \) is \( \{(d, \omega) : 46.55(-2.51 + \omega)^2 - 51.85(-2.51 + \omega)^3 + 29.91(-2.51 + \omega)^4 + 7.28(-2.51 + \omega)(8.02 + \delta) + 12.37(-2.51 + \omega)^2(8.02 + \delta) - 23.53(-2.51 + \omega)^3(8.02 + \delta)^2 + 0.64(8.02 + \delta)^3 + 0.57(-2.51 + \omega)(8.02 + \delta)^2 + 0.47(-2.51 + \omega)^2(8.02 + \delta)^2 - 0.31(8.02 + \delta)^3 + 2.42(-2.51 + \omega)(8.02 + \delta)^3 + 0.30(8.02 + \delta)^4 \leq 1 \}, \) whose boundary is depicted in Fig. 8.

**Fig. 6.** An illustration for computing \( \Omega_T \) (red boxes – \( \Omega_T \) including \( \partial \Omega_b(T;TR,f) \); blue boxes – \( \cup_j s_{0,j} \) including \( \partial \Omega_b \); yellow curve – \( \partial \Omega_b(T;TR,f) \) obtained by simulation methods; purple curve – \( \partial \Omega_b \); black curve – some simulation trajectories originating from \( \Omega_b(T;TR,f) \) over the time interval \([0,3]).\)

**Fig. 7.** An illustration for computing \( x_{k+1} \in (\Omega_b(h;U_{t_k},f))^\circ \setminus \Omega_{t_{k+1}}. \)

**Fig. 8.** An UAB for Example 4. (left: red boxes – \( \Omega_T \) including \( \partial \Omega_b(3;T,R,f) \); black curve – \( \partial \Omega_b \); right: a zoomed-in portion of the left figure.)

**C. Computational Complexity**

In this subsection, we will discuss the computational complexity of our method briefly. In the \( k^{th} \) step, the interval branch-and-bound method for the problem of yielding some intervals to enclose \( \partial U_{t_k} \) is of exponential complexity \( \mathcal{O}(\xi_k^n) \), where \( \xi_k = \mathcal{O}\left(\frac{1}{\epsilon_{l,M}}\right) \). The underlying Taylor series method is of polynomial complexity \([40] \); the work is \( \mathcal{O}(p^n) \) to complete the Taylor coefficients, and \( \mathcal{O}(n^3) \) for performing linear algebra, where \( p \) is the order of Taylor series.
expansion. The size of the matrix is $\left( \frac{d}{n} + \frac{d}{d} \right) + M_k + 2 \left( \frac{d}{n} + \frac{d}{d} \right)$ and the number of variables is $2 \left( \frac{d}{n} + \frac{d}{d} \right)$ in the semidefinite program (4) ~ (7). Thus, the complexity of applying interior point methods to solve the semidefinite program (4)~(7) is $\mathcal{O}(k) = \mathcal{O} \left( 2 \left( \frac{d}{n} + \frac{d}{d} \right) + M_k + 2 \left( \frac{d}{n} + \frac{d}{d} \right) \right)$ [41]. Therefore, the total computational complexity of our method is $\sum_{k=0}^{N-1} \left( \mathcal{O}(\epsilon_k^i) + \mathcal{O}(p^2) + \mathcal{O}(n^3) + \text{SDP}_k \right)$.

IV. EXAMPLES AND COMPARISONS

In this section, we evaluate our method using four interesting examples and compare it with [27] and [18]. These results can be found in Fig. 9 ~ 18. All the computations are performed on an i5-3337U 1.8GHz CPU with 4GB RAM running Ubuntu Linux 13.04. Table I presents details on the parameters that control our approach.

A. Examples and Discussions

In this subsection, we evaluate our approach using four examples, three of which are two-dimensional and one of them is three-dimensional. We also discuss parameters that control our approach in the context of these examples. These parameters include $h$, which is the time step, $\epsilon_M$, which represents the size of intervals enclosing boundaries, and $d$, which denotes the degree of polynomial level-set functions. According to the computational complexity analysis of our approach in Subsection IV-B, our approach suffers from dimensional curse. Nevertheless, we can still explore some future research directions based on the three two-dimensional examples to make our approach truly practical.

<table>
<thead>
<tr>
<th>Examples</th>
<th>$T$</th>
<th>$h$</th>
<th>$d$</th>
<th>$\epsilon_M$</th>
<th>TIME</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>25</td>
<td>5</td>
<td>2</td>
<td>0.01</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>25</td>
<td>5</td>
<td>4</td>
<td>0.01</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>25</td>
<td>5</td>
<td>4</td>
<td>0.001</td>
<td>223</td>
</tr>
<tr>
<td>6</td>
<td>0.2</td>
<td>0.2</td>
<td>2</td>
<td>0.005</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>0.2</td>
<td>0.2</td>
<td>4</td>
<td>0.005</td>
<td>191</td>
</tr>
<tr>
<td>6</td>
<td>0.2</td>
<td>0.2</td>
<td>4</td>
<td>0.005</td>
<td>8</td>
</tr>
<tr>
<td>7</td>
<td>0.5</td>
<td>0.5</td>
<td>2</td>
<td>0.005</td>
<td>45</td>
</tr>
<tr>
<td>7</td>
<td>0.5</td>
<td>0.5</td>
<td>4</td>
<td>0.005</td>
<td>120</td>
</tr>
<tr>
<td>8</td>
<td>0.2</td>
<td>0.2</td>
<td>2</td>
<td>0.008</td>
<td>1227</td>
</tr>
</tbody>
</table>

Below we present the three two-dimensional examples that were used to evaluate our approach. The corresponding results are shown in Fig.9 ~ Fig. 11.

Example 5: Consider a model of an electromechanical oscillation of a synchronous machine [48],

$$
\begin{align*}
\delta &= \omega \\
\dot{\omega} &= 0.2 - 0.7 \sin \delta - 0.05 \omega
\end{align*}
$$

where $\text{TR} = \{ (\delta, \omega) : \delta^2 + \omega^2 \leq 0.01 \}$.

![Fig. 9.](image)

Example 6: Consider the Brusselator model [13],

$$
\begin{align*}
\dot{x}_1 &= 1 + x_1^2 x_2 - 1.5 x_1 - x_1 \\
\dot{x}_2 &= 1.5 x_1 - x_1^2 x_2
\end{align*}
$$

where $\text{TR} = \{ x : (x_1 - 0.9)^2 + (x_2 - 0.3)^2 < 0.25 \}$.

![Fig. 10.](image)

Example 7: Consider the Van-der-Pol system [9],

$$
\begin{align*}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= -0.2(x_1^2 - 1)x_2 - x_1
\end{align*}
$$

where $\text{TR} = \{ x : (x_1 - 1)^2 + (x_2 - 1)^2 < 0.25 \}$.

From the above examples, we observe that
1) when $d$ and $h$ are fixed, the resulting under-approximation becomes less conservative as $\epsilon_M$ becomes smaller (Example 5);  
2) when $\epsilon_M$ and $d$ are fixed, a smaller time-step $h$ may lead to larger errors. The underlying reason is that the under-approximation error in every iterative step will propagate through the computations (Example 6), similar to the well-known wrapping effect in over-approximating reachable sets;  
3) when $\epsilon_M$ and $h$ are fixed, a better under-approximation will be found as $d$ increases (Examples 5 $\sim$ 7).

Thus, in case that the returned under-approximation is empty in some iterative step, we have to try a smaller $\epsilon_M$ and/or a higher degree $d$ and a different time step $h$, but the computational cost increases. A smaller $\epsilon_M$ will help to obtain a tighter $\Omega_{b+1}$, eventually resulting in a less conservative under-approximation. Therefore, in order to obtain a tighter $\Omega_{b+1}$, either methods different from Interval Taylor methods, or reducing the wrapping effect caused by interval Taylor methods must be considered. As the degree $d$ increases, we have to solve a larger semidefinite programming problem. Although there are some existing semidefinite program solvers that utilize the power of parallel computing and show good performance for large-sized problems, however, the present status of semidefinite program software packages is not as advanced as that of their linear programming counterparts. An interesting topic is to obtain a polynomial level-set function in a local compact region based on a linear program, which is derived based on Handelman representation [42], rather than a semidefinite program. This could also be an interesting topic for future research.

Note that when $d = 2$, our approach can also be used to compute ellipsoidal estimations of reachable sets. This is different from conservative linearization based methods, which can be seen as a special first-order case of our approach. Further, as mentioned in the introduction, since reachable sets of nonlinear systems are in general far from being convex, the idea of using ellipsoidal representations for approximating reachable sets is questionable. Our approach on the other hand can produce non-ellipsoidal or non-convex representations when $d > 2$, and this can lead to better results (Examples 5 $\sim$ 7).

Example 8: Below we present a three-dimensional example [43] to illustrate the challenges of our approach for high dimensional systems. The results of our approach for this example are shown in Fig. 12.

\[
\begin{align*}
  \dot{x}_1 &= x_2 \\
  \dot{x}_2 &= x_3 \\
  \dot{x}_3 &= -4x_1 - 3x_2 - 3x_3 + x_1^2x_2 + x_1^2x_3 
\end{align*}
\]

where $\text{TR} = \{x: (x_1-1)^2 + (x_2-1)^2 + (x_3-1)^2 \leq 0.01\}$.

From this example, we find that the computational burden increases significantly as the system dimension increases. The underlying reason is that the computational complexity of our method increases rapidly with the system dimension. In our computations, the computational burden mainly lies in solving the convex program (4) $\sim$ (7). In our future work, we will focus on improving the computational complexity of our approach by solving linear programs instead of semidefinite programs, as described above.

B. Comparisons

There are few methods available to compute under-approximations of backward reachable sets for nonlinear systems. Recently, an approach to compute over- and under-approximations of the capture basin of a given target region was proposed in [27]. The capture basin is a set such that all trajectories originating from it will enter the target region in finite time. The under-approximations obtained by the method in [27] are respectively presented in Fig. 13 $\sim$ 15 for Examples 5 $\sim$ 7. The corresponding computation times are 240, 317 and 111 seconds, respectively. Note that the computation times for under-approximations obtained by our approach in Fig. 13 $\sim$
Fig. 15 are respectively 119, 8 and 120 seconds\(^3\).

Comparing computation times of the two approaches, we can observe that our method is more efficient for Examples 5 and 6. But this is not the most important contribution of our method. Our main contribution lies in the fact that we use a semi-algebraic set rather than the union of intervals to represent an under-approximation. The benefits of this representation are as follows.
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of the region of attraction as defined in above work. Since the method in [18] is restricted to polynomial systems, we will compare our method with the method in [18] based on Example 6–8. Assume that the constraint sets for these three examples are \( \{ x : 1.1 - (x_1 - 1.3)^2 - x_2^2 \geq 0 \} \), \( \{ x : 4 - x_1^2 - x_2^2 \geq 0 \} \) and \( \{ x : 2.25 - (x_1 - 0.9)^2 - (x_2 - 0.9)^2 - (x_3 - 2)^2 \geq 0 \} \) respectively. Using the method in [18], a solution was obtained for Example 6 based on the sum-of-squares programming solver YALMIP [45] with Sedumi [46], SDPT3 [47], CSDP [26] or Mosek\(^4\). The solution, which is defined by a polynomial of degree 6, is illustrated in Fig. 18 for Example 6. The corresponding computation time is around 10.04 seconds. Combining the results displayed in Fig. 18, we observe that our method can obtain a better estimation more efficiently in terms of time compared with the method in [18] for this example. Note that the computation time for the result in Fig. 18 obtained using our method is around 8 seconds. Our method avoids the complexity of choosing appropriate state constraint sets to solve the corresponding semi-definite programming problems, and can deal with more general nonlinear systems such as Example 5 in Subsection IV-A, thus making our method effective.

V. CONCLUSION

Given a nonlinear system and a simply connected compact target region, in this paper we proposed a numerical method by performing boundary analysis to obtain an under-approximation of the backward reachable set for a given time duration. The \( \text{UAB} \) is represented as a semi-algebraic set, which relies on a polynomial \( \text{level} - \text{set} \) function. The polynomial \( \text{level} - \text{set} \) function could be computed by solving a semidefinite programming problem. Numerical results and comparisons with [27] and [18] based on four examples were given to illustrate the benefits of our approach. The results show that our method can obtain excellent estimations in a more computational manner for these special examples. Nevertheless, a lot remains to be done to make our method truly practical. For instance, the computational burden is considerable if the state space dimension is large. Although our method can give an estimation of local error bounds for under-approximations, which can be found in Subsection III-A, yielding a global error is still an open problem. These will be considered in our future work.

Extending our method to compute under-approximations of reachable sets for nonlinear hybrid systems with uncertain parameters and inputs is also another interesting topic. Applying our approach for computing under-approximations of backward reachable sets in the design of artificial pancreas is also ongoing.
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