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We develop a general operational framework that formalizes the concept of conditional uncertainty in a measure-independent fashion. Our formalism is built upon a mathematical relation which we call conditional majorization. We define conditional majorization and, for the case of classical memory, we provide its thorough characterization in terms of monotones, i.e., functions that preserve the partial order under conditional majorization. We demonstrate the application of this framework by deriving two types of memory-assisted uncertainty relations, (1) a monotone-based conditional uncertainty relation and (2) a universal measure-independent conditional uncertainty relation, both of which set a lower bound on the minimal uncertainty that Bob has about Alice’s pair of incompatible measurements, conditioned on arbitrary measurement that Bob makes on his own system. We next compare the obtained relations with their existing entropic counterparts and find that they are at least independent.
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I. INTRODUCTION

The discovery of quantum mechanics in the early twentieth century brought about a profound change in the way we view the physical world. Among its most counterintuitive features is the uncertainty principle, which states that there is a minimum uncertainty inherent in certain pairs of measurements [1]. The original uncertainty relations (URs) that quantify this phenomenon are widely known in the form of Robertson’s formula which sets a state-dependent lower bound on the standard deviations of two operators as a measure of uncertainty [2]. It was soon realized that the content of such URs can be stated using other quantifiers of the indeterminacy of measurements. Beginning with Hirschman’s formulation in terms of entropies [3], many different entropic URs have since been proposed in which the authors utilized the Shannon entropy and other Rényi entropies as measures of uncertainty [4–8]. Among them, pursuing a conjecture of Kraus [9], one of the most well-known entropic uncertainty relations was derived by Maassen and Uffink [10]. It states that

\[ H(A_1) + H(A_2) \geq \log_2 \frac{1}{c}, \]

where \( H(\cdot) \) is the Shannon entropy of a probability distribution for an observable \( A_1 \) and \( A_2 \), and \( c = \max_{a_1,a_2} |\langle a_1 | a_2 \rangle| \), where \( |a_1\rangle \) and \( |a_2\rangle \) are the eigenvectors of \( A_1 \) and \( A_2 \), respectively. Nevertheless, the entropy is merely one of many ways to characterize uncertainty and does not capture its complete operational meaning.

Quite recently [11–16], a measure-independent approach was applied to uncertainty without a memory (“nonconditional uncertainty”) in terms of a mathematical relation of majorization. Namely, given two probability distributions \( p \) and \( q \) of some classical variable, the latter is said to be more uncertain than the former only if \( q \) is majorized by \( p \) [17]. Applying this operational framework on pairs (or larger sets) of outcome distributions of quantum measurements allowed for construction of a majorization UR in the form [12,13]

\[ q^{A_1} \otimes q^{A_2} \prec \omega, \]

where \( q^{A_1} \) (\( q^{A_2} \)) is the probability distribution over the outcomes of measurement of an observable \( A_1 \) (\( A_2 \)) applied on an arbitrary quantum state \( \rho \), and \( \omega \neq (1,0,\ldots,0) \) is some constant vector, independent of \( \rho \). The left-hand side (LHS) of (2) is more uncertain than a nontrivial fixed vector \( \omega \), which carries some uncertainty. The universality of such a relation lies in the fact that for any measure of uncertainty \( M_U \), e.g., Shannon entropy, one can get a lower bound on the joint uncertainty \( M_U(q^{A_1} \otimes q^{A_2}) \) by evaluating \( M_U \) on the fixed argument \( \omega \).

The study of URs is significant because of their applications in cryptographic tasks [18–21], quantum correlations and nonlocality problems [22,23], and continuous-variable quantum information processing [24–26]. In some of these, it is important to consider the effect of a (sometimes adversarially controlled) memory possibly correlated with the system. The straightforward entropic conditional uncertainty relation (CUR) in a presence of classical memory [27,28],

\[ H(A_1|R) + H(A_2|R) \geq \log_2 \frac{1}{c}, \]

can be derived from Maassen-Uffink UR (1). The Shannon entropy is replaced here by the conditional Shannon entropy \( H(\cdot|R) \), which is calculated for distributions obtained from bipartite state \( \rho^{AB} \) by measuring one of two observables \( A_1,A_2 \) on part \( A \), and applying arbitrary measurement on part \( B \), whose outcomes give rise to classical register \( R \).
The extension of inequality (3) to quantum memory case was conjectured in Ref. [28] and proved in Ref. [29]. Compared to the smooth-entropy approach of Refs. [29,30], a more information-theoretic treatment of CURs [8,31–35] was developed, leading to conceptual and quantitative improvements. However, the recent study was still restricted to entropic CURs. The possible generalization of these (in the spirit of recently discovered majorization-based approach to nonconditional uncertainty) proved to be difficult due to lack of the notion of conditional uncertainty in abstract terms.

In this paper, we resolve this problem and show how to formulate conditional uncertainty in a fully operational way, i.e., without referring to particular quantifiers of uncertainty. To this end, we define a mathematical relation, which we call conditional majorization, that acts as the basis for comparing the conditional uncertainties of variables, analogously to how conditional majorization acts as the basis for comparing nonconditional uncertainties [12,13,16]. It should be noted that conditional majorization is a distinct type of majorization relation for matrices that, to our knowledge, has not been considered in the literature. Still, in a special case of a 1-column vector, it simplifies to standard vector majorization. Next, we apply our characterization of conditional uncertainty to derive two kinds of conditional URs with a memory in a bipartite setting: a so-called monotone-based CUR and a measure-independent CUR—a counterpart to (3), but not involving any specific measure of conditional uncertainty.

II. THE NOTION OF (CONDITIONAL) UNCERTAINTY

Let us first outline a general approach to uncertainty relations without a memory (URs) with emphasis on the fundamental questions and challenges that inherently arise from their structure. For a pair of measurements of observables \( A_1 \) and \( A_2 \), the UR states that the uncertainty of measurements outcomes, distributed due to probability vectors \( q^{A_1} \) and \( q^{A_2} \), respectively, is lower bounded by some constant \( o(A_1, A_2) \). In order to construct a given UR, we then necessarily need to know first how the uncertainty itself is defined and what class of functions can be used to measure it. Note that given two probability distributions \( p \) and \( q \), any legitimate measure of uncertainty \( \mathcal{M}_{ij} \) must naturally obey the following inequality: \( \mathcal{M}_{ij}(q) \geq \mathcal{M}_{ij}(p) \), whenever \( q \) is more uncertain than \( p \). What then remains is to answer a fundamental question: When one can unambiguously state that \( q \) is more uncertain than \( p \)? In Ref. [12], authors tackled this problem by introducing a partial order \( p \leadsto q \) as a tool for comparing the uncertainties of two probability distributions. Namely, with a use of just two plain axioms, (i) uncertainty cannot change under permutation and (ii) uncertainty cannot decrease under convex mixture (forgetting information), the uncertainty was characterized through a class of “certainty-nonincreasing” operations, called random relabelings, given by a set of doubly stochastic matrices \( D \) such that \( p \leadsto q = Dp \). This relation can be equivalently expressed in terms of vector majorization denoted as \( q < p \) (read: \( q \) is majorized by \( p \)), if \( q \) is more uncertain than \( p \). Accordingly, any legitimate measure of uncertainty \( \mathcal{M}_{ij} \), which we call monotone, necessarily must be monotonic under a partial order of majorization: \( q < p \iff \mathcal{M}_{ij}(q) \geq \mathcal{M}_{ij}(p) \). One can easily see [17] that there is a finite set of monotones \( \{ \mathcal{M}_\ell \} \), given in terms of consecutive partials sums of vector components, that is sufficient as a condition for vector majorization.

Similarly, when approaching the conditional uncertainty relations in a presence of memory (CURs), we primary need to recognize the notion of conditional uncertainty and determine what functions can be used to quantify it. To this end, we shall introduce a new partial order, which qualitatively and quantitatively reflects the conditional uncertainty. In particular, we need to identify the class of operations that cannot decrease conditional uncertainty.

III. CONDITIONAL MAJORIZATION

We start with a case of classical memory. Alice holds a system of interest, \( X \), while Bob holds another system, \( R' \), which is the classical memory. Later on, when we apply our formalism to construct various uncertainty relations, Alice’s system will result from measuring the incompatible observables on part \( A \) of the initially shared quantum system \( \rho_{AB} \), whereas Bob’s classical register will arise due to arbitrary chosen measurement performed by him on the quantum subsystem \( B \). The classical conditional uncertainty is really a property of emerging postmeasurement classical-classical (CC) state, and hence such states are the objects in our formalism.

Let us then analyze a CC state of \( XR' \), i.e., just joint probability distributions \( p^{XR'} \) composing an \( n \times \ell \) matrix \( P = [p_{r\ell}] \). In the presence of memory, we need to take into account that Bob can use his register to infer about the state of Alice’s system. To include this case, we introduce the operations that generalize random relabelings. Namely, Bob is allowed to perform on his classical register \( R' \) the arbitrary trace-nonincreasing operations (substochastic maps \( R'' \)) that sum up to row-stochastic map and Alice’s allowed action (random relabeling given by \( n \times n \) doubly stochastic matrix \( D^{(j)} \)) on \( X \) can depend on Bob’s output \( (j) \)—it can actually be only a mental action of Bob, but it is convenient to assign it to Alice. This results in the following general form of a “conditional certainty-nonincreasing” operations, which we call classical-conditioned random relabelings (for more details, see Appendix A):

\[
P \mapsto Q = \sum_j D^{(j)} P R^{(j)},
\]

where \( j \) can run over an arbitrary number of values. Since the effective transformation acting on \( X \) is always doubly stochastic, the number of rows of \( P \) stays intact; however, the arbitrary classical channels allowed on \( R' \) can change the number of columns in \( P \), possibly transforming \( R' \) to a different classical system \( R \), leading to an \( n \times m \) probability matrix \( Q = [q_{r\ell}] \).

Now, whenever \( Q \) can be obtained from \( P \) as in (4), we say that the probability matrix \( Q \) is conditionally majorized by \( P \) denoted

\[
Q \prec_c P,
\]

which means that the variable \( X \) is more uncertain in the CC state \( XR \) than in the state \( XR' \), conditioned upon access to side information. Note that the relation of conditional majorization does not constitute a total order (similarly as ordinary majorization), because given two matrices, not always the
mapping of the form (4) exists. Conveniently, the relation (5) is easily checkable by linear programming methods, as shown in Appendix A5.

In this way, we have arrived at the definition of being more conditionally uncertain: Q is more conditionally uncertain than P when Q \preceq_c P. In particular, when Q and P are both product, then this reduces to ordinary majorization of their X marginals. On the other hand, when P is maximally correlated, then it does not exhibit conditional uncertainty at all, and all Q’s are conditionally majorized by such P.

We can analogously define partial order in the case of quantum memory. As before, Alice holds the classical register X, whereas Bob now owns a quantum memory B'. Together they share a classical-quantum (CQ) state in the form \( \sigma = \sum_i p_i |x_i, \gamma_i \rangle \langle x_i | \otimes \sigma_{\gamma_i}^B \), where \( p_i \) is the marginal probability of Alice’s outputs x, \( |x_i \rangle \) denotes an orthonormal basis consisting of “classical outcome flags” on the classical register X, and \( \sigma_{\gamma_i}^B \) describes the state of quantum memory system. The conditional majorization is then defined by a class of operations, which we call quantum-conditioned random relabelings, that relates two CQ states rather than two CC states (as stated for classically correlated memory): \( \sigma \mapsto \tau = \sum_{i,j=1}^n \sum_j p_{ij} D_{x_j}^{(i)}(y_j) |x_j \rangle \langle x_j | \otimes |E^{(i)}(\gamma_j) \rangle \langle E^{(i)}(\gamma_j) | \otimes \sigma_{\gamma_j}^B \), where \( E^{(i)} \) represents an arbitrary quantum operations and is a trace-nonincreasing completely positive map, such that the map \( E(\cdot) = \sum_j E^{(i)}(\cdot) \) is trace preserving. We then say that a CQ state \( \tau \) is more conditionally uncertain than \( \sigma \) and denote it as \( \tau \prec_c \sigma \).

IV. CHARACTERIZATION OF CONDITIONAL MAJORIZATION

Now, we will present necessary and sufficient conditions for classical-conditioned majorization in the form of monotoness, i.e., real-valued functions that preserve the partial order under conditional majorization (cf. Appendix A6).

Theorem 1. For joint probability distributions \( Q^{XR} \) and \( P^{XR} \), we have that \( Q^{XR} \prec_c P^{XR} \) if and only if (iff) for all convex symmetric functions \( \Phi \) the following inequality holds:

\[
\sum_r q_r \Phi(q^{X|r}) \leq \sum_r p_r \Phi(p^{X|r}),
\]

where \( q_r \) is the marginal probability distribution of \( R = r \) and \( q^{X|r} \) is the conditional probability distribution of X given \( R = r \).

The theorem implies that the proper monotoness \( M_{CQ} \) that quantify conditional uncertainty are given by the averages of arbitrary convex functions \( \Phi \), as seen in Eq. (6). The minimal set of monotones that determines the partial order under conditional majorization is not identified; nevertheless, there exists a set of monotones that is sufficient as a condition for conditional majorization (see Appendix A6). It can be achieved by restricting the functions \( \Phi \) in Eq. (6) to the subset of functions \( \Phi_{\Lambda} \) in the form

\[
\Phi_{\Lambda}(q^{X|r}) = \max_k (a_k)_{\Lambda} \bullet (q^{X|r})_{\Lambda},
\]

where \( a_k \) is the kth column of a row-stochastic matrix \( \Lambda = [a_{k,l}] \) and down arrows denote the alignment of vector components in nonincreasing order. Interestingly, there exists a finite number of conditions for conditional majorization, provided by the standard linear programming techniques, which are, however, not given in terms of monotones and are rather nonintuitive.

The developed concept of conditional uncertainty via conditional majorization allows now for the proper construction of CURs. In particular, two different approaches are possible. On one hand, one can derive CURs based on some monotone \( M_{CQ} \), given in the generic form \( M_{CQ}(Q^{XR}) \leq \gamma \), where \( M_{CQ}(Q^{XR}) \) is obtained by choosing a fixed function \( \Phi \) or \( \Phi_{\Lambda} \) given in Eq. (7), \( Q^{XR} \) emerges from quantum mechanical measurements, and a bound \( \gamma \) depends only on the observables. In the second approach, one can use directly the very definition of conditional uncertainty given by conditional majorization and derive the universal (i.e., measure-independent) CUR in the form \( Q^{XR} \prec_c \Omega \), a memory-assisted generalization of (2). In the following, we will start by choosing a single, simple monotone and derive a CUR based on it. Subsequently, we will use the obtained relation to provide a whole family of universal CURs.

In concrete applications, X will be register built of outcomes of observables A1 and A2 whose uncertainty we are going to describe. It can be given by \( x = (a_1, a_2) \) (giving rise to CUR of “tensor product” type) but also by \( x = a \), where \( a \) runs through union of the observables’ outputs (“direct sum” type). Our examples below will be of the first kind.

V. APPLICATION 1: CUR BASED ON A MONOTONE

Let us first note that for a classical memory, a given CUR can be derived from a corresponding UR, in a similar way as the CUR (3) was derived from Maassen-Uffink UR (1), provided the UR is given in terms of a convex function. Consider the UR in the form

\[
M_{CQ}(q) = \Phi(q^{X|1} \otimes q^{X|2}) \leq \gamma,
\]

where \( q^{X|1} \otimes q^{X|2} \) results from measuring \( A_1 (A_2) \) on a quantum system and \( \gamma \) is a constant dependent only on the observables \( A_1, A_2 \). Then, the corresponding CUR appears as

\[
M_{CQ}(Q^{XR}) = \sum_r q_r \Phi(q^{A_1|1} \otimes q^{A_2|2}) \leq \gamma
\]

with \( q_r \) denoting the marginal probability distribution of \( R = r \) and \( q^{A_1|1} \otimes q^{A_2|2} \) describing the probability distribution of an observable \( A_1 (A_2) \) conditioned on \( R = r \).

Here, the measurement scenario is established in a bipartite setting, where two parties, Alice and Bob, initially share two copies of a pure state: \( \psi^{A_1B_1} \otimes \psi^{A_2B_2} \). On the first copy, Alice and Bob perform positive-operator-valued measurements (POVMs) \( \{M_{A_1}^{1}\} \) and \( \{M_{A_2}^{2}\} \), respectively, whereas on the second copy Alice measures \( \{M_{A_1}^{1}\} \) and Bob repeats the measurement performed on the first copy. The resulting measurement statistics are given by

\[
q_{a_1r} = \text{Tr} \left[ (M_{A_1}^{1} \otimes M_{B_1}^{1}) \psi^{A_1B_1} \right],
\]

\[
q_{a_2r} = \text{Tr} \left[ (M_{A_2}^{2} \otimes M_{B_2}^{2}) \psi^{A_2B_2} \right].
\]

By combining the Alice’s measurement outcomes into a single variable \( x = (a_1, a_2) \), one obtains the matrix...
\[ Q^{XR} = \{q_{sr}\} \]

Then, using the result (2) and (9), in Appendix B we derive a monotone-based CUR in the form

\[ \sum q_r \Phi_l(q^{XY}) \leq \eta_l, \]

where \( \Phi_l(q_{XY}) \) is the sum of \( l \) largest probabilities of the distribution \( q_{XY} \) and the functions \( \Phi_l \) are obtained from Eq. (7) by choosing \( A = (1, \ldots, 1, 0, \ldots, 0)^T \). For \( l = 1 \), an explicit form of \( \eta_l \) is given by \( \eta_l = \frac{1}{2}(1 + c)^2 \) with \( c \) as in Eq. (1).

**Remark.** Note that in Eq. (13) one cannot take just a function that quantifies nonconditional uncertainty and condition on it. For example, Renyi entropy for \( \alpha > 1 \) is a valid quantifier of nonconditional uncertainty because it is monotonic under majorization, but it violates conditional majorization order because it is not convex.

**VI. APPLICATION 2: MEASURE-INDEPENDENT CUR BASED ON CONDITIONAL MAJORIZATION**

The CUR obtained from monotone \( \Phi_1 \) will now serve as a tool to derive a family of CURs given by a conditional majorization relation, hence independent of any particular measure. For a previously examined measurement scenario, we lower bound the conditional uncertainty of X|R in terms of conditional majorization. Namely, we construct a “matrix-valued” upper bound on \( Q^{XR} = \{q_{sr}\} \) of Eq. (12) under the “\( \prec_c \)” partial order by finding some \( \Omega \in \mathbb{C}^n \), such that \( Q^{XR} \prec_c \Omega \). For details, see Appendix B.2.

**Theorem 2.** Define \( c = \max_{\omega_1,\omega_2}|\langle a_1|a_2\rangle| \), where \( a_1 \) and \( a_2 \) are eigenvectors of Alice’s A1 and A2 measurements, respectively. Then for arbitrary state \( \rho^{AB} \) and an arbitrary chosen measurement on system B we have

\[ Q^{XR} \prec_c \Omega, \]

with \( Q^{XR} = \{q_{sr}\} \) defined in Eq. (12), and

\[ \Omega = \begin{bmatrix} \alpha & 0 & \cdots & 0 \\ (1-\alpha)\omega_1 & (1-\alpha)\omega_2 & \cdots & (1-\alpha)\omega_n \end{bmatrix}^T, \quad (15) \]

where \( \omega = (\beta, \ldots, \beta, 1-\beta, 0 \ldots 0) \) with \( l \) being the largest integer such that \( \beta l \leq 1 \) and \( \alpha, \beta \) satisfy \( a\beta \leq \frac{1}{2}(1 + c)^2 \).

The relation (14) constitutes a nontrivial CUR when \( \alpha \) and \( \beta \) are strictly less than 1. This happens for \( \frac{1}{2}(1 + c)^2 < \alpha < 1 \). If we set \( \alpha = 1 \), and take the systems B to be trivial, the CUR reduces to majorization UR of (2) with \( \omega = (\omega_1, \omega_2, \ldots) \), where \( \omega_1 = \frac{1}{2}(1 + c)^2, \omega_2 = 1 - \omega_1, \) and \( \omega_i = 0 \) for \( i > 2 \).

**VII. COMPARISON WITH EXISTING CURS**

One might wonder what motivation stands behind the studying of universal uncertainty relations in the first place. Let us then delve into the fundamental and, by all means, interesting insights of the obtained universal CUR in Theorem 2. First of all, the universal CUR is a versatile tool with which one can derive a CUR for any arbitrary measure of conditional uncertainty, even for the functions not yet considered in this context in literature. Second, it does not merely say that some measure of uncertainty is nontrivially limited, but it gives insight into the structure of quantum-mechanical distributions.

It might seem that the price for the universality of the measure independence is that the resulting CURs would come out weaker comparing to existing CURs based on particular measures (like entropy). However, remarkably, it is not the case. To see it, we first explain in Fig. 1 how to compare various (C)UR’s. It turns out that our universal CUR (14) is independent of entropic CUR (3). In particular, it can be shown (Appendix C) that (14) excludes statistics with too large conditional probabilities of certain events (one for observable A1, and the other for observable A2), while such statistics are allowed by entropic CUR (3). Moreover, for states such that the memory is classical, the monotone-based CUR (13) with \( l = 1 \) appears to be stronger than (3) for some range of parameter c (Fig. 2).

**VIII. CONCLUSIONS**

In this work, we have introduced an operational framework that through a mathematical relation “\( \prec_c \)” called conditional majorization defines conditional uncertainty—that is, uncertainty of a classical variable (e.g., a measurement outcome) conditioned on access to a correlated memory (either classical or quantum). In applications, we focused on the case of classical memory and constructed two conditional uncertainty relations in a bipartite setting: a monotone-based CUR and a universal measure-independent CUR. Both of them seem to beat existing entropic CUR to some extent.
marginal probability of $\mathcal{R}' = r'$ and $p^{x|r'} \equiv p'^r \equiv (p_{x'r'})_x = p_r^{-1}(p_{x'r'})_x$ for the conditional distribution of $X$ given $\mathcal{R}' = r'$.

The same notation applies to a $n \times m$ probability matrix $Q^{XR} \equiv Q = [q_{xr}]$. Denote by $\mathbb{R}^{n\times \ell}_+$ the set of all $n \times \ell$ row-stochastic matrices and by $\mathbb{R}^{n\times m}_+$ the set of all $n \times m$ matrices with non-negative entries. Then, $P \in \mathbb{R}^{n\times \ell}_+$ and $Q \in \mathbb{R}^{n\times m}_+$.

1. Condition for the conditional majorization

In the main text, in Eq. (4) we defined the class of operations, called classical-conditioned random relabelings (CCR), that do not decrease classical conditional uncertainty. This led to the following condition for the classical-conditional majorization relation $Q \prec_c P$:

$$Q = \sum_j D^{(j)} P R^{(j)},$$

(1A)

where each $D^{(j)}$ is an $n \times n$ doubly stochastic matrix, and each $R^{(j)}$ is an $\ell \times m$ matrix of non-negative entries, with $\sum_j R^{(j)}$ being row stochastic.

Remark. Arbitrarily reordering the elements of each column of $P$ is a CCR: Just choose $D^{(j)} = \Pi_j$ (permutations) and $R^{(j)} = e_j$, i.e., a matrix with zeros everywhere except the $(j,j)$ element, which is chosen to be 1.

In component-wise form it reads as

$$q_{xr} = \sum_{j=1}^\ell \sum_{r' = 1}^\ell (D^{(j)} p_r)_x R^{(j)}_{x'r'},$$

(A2)

Here $(D^{(j)} p_r)_x$ is the $x$th component of the vector $D^{(j)} p_r$, where $p_r$ is the $(r')$th column of $P$ (we will similarly use $q_r$ for the columns of $Q$). To simplify this relation, we denote

$$t_{r'r} \equiv \sum_j R^{(j)}_{r'r} \quad \text{and} \quad D^{(r'r)} \equiv \sum_j R^{(j)}_{r'r} D^{(j)}.$$

(A3)

Note that $D^{(r'r)}$ is an $n \times n$ doubly stochastic matrix and $T = [t_{r'r}]$ is an $\ell \times m$ row-stochastic matrix. With these notations, the relation in (A2) becomes

$$q_r = \sum_{r' = 1}^\ell t_{r'r} D^{(r'r)} p_r.$$

(A4)

Lemma 3. $Q \prec_c P$ if and only if there exists a set of $n \times n$ doubly stochastic matrices $D^{(r'r)} (\ell \times m$ in number) and an $\ell \times m$ row-stochastic matrix $T = [t_{r'r}]$ such that the columns of $P$ (denoted $p_r$) are related to those of $Q$ ($q_r$) through (A4).

Proof. We already proved that $Q \prec_c P$ implies the existence of $D^{(r'r)}$ and $T$ with the desired properties, satisfying (A4). It remains to show that if such matrices exist, then there exist $D^{(j)}$ and $R^{(j)}$ that satisfy (A1). Indeed, since $D^{(r'r)}$ are doubly stochastic, we can write them as $D^{(r'r)} = \sum_j s^{(j)}_{r'r} \Pi_j$, where $\Pi_j$ are permutation matrices and $\sum_j s^{(j)}_{r'r} = 1$. Hence, taking $R^{(j)}$ to be the matrix whose components are $t_{r'r} s^{(j)}_{r'r}$, and $D^{(j)}$ to be the permutation matrices $\Pi_j$, completes the proof.
2. Standard form

In the following, we introduce the notion of a standard form that simplifies a characterization of classical-conditional majorization.

We say that $Q$ and $P$ are conditionally equivalent and write $Q \sim_c P$ if $Q \prec_c P$ and $Q \succ_c P$. Identifying cases of such equivalence leads to further simplification, resulting in the following standard form:

**Definition 1 (standard form).** Let $Q = [q_{sr}]$ be an $n \times m$ joint distribution matrix. Its standard form $Q^\prime = [\tilde{q}_{sr}^\prime]$ is an $n \times \tilde{m}$ matrix, where $\tilde{m} \leq m$. To obtain $Q^\prime$, we apply the following transformations on $Q$:

1. Reordering within columns: Arrange the elements of each column of $Q$ in nonincreasing order. Since this is a reversible CCR, we can just assume without loss of generality that $Q$ has this form. That is, for all $r = 1, \ldots, m$, $q_{1r} \geq q_{2r} \geq \cdots \geq q_{mr}$.

2. Combining proportional columns: If two columns of $Q$, say those corresponding to $r$ and $\tilde{r}$, are proportional to each other (i.e., $q_{sr} = q_{\tilde{s}\tilde{r}}$), then we replace both by a single column $(q_{sr} + q_{\tilde{s}\tilde{r}})_{q,r}$. We do this until no two columns are proportional.

The resulting matrix $\tilde{Q}$ contains $\tilde{m} \leq m$ columns, each of the form $\tilde{q}_r \tilde{q}_s$.

3. Reordering the columns: Reorder the $\tilde{m}$ columns of $\tilde{Q}$ in nonincreasing order of the $\tilde{q}_r$. If there are ties, resolve them by ranking the tied columns in nonincreasing order of their first component ($\tilde{q}_{1r}$). If there remain ties, we rank by nonincreasing ($\tilde{q}_{1r} + \tilde{q}_{2r}$), and so on.

The resulting $n \times \tilde{m}$ matrix is the final standard form $Q^\prime$.

Below, we show that $Q^\prime \sim_c Q$.

**Lemma 4.** Consider an $n \times m$ probability matrix $Q = [q_{1s}, \ldots, q_{ms}]$ such that one of the columns, say $q_{1s}$, is a multiple of another column, say $q_{2s}$. That is, there exists non-negative real number $\lambda$ such that $q_{1s} = \lambda q_{2s}$. Then,

$$Q \sim_c Q' \equiv [(1 + \lambda)q_{1s}, q_{2s}, \ldots, q_{ms}],$$

where $Q'$ is an $n \times (m - 1)$ probability matrix.

**Proof.** Let $T = [t_1, \ldots, t_{m-1}]$ be the following $m \times (m - 1)$ row stochastic matrix

$$T = \begin{pmatrix} 1 & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 0 \\ \end{pmatrix},$$

where $I_{m-1}$ is the $(m - 1) \times (m - 1)$ identity matrix. Note that $QT = Q'$ and therefore $Q' \prec_c Q$. Let $U = [u_1, \ldots, u_{m-1}]$ be the following $(m - 1) \times m$ row stochastic matrix

$$U = \begin{pmatrix} 1 & \frac{1}{\lambda + 1} & \frac{1}{1 + \lambda} & 0 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 1 & \cdots & 0 \\ \end{pmatrix}. $$

Note that $Q'U = Q$ and therefore $Q \prec_c Q'$. Hence, $Q \sim_c Q'$.

3. Characterization of conditional majorization through the lower-triangular matrix $L$

Hereafter, we will (often implicitly) assume all states to be in their standard form, without loss of generality. This enables an elegant characterization of conditional majorization through the $n \times n$ lower-triangular matrix

$$L = \begin{pmatrix} 1 & 0 & 0 & \cdots & 0 \\ 1 & 1 & 0 & \cdots & 0 \\ 1 & 1 & 1 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 1 & 1 & 1 & \cdots & 1 \end{pmatrix},$$

**Lemma 5.** For $Q$ and $P$ in the standard form, $Q \prec_c P$ if and only if there exists a row-stochastic matrix $T$ such that

$$LQ \leq LPT,$$

where the inequality is entrywise.

**Proof.** Since all the $D^{(r\ell)}$ in (A4) are doubly stochastic, we get that

$$\sum_{x=1}^{k} q_{xr} \leq \sum_{x=1}^{k} t_{r} p_{xr}, \quad \forall k = 1, \ldots, n. \quad (A10)$$

Note that by taking the sum over $r$ on both sides, we get that the marginal distributions $q = (\sum_{r} q_{sr})_{r}$ and $p = (\sum_{r} p_{xr})_{x}$ satisfy $q \prec p$. Denote by $\tilde{Q}$ and $\tilde{P}$ the matrices whose components are

$$\tilde{q}_{kr} = \sum_{x=1}^{k} q_{xr} \quad \text{and} \quad \tilde{p}_{kr} = \sum_{x=1}^{k} p_{xr}. \quad (A11)$$

That is,

$$\tilde{Q} = LQ \quad \text{and} \quad \tilde{P} = LPT. \quad (A12)$$

with $L$ defined in (A8). Due to Eq. (A10), if $Q \prec_c P$ then there exists a row-stochastic matrix $T$ such that $\tilde{Q} \leq \tilde{P}T$. Conversely, suppose there exists a row-stochastic matrix $T$ satisfying (A9). Denote $A \equiv PT$ and the components of $A$ by

$$a_{kr} = \sum_{x=1}^{k} p_{xr} t_{r}. \quad (A13)$$

The condition $\tilde{Q} \leq \tilde{P}T$ is equivalent to $q_{r} \prec_w a_{r}$, where $a_{r} = (\sum_{x=1}^{k} p_{xr} t_{r})_{r}$, and the symbol $\prec_w$ stands for weak majorization (i.e., instead of equality, we have $\sum_{x=1}^{k} a_{kr} \leq \sum_{x=1}^{k} t_{r} a_{kr}$). It is known (see e.g., Ref. [36]) that $q_{r} \prec_w a_{r}$ if and only if there exists a non-negative (entrywise) matrix $S^{(r)}$ and a doubly stochastic matrix $D^{(r)}$ such that $q_{r} = S^{(r)} a_{r}$ and $S^{(r)} \leq D^{(r)}$ entrywise. Therefore, there exists doubly stochastic matrix $D^{(r)}$ such that $q_{r} \leq D^{(r)} a_{r}$. In components, it reads

$$q_{kr} \leq \sum_{x=1}^{k} D_{rx}^{(r)} a_{r} \leq \sum_{x=1}^{k} \sum_{r=1}^{\ell} D_{rx}^{(r)} p_{xr} t_{r} \equiv q_{kr}^{\prime}. \quad (A14)$$

However, since the components $q_{kr}$ and $q_{kr}^{\prime}$, both sum to one, the condition $0 \leq q_{kr} \leq q_{kr}^{\prime}$ implies that $q_{kr} = q_{kr}^{\prime}$. Hence, this equation is equivalent to (A4) with $D^{(r)} = D^{(r)}$, and from Lemma 3 it follows that $\tilde{Q} \prec_c \tilde{P}$. This completes the proof.

**Remark.** Note that the proof of Lemma 5 also implies that $Q \prec_c P$ if and only if there exist $m$ doubly stochastic matrices $D^{(r)}$, and a row stochastic matrix $T$ such that

$$q_{r} = D^{(r)} \sum_{r=1}^{m} t_{r} p_{r}, \quad \forall r = 1, \ldots, m. \quad (A15)$$
This is a simpler version of (A4). For any set of \( m \) doubly stochastic matrices \( D = \{ D^{(1)}, \ldots, D^{(m)} \} \), and an \( n \times m \) matrix \( A \), whose columns are \( a_\ell \), we define
\[
D[A] := \{ D^{(1)}a_1, \ldots, D^{(m)}a_m \}.
\] (A16)

With these notations
\[
Q \prec_c P \iff Q = D[PT]
\] (A17)
for some set of \( m \) doubly stochastic matrices \( D \) and a row stochastic matrix \( T \).

4. Properties of the conditional majorization relation

The standard form (see Definition 1), together with the simplification afforded by Lemma 5, leads to some nice properties of the conditional majorization relation:

**Theorem 6.** Let \( P, Q, R \) be three probability matrices. Then,

- Reflexivity: \( Q \prec_c Q \). (A18)
- Transitivity: \( Q \prec_c P \) and \( P \prec_c R \) \( \Rightarrow \) \( Q \prec_c R \). (A19)
- Antisymmetry: \( Q \prec_c P \) and \( P \prec_c Q \) \( \Rightarrow \) \( Q = P \). (A20)

That is, \( \prec_c \) is a partial order with respect to the standard form.

**Proof.** Reflexivity (A18) and transitivity (A19) follow directly from its definition in (A1). To prove antisymmetry (A20), suppose \( Q \prec_c P \) and \( P \prec_c Q \) (i.e., \( Q \sim_c P \)), and suppose \( Q \) and \( P \) are given in their standard form; that is, we assume \( Q = Q^\downarrow \) and \( P = P^\downarrow \). From Lemma 5 we know that there exist stochastic matrices \( T \) and \( R \) such that \( LQ \leq LPT \) and \( LP \leq LPR \). Combining these two inequalities gives
\[
LQ \leq LQRT \quad \text{and} \quad LP \leq LPTR.
\] (A21)
Since \( RT \) is a row-stochastic matrix, the sum of the columns of \( LQ \) and \( LQRT \) are the same. Therefore, we must have \( LQ = LQRT \), and using similar arguments we also get \( LP = LPTR \). Since \( L \) is invertible, this in turn gives
\[
Q = QRT \quad \text{and} \quad P = PTR.
\] (A22)

We next prove that \( RT \) and \( TR \) must be the identity matrices. **Lemma 7.** Let \( A \) be an \( m \times m \) row stochastic matrix, and \( Q = Q^\downarrow \) is an \( n \times m \) matrix with non-negative components. Then,
\[
Q = QA \quad \Rightarrow \quad A = I_m.
\] (A23)

The proof is by induction over \( m \). For \( m = 1 \), \( Q \) is an \( n \times 1 \) column matrix. Then, \( A \) is a \( 1 \times 1 \) row stochastic matrix, i.e., the number 1. Therefore, the Lemma 7 holds for \( m = 1 \). Next, suppose the lemma holds for all \( n \times m \) non-negative matrices \( Q^{(m)} \) (in their standard form); i.e., if \( Q^{(m)} = Q^{(m)}A^{(m)} \) for some \( m \times m \) row stochastic matrix \( A^{(m)} \), then \( A^{(m)} = I_m \). We need to show that the same holds for all \( n \times (m+1) \) non-negative matrices \( Q^{(m+1)} \) (in their standard form). Indeed, let \( A^{(m+1)} \) be an \( (m+1) \times (m+1) \) row-stochastic matrix, and denote
\[
Q^{(m+1)} = (Q^{(m)} | q_{m+1}) \quad \text{and} \quad A^{(m+1)} = \left( \begin{array}{c|c} A^{(m)} & v \\ \hline \mathbf{u}^T & 1 - u \end{array} \right).
\] (A24)
where \( u, v \in \mathbb{R}_+^m \) and \( u \) is the sum of the components of \( u \). Note that while \( A^{(m)} \) above is non-negative, it is not necessarily row stochastic. More precisely, the sum of the columns of \( A^{(m)} \) is \( e - v \), where \( e = (1, \ldots, 1)^T \). Now, suppose that \( Q^{(m+1)} = Q^{(m)}A^{(m+1)} \). With the notations above this is equivalent to
\[
Q^{(m)} = Q^{(m)}A^{(m)} + q_{m+1}u^T,
\]
\[
q_{m+1} = Q^{(m)}v + (1 - u)q_{m+1}.
\] (A25)
The second equation is equivalent to \( uq_{m+1} = Q^{(m)}v \). Therefore, if \( u = 0 \) then \( v = 0 \) since \( Q^{(m)} \) has no zero columns. Clearly, in this case we also have \( u = 0 \) so that \( Q^{(m)} = Q^{(m)}A^{(m)} \) and therefore \( A^{(m)} = I_m \) from the assumption of the induction. This also gives \( A^{(m+1)} = I_{m+1} \). We therefore assume now that \( u > 0 \) and thus \( v \neq 0 \). Substituting \( q_{m+1} = \frac{1}{u}Q^{(m)}v \) into the first equation of (A25) gives
\[
Q^{(m)} = Q^{(m)} \left( A^{(m)} + \frac{1}{u}v^T \right).
\] (A26)
Since the sum of the columns of \( Q^{(m)} \) is \( 1 - v \) we get that \( A^{(m)} + \frac{1}{u}v^T \) is an \( m \times m \) row stochastic matrix, and therefore from the assumption of the induction we get
\[
A^{(m)} + \frac{1}{u}v^T = I_m.
\] (A27)
However, since \( u, v, A^{(m)} \geq 0 \) the components of \( u \) and \( v \) must satisfy
\[
u_i v_j = 0 \quad \text{for} \quad i \neq j.
\] (A28)
Since both \( u \neq 0 \) and \( v \neq 0 \), there must exist \( i_0 \) such that \( u_{i_0} \neq 0 \), \( v_{i_0} \neq 0 \), and \( u_j = v_j = 0 \) for all \( j \neq i_0 \). However, in this case,
\[
q_{m+1} = \frac{1}{u}Q^{(m)}v = \frac{u_{i_0}}{u}q_{i_0}.
\] (A29)
That is, \( q_{m+1} \) is a multiple of another column of \( Q^{(m+1)} \) contrary to the assumption that \( Q^{(m+1)} \) is given in its standard form. Therefore, we must have \( u = 0 \), and as discussed above, this corresponds to \( A^{(m+1)} = I_{m+1} \). This completes the proof of the theorem.

Now, using this in the relation (A22) gives that both \( RT = I_m \) and \( TR = I_l \). Hence, \( m = \ell \) and \( R = T^{-1} \). But since both \( R \) and \( T \) are row stochastic, we must have that they are permutation matrices. Finally, since \( Q \) and \( P \) are given in their standard form, the permutation matrices \( R \) and \( T \) must be the identity matrices. This completes the proof of antisymmetry (A20) of \( \prec_c \).

5. Linear programming methods

Consider the condition given in (A9) for conditional majorization, and let
\[
t = \begin{pmatrix} t_1 \\ t_2 \\ \vdots \\ t_m \end{pmatrix} \in \mathbb{R}^m.
\] (A30)
where $t_1, \ldots, t_m$ are the columns of $T$. Let $\Gamma$ be the $(nm + \ell) \times \ell m$ real matrix

$$
\Gamma = \begin{pmatrix}
-L P & -L P & \cdots & -L P \\
L P & L P & \cdots & L P \\
I_\ell & I_\ell & \cdots & I_\ell \\
\end{pmatrix} \in \mathbb{R}^{(nm + \ell) \times \ell m},
$$

(A31)

where $I_\ell$ is the $\ell \times \ell$ identity matrix. Finally, let

$$
b \equiv \begin{pmatrix}
-L q_1 \\
\vdots \\
-L q_m \\
\end{pmatrix} \in \mathbb{R}^{(nm + \ell)},
$$

(A32)

where $q_1, \ldots, q_m$ are the columns of $Q$ and $e \equiv (1, \ldots, 1)^T \in \mathbb{R}^{\ell}$. With these notations, we have the following proposition.

**Proposition 8.** With the same notations as above, $Q \prec_\ell P$ if and only if there exists $0 \leq t \leq \mathbf{1}$ such that

$$
\Gamma t \leq b.
$$

(A33)

**Proof.** The proof follows from Lemma 5, with the observation that if there exists a matrix $T$ with non-negative entries that satisfies (A9) with $\sum_{k=1}^m t_k \leq e$, then there also exists a matrix $T'$ with non-negative entries that satisfies (A9) and $\sum_{k=1}^m t'_k = e$.

### 6. Characterization of conditional majorization in terms of monotones

Here we present a more general version of the Theorem 1 from the main text that introduces the sufficient conditions for classical-conditional majorization in terms of monotones, i.e., convex functions that preserve the partial order under conditional majorization.

**Theorem 9.** Let $Q$ and $P$ be $n \times m$ and $n \times \ell$ joint probability matrices in the standard form. Then, the following conditions are equivalent:

1. $Q \prec_\ell P$.
2. For all matrices $A = [a_1, \ldots, a_n] \in \mathbb{R}_{+}^{n \times m}$,
   
   $$
   \sum_{k=1}^m q_k \Phi_A(q_k^r) \leq \sum_{r'=1}^\ell p_{r'} \Phi_A(p_{r'}) \tag{A34}
   $$

   where $\Phi_A(q_k^r) \equiv \max_{l=1}^\ell (a_k^l) \cdot (q_k^r)^l$.
3. For all convex symmetric functions $\Phi$,

   $$
   \sum_{r=1}^m q_{r'} \Phi(q_{r'}) \leq \sum_{r'=1}^\ell p_{r'} \Phi(p_{r'}). \tag{A35}
   $$

**Remark.** The matrix $A$ can be assumed to be in standard form.

**Proof.** We first prove that (1) $\iff$ (2). For any $P \in \mathbb{R}_{+}^{n \times \ell}$, denote by

$$
\mathcal{E}(P, k) := \{Q' \in \mathbb{R}_{+}^{n \times k} : Q' \prec_\ell P\},
$$

(A36)

which we call the Markotop of $P$. Note that the Markotop of $P$ is a compact convex set. Its vertices are the set of all matrices of the form $D[P T]$ [see (A16) and (A17)], where $D$ consists of $m$ permutation matrices and $T$ is a matrix whose rows are elements of the standard basis in $\mathbb{R}^m$.

**Lemma 10.** Given an $n \times m$ matrix $Q$ and an $n \times \ell$ matrix $P$ then

$$
Q \prec_\ell P \iff \mathcal{E}(Q, k) \subseteq \mathcal{E}(P, k) \quad \forall k \in \mathbb{N}. \tag{A37}
$$

**Proof.** Suppose $Q \prec_\ell P$ and let $A \in \mathcal{E}(Q, k)$. Then, by definition, $A \prec_\ell Q$ and Theorem 6 gives $A \prec_\ell P$; that is, $A \in \mathcal{E}(P, k)$. Conversely, $Q \in \mathcal{E}(Q, m) \subseteq \mathcal{E}(P, m)$ implies $Q \prec_\ell P$.

Let now $\mathcal{S}_\ell(P, m) : \mathbb{R}^{n \times m} \to \mathbb{R}$ be the support function of the Markotop of $P$ (A36) defined by

$$
\mathcal{S}_\ell(P, m)(A) := \max\{\text{Tr}(A^T Q) : Q \in \mathcal{E}(P, m)\} \tag{A38}
$$

for any $A \in \mathbb{R}^{n \times m}$. Support functions of nonempty compact convex sets have the following property:

$$
\mathcal{E}(Q, m) \subseteq \mathcal{E}(P, m) \iff \mathcal{S}_\ell(Q, m) \leq \mathcal{S}_\ell(P, m) \tag{A39}
$$

From Lemma 10, the support function provides a characterization of conditional majorization. We therefore calculate

$$
\text{Tr}(A^T Q) = \sum_{k=1}^n \sum_{r=1}^m a_{kr} q_{kr} = \sum_{r=1}^\ell \sum_{l=1}^n \sum_{k=1}^m D_{l,k}^{(m)} a_{kr} p_{kr}. \tag{A40}
$$

Since the set of doubly stochastic matrices is the convex hull of the permutation matrices, we get

$$
\max_{D \in \mathcal{D}(\ell)} \sum_{x,k=1}^m D_{x,k}^{(m)} a_{kr} p_{kr} = \max_{\pi} \sum_{x=1}^m a_{x \pi(x)} p_{x \pi(x)} = \max_{\pi} \sum_{x=1}^m p_{x \pi(x)} \Phi_{\pi(x)}(p_{x \pi(x)}, \tag{A41}
$$

where the second maximum is over all permutations $\pi$ and the last maximum is over all $n \times n$ permutation matrices $\Pi$. Therefore,

$$
\mathcal{S}_\ell(P, m)(A) = \max_{D,T} \text{Tr}(A^T D[P T]) \tag{A42}
$$

where

$$
\Phi_{\pi(x)}(p_{x \pi(x)}) \equiv \max_{r \in m} \sum_{r \in m} (a_{x \pi(x)})^r p_{x \pi(x)} = \max_{r \in m} (a_{x \pi(x)}^r)^T (p_{x \pi(x)})^r. \tag{A43}
$$

Note that $\Phi_{\pi(x)}$ is a convex, positively homogeneous function which is symmetric (under permutations of $p^{(x)}$).

It remains to show that (3) $\iff$ (1). Indeed, suppose $Q \prec_\ell P$. Then, there exist family $D$ of $m \times n$ doubly stochastic matrices and an $\ell \times m$ stochastic matrix $T \equiv [t_1, \ldots, t_m]$ such that

$$
Q = D[P T] = [D^{(1)} P_{t_1}, \ldots, D^{(m)} P_{t_m}]. \tag{A44}
$$

Denoting by $q_{r} \equiv \sum_{x=1}^n q_{x r}$ we therefore get that

$$
q_{r}^{(x)} = \frac{1}{q_r} D^{(x)} P_{t_r} = \sum_{r' = 1}^\ell \frac{t_{r'r}}{q_r} D^{(r')}(p_{r'}). \tag{A45}
$$
Note that the RHS of Eq. (A45) is a convex combination of \( D^{(r)} p^{(r)} \) since \( q_r = \sum_{r'=1}^\ell t_{r'r} p_r \). We therefore have

\[
\sum_{r=1}^m q_r \Phi(q_r^{(r)}) = \sum_{r=1}^m q_r \left( \sum_{r'=1}^\ell \frac{t_{r'r}}{q_r} D^{(r')} p^{(r')} \right) \\
\leq \sum_{r=1}^m \sum_{r'=1}^\ell t_{r'r} p_r \Phi(D^{(r')} p^{(r')}) \\
\leq \sum_{r=1}^m \sum_{r'=1}^\ell t_{r'r} p_r \Phi(q_r^{(r)}) \\
= \sum_{r'=1}^\ell p_r \Phi(q_r^{(r)}), \tag{A46}
\]

where the first inequality follows from the convexity of \( \Phi \) and the second follows from its Schur convexity.

Remembering that \( P \in \mathbb{R}^{n \times \ell} \) and \( Q \in \mathbb{R}^{\ell \times m} \), we now look at a few special cases of the matrix dimensions \( n, \ell, \) and \( m \), wherein conditional majorization simplifies instantly to ordinary majorization:

1. \( n = 1 \), with \( \ell \) and \( m \) arbitrary: In this case, \( P \in Q \) always holds, and therefore \( P \succ Q \) for any \( (P,Q) \).
2. \( m = 1 \), with \( n \) and \( \ell \) arbitrary: Here \( Q = \mathbf{q} \) is a one-column matrix equivalent to a probability vector \( \mathbf{q} \). Moreover, \( T \) in Lemma 5 also has only one column, and since it is row-stochastic, \( T = \mathbf{e} = (1, \ldots, 1)^T \). Denoting \( \mathbf{p} \equiv P \mathbf{e} \), we have

\[
P \succ Q \iff \mathbf{p} > q \tag{A47}
\]

3. \( \ell = 1 \), with \( n \) and \( m \) arbitrary: In this case, \( P = \mathbf{p} \) is a probability vector, and \( T = (t_1, \ldots, t_m) \) is a probability row vector. We therefore get

\[
P \succ Q \iff \mathbf{p} > q^r \forall r = 1, \ldots, m. \tag{A48}
\]

4. \( \ell = 2 \), with \( n \) and \( m \) arbitrary. This case is more involved than the previous special cases. Details are presented below.

Let us assume that \( Q = Q^1 \) and \( P = P^1 \) are two-row joint probability matrices. For \( \ell = 2 \), \( Q \prec P \) if and only if there exists two \( m \)-dimensional probability vectors \( \mathbf{a} \) and \( \mathbf{b} \) such that \( L \mathbf{Q} \preceq L \mathbf{P} \) (A9), where

\[
T = \begin{pmatrix}
a_1 & \cdots & a_m \\
b_1 & \cdots & b_m
\end{pmatrix}. \tag{A49}
\]

We denote by \( q_r = \sum_{r'=1}^n q_{rr'} \) for \( r = 1, \ldots, m \), and similarly by \( p_r = \sum_{r'=1}^n p_{rr'} \) for \( r' = 1, 2 \). Since \( p_1 = p_2 = 1 \) we simplify the notation and denote \( p_1 = P \) and \( p_2 = 1 - P \). With these notations, Eq. (A9) is equivalent to

\[
q_r L \mathbf{q}^r \leq a_r P L \mathbf{p}^1 + b_r (1 - P) L \mathbf{p}^2 \forall r = 1, \ldots, m. \tag{A50}
\]

Note that the last component in the vector inequality above reads

\[
q_r \leq a_r P + b_r (1 - P) \forall r = 1, \ldots, m. \tag{A51}
\]

This is possible only if

\[
q_r = a_r P + b_r (1 - P) \tag{A52}
\]

for all \( r = 1, \ldots, m \). Substituting this into (A50), we conclude that \( Q \prec P \) if and only if there exists a probability vector \( \mathbf{a} \) satisfying the following conditions:

\[
a_r \leq \frac{q_r}{p}, \tag{A53}
\]

\[
a_r L (p_1^1 - p_2^2) \geq \frac{q_r}{p} L (q_1 - p_2). \tag{A54}
\]

**Theorem 11.** Let \( P \) and \( Q \) be \( n \times 2 \) and \( m \times n \) probability matrices given in their standard form. Define

\[
\mu_k \equiv \sum_{x=1}^k (p_{x|1} - p_{x|2}) \quad \text{and} \quad v^{(r)}_k \equiv \sum_{x=1}^k (q_{x|r} - p_{x|2}). \tag{A55}
\]

Denote by \( I^+, I^0, \) and \( I^- \) the set of indices \( \{k\} \) for which \( \mu_k \) is positive, zero, and negative, respectively. Furthermore, define \( p \equiv p_1 \equiv \sum_{x=1}^k p_{x|1} \), so that \( 1 - p = p_2 \). Also define

\[
\alpha_r \equiv \frac{q_r}{p} \max \left\{ 0, \min \left( \frac{v^{(r)}_k}{\mu_k}, 1 \right) \right\}; \quad \beta_r \equiv \frac{q_r}{p} \min \left\{ 1, \min \left( \frac{v^{(r)}_k}{\mu_k}, 1 \right) \right\}, \tag{A56}
\]

and through these

\[
W_0(P,Q) \equiv - \max_{r \in I^0} \left( v^{(r)}_k \right); \quad W_-(P,Q) \equiv \left( \sum_{r=1}^m \beta_r \right) - 1; \tag{A57}
\]

\[
W_+(P,Q) \equiv 1 - \sum_{r=1}^m \alpha_r; \quad W_1(P,Q) \equiv \min_{r \in \{1, \ldots, m\}} (\beta_r - \alpha_r). \tag{A58}
\]

Then, \( Q \prec P \) if and only if \( W_0, W_1, W_+ \), and \( W_- \) are all non-negative.

**Proof.** To prove the theorem, we need to show the equivalence between conditions (A53) and (A54) \( \iff \) (A57) and (A58). To prove the implication \( \Rightarrow \) we assume (A53) and (A54) and express the condition (A54) using notation introduced in (A55) in the following form:

\[
a_r \mu_k \geq \frac{q_r}{p} v^{(r)}_k \forall k, \forall r. \tag{A59}
\]

Next, we consider four cases.

1. \( k \in I^0 \), i.e., \( \mu_k = 0 \). Then for all \( r = 1, \ldots, m \),

\[
\frac{q_r}{p} v^{(r)}_k \leq 0 \forall (k \in I^0) \Rightarrow \frac{q_r}{p} \max_{k \in I^0} v^{(r)}_k \leq 0. \tag{A60}
\]

Since \( \frac{q_r}{p} \) is positive for all \( r \), we get that \( W_0(P,Q) \equiv - \max_{k \in I^0} v^{(r)}_k \) is non-negative.

2. \( k \in I^+ \), i.e., \( \mu_k > 0 \). Then for all \( r = 1, \ldots, m \)

\[
a_r - \frac{q_r}{p} v^{(r)}_k \geq 0 \forall k \in I^+. \tag{A61}
\]

But since \( a_r \geq 0 \) must also hold, we have

\[
a_r - \alpha_r \geq 0. \tag{A62}
\]
Summing over $r$ and requiring $\sum_{r=1}^{m} a_r = 1$, we see that $W_+ \equiv 1 - \sum_{r=1}^{m} a_r$ must be non-negative.

Then for all $r = 1, \ldots, m$

$$q_r \frac{v_r^{(r)}}{\mu_k} - a_r \geq 0 \quad \forall k \in \mathcal{I}^-.$$  

(A63)

But since $b_r \geq 0$, (A53) implies that $a_r \leq q_r / p$ must hold. Therefore,

$$\beta_r - a_r \geq 0.$$  

(A64)

Again, summing over $r$ and requiring $\sum_{r=1}^{m} a_r = 1$ entails that $W_- \equiv \sum_{r=1}^{m} \beta_r - 1$ be non-negative.

(4) Combining (A62) with (A64) for all $r$, we obtain the condition $W_1 \equiv \min_{r \in [1, \ldots, m]} (\beta_r - a_r) \geq 0$.

That completes the first part of the proof.

To prove the other direction, define the matrices

$$T_{\min} \equiv \left( \frac{\alpha_1}{q_1 - p\mu_1}, \frac{\alpha_2}{q_2 - p\mu_2}, \ldots, \frac{\alpha_m}{q_m - p\mu_m} \right),$$

$$T_{\max} \equiv \left( \frac{\beta_1}{q_1 - p\mu_1}, \frac{\beta_1}{q_2 - p\mu_2}, \ldots, \frac{\beta_m}{q_m - p\mu_m} \right).$$  

(A65)

These matrices satisfy all the properties desired of the matrix $T$ in (A49), except possibly row stochasticity, which they might fail by virtue of the rows not adding up to 1 (note that they do not fail in the nonnegativity condition on the entries). Now, the two row sums are continuous functions of the matrix elements. Moreover, if the first row adds up to 1, so does the second row. By the premise, $\sum_r a_r = 1 - W_+ \leq 1$ and $\sum_r \beta_r = W_- + 1 \geq 1$, and $\beta_r \geq a_r$ for all $r$. The intermediate value theorem ensures the existence of a row-stochastic $T$ with the desired properties.

The conditions in the Theorem 11 can be simplified in special cases:

**Corollary 12.** If $p^1 \prec p^1$ and also $q^r \prec q^1$ for all $r = 1, \ldots, m$ then $Q \prec P$ if and only if both $W_+(P, Q) \geq 0$. Furthermore, $W_+(P, Q) \geq 0$ if and only if

$$p \geq \sum_{r=1}^{m} q_r \max(0, h_r), \quad \text{where} \quad h_r \equiv \max_{k \in \mathcal{I}^+} \left\{ \frac{v_k^{(r)}}{\mu_k} \right\}.$$  

(A66)

Moreover, if $p^1 = e_1 \equiv (1, 0, \ldots, 0)^T$, then

$$h_r = \max_k \left\{ \sum_{k=1}^{r-1} q_k v_k - \pi_k \right\}, \quad \text{with} \quad \pi_k \equiv \sum_{s=1}^{k} p_{s|2}.$$  

(A67)

**Proof.** If $p^1 \prec p^1$ then $\mathcal{I}^- = \emptyset$. If in addition $q^r \prec q^1$ then $\mu_k \geq v_k^{(r)}$. In this case, we always have $W_0 = 0$ and $W_1 \geq 0$. Then, from Theorem 11, $Q \prec P$ if and only if $W_+(P, Q) \geq 0$. Eq. (A66) and (A67) follow from direct calculations, with

$$\sum_{k=1}^{n} p_{s|1} = 1.$$  

Using this corollary, for any given arbitrary $n$-dimensional distribution $\omega$, we can construct a “minimal $P$” (that we call $\Omega$) that conditionally majorizes a given $Q$, with the requirement that $\omega$ be one of the conditionals of this $\Omega$:

**Corollary 13.** For an arbitrary $n$-dimensional distribution $\omega = (\omega_1, \omega_2, \ldots, \omega_n, 0, 0, \ldots, 0)^T$, define

$$R_{\omega} \equiv \{ r : q^r \prec q \omega \}.$$  

If

$$\sum_{r \in R_{\omega}} q_r \geq 1 - \alpha,$$  

(A68)

then $Q \prec \omega$, where

$$\Omega = \left[ \begin{array}{cccc} \alpha & 0 & \ldots & 0 \\ (1 - \alpha)\omega_1 & (1 - \alpha)\omega_2 & \ldots & (1 - \alpha)\omega_n \end{array} \right]^T.$$  

(A69)

In the next section we construct a universal CUR by providing a bound in such a form as in the Corollary 13.

7. Conditional majorization vs ordinary majorization

In this subsection, we show the relation between the notion of conditional majorization, introduced in our work, with respect to the notion of majorization operation, developed in the literature [37]. In the case where the reference system is nontrivial, the two notions are completely unrelated, meaning that none is implied by the other. However, if we consider the reference system to be null, then conditional majorization simplifies to ordinary majorization (see points 1–4 in Subsec. A.6).

Below, we show two examples that illustrate the independence of conditional and ordinary majorization in a case of a bipartite scenario, where the nontrivial reference system belongs to Bob.

**Example 1.** Let us compare two different states of Alice and Bob:

$$\sigma = |0\rangle \langle 0|_A \otimes \frac{1}{n} I_B,$$  

(A70)

$$\tilde{\sigma} = \left( \frac{1}{10} |0\rangle \langle 0| + \frac{9}{10} |1\rangle \langle 1| \right)_A \otimes |0\rangle \langle 0|_B,$$  

(A71)

using both conditional and ordinary majorization. For those two states, the conditional majorization implies that the state $\tilde{\sigma}$ (A71) is more conditionally uncertain than the state $\sigma$ (A70), and the conditional majorization relation reads as $\tilde{\sigma} \prec_\sigma \sigma$. This is because by having deterministic probability distribution $|0\rangle \langle 0| \sim (1, 0, \ldots, 0)^T$, Alice can always create any other probability distribution, in particular $\frac{9}{10} |0\rangle \langle 0| + \frac{1}{10} |1\rangle \langle 1| \sim (\frac{9}{10}, \frac{1}{10}, 0, \ldots, 0)^T$. However, the ordinary majorization implies the opposite, i.e., $\sigma \prec \tilde{\sigma}$, since $\sigma \sim (\frac{1}{10}, \frac{1}{10}, 0, \ldots, 0)^T$ is more random (uncertain) than $(\frac{9}{10}, \frac{1}{10}, 0, \ldots, 0)^T$.

**Example 2.** Now, let us compare another two states of a bipartite system, where the memory is held by Bob:

$$\gamma = \left( \frac{1}{10} |0\rangle \langle 0| + \frac{9}{10} |1\rangle \langle 1| \right)_A \otimes \frac{1}{n} I_B,$$  

(A72)

$$\check{\gamma} = |0\rangle \langle 0|_A \otimes |0\rangle \langle 0|_B.$$  

(A73)

Following the same arguments as in Example 1, we obtain that in this case both ordinary and conditional majorization imply the same, i.e., that the state $\gamma$ (A72) is more uncertain
and conditionally uncertain than \( \hat{y} \), where the respective majorization relations read as \( y \prec \hat{y} \) and \( \gamma \prec \hat{\gamma} \).

Based on the above two examples, one sees that conditional majorization and ordinary majorization should be treated as separate independent notions, if the reference system is nontrivial.

**APPENDIX B: CUR DERIVATIONS**

1. Derivation of a monotone-based CUR

In the derivation of the monotone-based CUR, we use the majorization UR stated in the main text in Eq. (2):

\[
q^{A_1} \otimes q^{A_2} \prec \omega,
\]

(B1)

where \( q^{A_1} (q^{A_2}) \) denotes the probability distribution over the outcomes of measurement of an observable \( A_1 (A_2) \) applied to an arbitrary quantum state \( \rho \). The bound \( \omega \) is given in the form

\[
\omega = (\eta_1, \eta_2 - \eta_1, \ldots, \eta_n - \eta_{n-1}, 0, \ldots, 0)^T,
\]

(B2)

where

\[
\eta_l = \max_{r} \max_{\{a_1, a_2\} \in \mathcal{I}_l} \sum_{a_1(a_2)} q_{a_1}q_{a_2}.
\]

(B3)

In (B3), \( \mathcal{I}_l \subset [n] \times [n] \) denotes a subset of \( l \) individual pair of indices \( (a_1, a_2) \), where \( [n] \) constitutes a set of natural numbers \( 1, \ldots, n \). The quantity (B3) was derived explicitly in Refs. [12,13] for \( l = 1 \): \( \eta_1 = \frac{1}{4} (1 + c)^2 \) with \( c = \max_{a_1, a_2} |\langle a_1 | a_2 \rangle| \), and for \( l = 2 \): \( \frac{1}{4} (1 + c')^2 \) with \( c' = \max \sqrt{|\langle a_1 | a_2 \rangle|^2 + |\langle a_1' | a_2 \rangle|^2} \). For the remaining \( \eta_l \) for \( l = \{3, \ldots, n\} \) solely the upper bounds were provided.

Next, by applying to both sides of Eq. (B1) a convex function \( \Phi \) that constitutes a proper measure of uncertainty, we obtain the UR,

\[
\Phi(q^{A_1} \otimes q^{A_2}) \leq \gamma,
\]

(B4)

where \( \gamma = \Phi(\omega) \) depends on observables \( A_1 \) and \( A_2 \).

Let us now consider a bipartite scenario, where parties initially share two copies of a pure state \( \Psi \), and we allow classical memory. Bob measures the same observable \( R \) on his two copies, obtains result \( r \) and prepares at Alice’s site a state \( \Psi_r \). Alice performs measurement of observable \( A_1 \) on one of her copies, and on the other a measurement of \( A_2 \). She obtains the corresponding outcomes \( a_1 \) and \( a_2 \), which from now on we denote as a single variable \( x \equiv (a_1, a_2) \). For each of the states \( \Psi_r \), the UR (B4) still holds: \( \Phi(q^{A_1}(\Psi_r) \otimes q^{A_2}(\Psi_r)) = \Phi(q^{A_1} \otimes q^{A_2}) \leq \gamma \). Next, by averaging over outcomes we get the corresponding CUR:

\[
\sum_r q_r \Phi(q^{A_1} \otimes q^{A_2}) \leq \gamma.
\]

(B5)

Let us rewrite the obtained CUR (B5) using a simplified notation:

\[
\sum_r q_r \Phi(q^r) \leq \gamma.
\]

(B6)

Now, we choose a particular monotone and derive a CUR based on it. Let us take a function \( \Phi(q^r) \) in Eq. (B6) to be a function \( \Phi_a(q^r) \equiv \max_k (a_k|q^r|a_k) \) introduced in Eq. (7) in the main text with \( A = \{1, \ldots, 1, 0, \ldots 0\} \). Therefore, in the LHS of Eq. (B6) the \( l \)-signed monotone is given by the function \( \Phi_l(\omega) = \sum_{k=1}^l q_{a_k}^l \). Applying the chosen monotone on \( \gamma_l = \Phi_l(\omega) \) with \( \omega \) defined in Eq. (B2) results in the monotone-based CUR in the final form,

\[
\sum_r q_r \sum_{l=1}^L q_{a_k}^l \leq \eta_l,
\]

(B7)

with \( \eta_l \) provided in Refs. [12,13] for \( l = \{1,2\} \) explicitly and for \( l \geq 3 \) upper bounded.

2. Derivation of a universal CUR

Let \( Q = [q_{i,r}] \) be a matrix of joint probability distributions \( q_{i,r} = \langle q_{i} | q_{r} \rangle \) in the standard form. Therefore, the elements of each column \( r \) are ordered as \( q_{i,r} \geq q_{2,r} \geq \cdots \geq q_{n,r} \).

Now, let us take \( \sum_{x=1}^l q_{a_k}^l \) and average it over probability of columns \( q_r \): \( \sum_r q_r \sum_{l=1}^L q_{a_k}^l \). From the monotone-based CUR (B7) derived in the previous subsection, we know that this expression is upper bounded by \( \eta_l \). Consider the monotone-based CUR (B7) for the special case of \( l = 1 \), where \( \eta_l = \eta_{l=1} \) is known explicitly,

\[
\sum_r q_r \max_l q_{x,r} \leq \eta,
\]

(B8)

with

\[
\eta = \frac{1}{4} (1 + c)^2.
\]

(B9)

It will be used in proving Theorem 2 from the main text, which provides a universal CUR: \( Q \prec_{\infty} \Omega \), where \( \Omega \) constitutes a bound we are looking for.

To this end, we choose \( \Omega \) in the form of a two-column matrix, where the first column is proportional to deterministic probability distribution and the second column is proportional to a vector,

\[
\omega = (\beta, \beta, \ldots, 1 - \epsilon \beta, 0 \ldots 0)^T,
\]

(B10)

which results in the bound

\[
\Omega = \begin{pmatrix}
\alpha & (1 - \alpha) \\
0 & 1 - \epsilon \beta \\
\vdots & \vdots \\
0 & 0
\end{pmatrix},
\]

(B11)

where \( \alpha \) is the parameter that makes the transformation \( \Omega \mapsto \hat{Q} \) achievable; cf. Corollary 13. The state \( \Omega \) (B11) can be equivalently written as

\[
\Omega = \alpha|0\rangle\langle 0| \otimes |0\rangle\langle 0| \otimes (1 - \epsilon \beta).
\]

(B12)

Now it suffices to find an appropriate \( \alpha \).

First, we state the elementary application of Markov’s inequality in the form of the following lemma.
Lemma 14. Let $Q \in CC^n$. Suppose that
\begin{equation}
\sum_r q_r \max_s q_{s|r} \leq \eta. \tag{B13}
\end{equation}
For arbitrary $\beta > 0$, define
\begin{equation}
R_\beta \equiv \{ r : \max_s q_{s|r} \leq \beta \}. \tag{B14}
\end{equation}
Then,
\begin{equation}
\sum_{R_\beta} q_r \geq 1 - \frac{\eta}{\beta}. \tag{B15}
\end{equation}

Proof. The proof follows directly from Markov’s inequality.

Let us substitute in Eq. (B15): $\sum_{R_\beta} q_r \equiv 1 - \alpha$, which immediately gives
\begin{equation}
\alpha \beta \leq \eta. \tag{B16}
\end{equation}

Then from Eqs. (B8) and (B9) we obtain the following constraint on the parameter $\alpha$:
\begin{equation}
\alpha \beta \leq \frac{1}{4}(1 + c)^2. \tag{B17}
\end{equation}

Now, we divide the set of parameters $r$ (numbering the columns of matrix $\Omega$) into two subsets: the subset of those $r \in R_\beta$ for which $\max_s q_{s|r} \leq \beta$, and the rest, $r \in R_\beta$, about which we know nothing.

The procedure that allows the transformation $\Omega \mapsto Q$ is then the following. Bob looks at his register [see Eq. (B12)]. When he obtains $|0\rangle$, he picks $r$ from the set $R_\beta$ with probabilities $q_r$ and tells Alice which $r$ he obtained. Then Alice creates $q_{s|r}$ out of $|0\rangle\langle 0|_A$. This is always possible since from a deterministic probability distribution $\epsilon \equiv (1,0,0,\ldots,0)^T$ she can produce any other probability distribution. On the other hand, when Bob obtains $|1\rangle$, he picks $r \in R_\beta$ with probabilities $q_r$ and informs Alice about $r$. In this case, Alice creates $q_{s|r}$ out of $|\omega\rangle\langle \omega|_A$. This is also always possible because for $r \in R_\beta$, $q_{s|r} \propto \omega$ by definition of $R_\beta$ (B14).

\section*{APPENDIX C: COMPARISON WITH EXISTING CONDITIONAL UNCERTAINTY RELATIONS}

\subsection*{1. The universal CUR vs entropic CUR}

In this section, we compare our universal CUR introduced in the main text in Theorem 2:
\begin{equation}
Q \prec_{e} \Omega \equiv \begin{pmatrix}
0 & \beta & \ell \\
\alpha & 1 - \alpha & 0 \\
0 & 0 & 0
\end{pmatrix}, \tag{C1}
\end{equation}
with the entropic CUR, a classical memory-assisted version of Maassen-Uffink UR given in Eq. (3) in the main text:
\begin{equation}
H(A_1|R) + H(A_2|R) \geq \log_2 \frac{1}{c}, \tag{C2}
\end{equation}
In (C1), $\ell$ denotes the largest integer such that $\beta \ell \leq 1$, and parameters $\alpha, \beta < 1$ satisfy
\begin{equation}
\alpha \beta = \frac{1}{4}(1 + c)^2, \tag{C3}
\end{equation}
where
\begin{equation}
\frac{1}{\sqrt{d}} \leq c \leq 1 \tag{C4}
\end{equation}
is determined by the incompatibility of the measurements, and $d$ is the dimension of the Hilbert space. Using Eqs. (C3) and (C4) with $\alpha, \beta < 1$ for $d \rightarrow \infty$, we obtain that
\begin{equation}
\frac{1}{4} \leq \alpha < 1. \tag{C5}
\end{equation}
In Fig. 1 in the main text, we described how to compare different CURs. In particular, CUR1 [here given by Eq. (C1)] and CUR2 [given by Eq. (C2)] are said to be independent whenever CUR1 excludes some statistics allowed by CUR2 but also allows some statistics excluded by CUR2. Let us now show that this is the case first by finding the statistics allowed by the universal CUR (C1) but excluded by the entropic CUR (C2).

Assume that Alice owns the system in the pure state, then, for the product states of Alice and Bob, our universal CUR simplifies to the ordinary majorization UR [as in Eq. (2) in the main text] and the conditional entropic relation (C2) reduces to Maassen-Uffink UR [as in Eq. (1) in the main text]. Then, based on the work of Friedland et al. [12], we know that there exist statistics that are excluded by the latter relation but satisfy the former.

It remains to find a counterexample, namely such $Q$ that satisfies the entropic CUR, but for which our universal CUR is violated $Q \nsucc_{e} \Omega$, in other words, that there exists no protocol providing transformation $\Omega \mapsto Q$ defined in Eq. (4) in the main text. To this end, let us choose the following matrix $Q$:
\begin{equation}
Q = \begin{pmatrix}
1 & 0 & \frac{1}{d} & \frac{d-1}{d} \\
0 & 1 & 0 & 0 \\
\vdots & \vdots & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}, \tag{C6}
\end{equation}
whose elements are given in the form $q_{s|r} = q_r q_{a|r} q_{a|\bar{r}}$. By looking on the first columns $q_r$ and $\omega$ of matrices $Q$ (C6) and $\Omega$ (C1), respectively, one can easily see that there is impossible to realize transformation $\omega \mapsto q_r$ (and so $\Omega \mapsto Q$) if
\begin{equation}
\alpha < p^2. \tag{C7}
\end{equation}

Remark. We cannot take $p = \frac{1}{2}$ since then we would need $\alpha < \frac{1}{2}$, which would not obey Eq. (C5). Hence, we can take $p = 0.51$, and $\alpha$ such that $\frac{1}{2} < \alpha < p^2$.

Now, we notice that from the one side we would like to choose $c$ small since then we could take $\alpha$ so close to $\frac{1}{2}$ for our universal CUR to be violated [violation is implied by (C7)]. On the other hand, we would also like to choose $c$ large enough for entropic CUR (C2) to be satisfied. Let us then take
\begin{equation}
c = \frac{1}{d^2}. \tag{C8}
\end{equation}
for which $c \to 0$. This implies that $\alpha \to \frac{1}{4}$. For such $c$, the entropic CUR (C2) for the state (C6) reads $(1 - p)^2 \log d + 2 p (1 - p) \log d \geq 2 \gamma \log d$. This requires $(1 - p)^2 + p (1 - p) \geq \gamma$, and therefore

$$\gamma \leq 1 - p.$$  \hspace{1cm} \text{(C9)}

Eventually, the entropic CUR (C2) is satisfied for $\gamma \in [0, 1 - p]$ independently of $d$.

Next, let us analyze the violation of our universal CUR (C1) determined by the condition (C7). This condition can be reformulated with the use of Eq. (C8) and the fact that $\alpha < \frac{1}{4} (1 + c^2)$ [derived for $\beta < 1$ from Eq. (C3)] in the following form:

$$\frac{1}{d^r} < 2 p - 1,$$  \hspace{1cm} \text{(C10)}

where $0 \leq r < 1 - p$. Then, for inequality (C10) our universal CUR (C1) is violated for some $p$ (e.g., $p = 0.51$), since the LHS of (C10) goes to zero for large $d$.

2. Entropic CUR implied by the monotone-based CUR

Consider the monotone-based CUR for $l = 1$ (B8), introduced in the main text as a special case of Eq. (13). In order to compare it with the entropic CUR (C2), we first need to find what entropic relation is implied by (B8). In particular, we construct a resulting entropic CUR given in a general form $H(X|R) \geq f(\eta)$ with $H(X|R) = \sum r q_r H(q_r)$ and

$$f(\eta) = \min_r \sum q_r H(q_r).$$  \hspace{1cm} \text{(C11)}

Let us then choose a probability vector that minimizes conditional entropy:

$$q_r = (\eta_r, \eta_r, \eta_r, 1 - \eta_r, 0, \ldots, 0)^T,$$  \hspace{1cm} \text{(C12)}

where

$$\eta_r = \max q_r$$  \hspace{1cm} \text{(C13)}

is the highest probability from the $r$-signed distribution for each $r$. Since (C12) is the probability vector in the standard form, we have that

$$\frac{1}{1 + \ell} \leq \eta_r \leq 1.$$  \hspace{1cm} \text{(C14)}

Eventually, the problem simplifies to finding a minimum of the following function:

$$f(\eta) = \min_r \sum q_r g(\eta_r),$$  \hspace{1cm} \text{(C15)}

under the constraint

$$\min_r \sum q_r \eta_r = \eta,$$  \hspace{1cm} \text{(C16)}

and $m$ denotes the number of (measurement) outcomes. In Eq. (C15), the function $g(\eta_r)$ reads as

$$g(\eta_r) = H_{x}(\eta_r, \ell) + \eta_r \ell \log_2 \ell,$$  \hspace{1cm} \text{(C18)}

and $H_x(p) = -p \log_2(p) - (1 - p) \log_2(1 - p)$ is a binary entropy. When stating the constraint (C16), we used (B8) and (C13) with (C14) being satisfied.

We solve the above problem graphically. Function $g(\eta_r)$ [see Eqs. (C15) and (C18)] is presented in Fig. 3 as a thick, blue line. To find the minimum (C15) under the constraint (C16), we need to find an optimal choice of free parameters $q_r$ and $\eta_r$. We illustrate it in Fig. 3. Let us choose $\eta$ satisfying (C17), and consider two exemplary convex combinations (C16): $q_1 \eta_1 + q_2 \eta_2 = \eta$ (marked in red in Fig. 3) and $q_1 \eta_1 + q_2 \eta_2 = \eta$ (marked in green). Note that $f(\eta) < f(\eta)$ and therefore the first choice is better. By considering any other possible convex combinations (with more elements), one can easily see that this is actually the optimal choice and that the dashed black polyline constitutes the desired minimum $f(\eta)$ (C15).

The last step is to represent the obtained result in terms of parameter $c$ according to Eq. (B9). Eventually, we obtain the thick solid line from Fig. 2 presented in the main text.

[17] An n-dimensional vector $\mathbf{q}$ is said to be majorized by another vector, $\mathbf{p}$, denoted “$\mathbf{q} \prec \mathbf{p}$,” if for all $k \in \{1, 2, \ldots, n\}$, $\sum_{j=1}^{k} q_j^+ \leq \sum_{j=1}^{k} p_j^+$, where $\mathbf{q}^+$ is a vector consisting of the components of $\mathbf{q}$ arranged in nonincreasing order, and likewise, $\mathbf{p}^+$.