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ABSTRACT  Independent component analysis with reference (ICA-R), a paradigm of constrained ICA (cICA), incorporates textit{a priori} information about the desired sources as reference signals into the contrast function of ICA. Reference signals direct the search toward the separation of desired sources more efficiently and accurately than the ICA. The penalized contrast function of ICA-R is non-smooth everywhere and the ICA-R algorithm does not always reach the global optimum due to the Newton-like learning used. In this paper, we propose a constrained differential evolutionary algorithm with an improved initialization strategy to solve the constrained optimization problem of ICA-R that can asymptotically converge to the optimum. It completely avoids the formulation of a penalized contrast function and scaling (due to the Lagrangian multipliers) by incorporating the ICA contrast function and the violation of the closeness constraint into the selection process of the evolution. Experiments with synthetic data and isolation of $\mu$ rhythmic activity from EEG showed improved source extraction performance over ICA-R and its recent enhancements.

INDEX TERMS  Constrained ICA (cICA), differential evolution (DE), brain computer interface (BCI), electroencephalography (EEG), independent component analysis (ICA), ICA with reference (ICA-R).

1. INTRODUCTION

Independent component analysis is widely used for separation of independent sources from their mixtures [1]. An ICA algorithm aims to uncover components of input signals by optimizing a contrast function, which maximizes the independence among the separated components [1]. If one observes $n$ time varying signals $x(t) = (x_i(t))_{i=1}^m$ at time $t$, which are the mixtures of $m$ independent source signals $s(t) = (s_i(t))_{i=1}^m$ that are zero-mean, the noise-free linear model for ICA is given by

$$x(t) = As(t) \quad (1)$$

where $A$ is an $n \times m$ mixing matrix of full column rank.

The ICA attempts to find an $m \times n$ demixing matrix $W$ to recover the signal sources assuming the observed signals are linear mixtures of independent sources. The signal sources separated using ICA are given by

$$y(t) = Wx(t) \quad (2)$$

where the vector $y(t) = (y_i(t))_{i=1}^m$ denotes the separated signal sources and each component $y_i(t)$ denotes an estimate of an independent source signal $s_i(t)$ to an indeterminacy of scale and order [2]. It is presumed that (1) and (2) hold for all time $t$ of observations. In this work, we assume $m = n$, which is referred to as the complete ICA, and a noise free model.

Real world source separation problems often wish to extract a desired subset of sources from observed signals. Conventional ICA approaches separate all the components of data so in order to extract a subset of sources, a posteriori selection of the desired components [3] or extraction of components one by one is required [4]. Because of completely blind nature, such methods may result in over-splitting or -clumping, and therefore errors of extracted components compared to semi-blind approaches [5]. The constrained ICA (cICA) framework was introduced for separation of interesting subset of independent components (ICs) by incorporating prior information as constraints to the ICA contrast function [6].

Lu and Rajapakse proposed ICA with reference (ICA-R) [5] in the cICA framework to incorporate reference signals (that is, rough templates of the desired signals) as constraints. The closeness between the reference signals
and desired components act as penalty to the ICA contrast function. The penalized contrast function of ICA-R has been able to guide the separation of desired sources more accurately than the ICA. Therefore, the ICA-R algorithms have found increasing applications recently, for example in electroencephalography (EEG) [7], [8], electrocardiography (ECC) [9], functional MRI [10], speech aggregation [11], content based image retrieval [12], face reconstruction [13], object tracking [11], H NMR analysis [14] etc. Reference signals have been introduced to the penalized contrast function as temporal [9], spectral [15], spatial [10], and spatiotemporal constraints.

The penalized contrast function of ICA-R is generally non-smooth everywhere and convergence to the optimum is largely affected by the reference signals, Newton-like learning algorithm, the closeness function, and the upper-bound (a threshold) of the closeness [2], [5]. Several attempts have been made to improve the convergence and stability of ICA-R. Huang et al. have investigated different closeness measures to improve the convergence of the ICA-R [16]. Lin et al. [17] proposed the weight normalization scheme to avoid the equality constraint. Improved cost function based fast One-Unit Independent Component Analysis that is suitable to extract the FEGC was proposed in [18]. Zhang [15] proposed a second order statistics based method for designing suitable reference signals for reliably extracting weak periodic or quasi-periodic desired source signals. A reference based initialization of unmixing matrix that can guide the learning towards the global optimum was proposed, to improve the convergence of ICA-R [19]. Li et al. [20] removed the upper bound of the distance function of ICA-R by transforming the constrained optimization by alternatively optimizing the negentropy and the closeness function. In [21], an analytical expression of the expected signal of interest was incorporated as a priori information to improve the signal separation quality. However, these attempts have not completely resolved inherent problems of ICA-R in converging to the optimal solution and are therefore limited to specific applications.

In this paper, we propose to use a population-based (or a genetic) algorithm - constrained differential evolution (cDE) [22] - for the optimization of ICA-R contrast function - constrained DE for ICA-R (cDE-ICAR).

Differential Evolution (DE) is one of the most powerful population-based stochastic algorithm, which keeps a population of solutions that are successively updated by addition, subtraction, and component swapping of the members. The population evolves asymptotically towards the optimum more likely than gradient based techniques [23] and requires less number of tuning parameters [24]. With the popularity of DE in applications, more and more researchers are paying attention to the theoretical studies on global convergence of DE [25], [26].

The novelty of this work lies in the application of differential evolution algorithm to the optimization problem in ICA. Moreover, an improved initialization strategy was also proposed to speed up the convergence of the DE. The proposed cDE-ICAR algorithm explicitly computes and incorporates the violation of closeness constraint (if it is not zero or near zero) to the selection process of evolution. This reduces the penalty on violation of the closeness constraint and solutions that are closer to the reference are transferred to the next generations till the stopping condition is met.

A preliminary version of this work has been presented as a conference paper [27]. In this work, we propose an improved initialization strategy for cDE-ICAR and introduce a specific termination criteria using similarity measure. The efficacy and validity of the proposed constrained DE for ICA-R (cDE-ICAR), are quantitatively evaluated by separating desired sources from synthetic data. And its utility is demonstrated by separating μ rhythms from real EEG datasets. The results are compared with the ICA-R [5], improved cICA [16], and improved ICA-R [20] algorithms. The manuscript is organized as follows. Section II summarizes one-unit ICA-R and Newton-like learning rules and discusses its convergence and stability. Section III describes the cDE-ICAR algorithm. Section IV presents experiments with both synthetic and real EEG data for extracting the desired brain rhythms. Discussion and conclusions are provided in Section V.

II. ICA WITH REFERENCE (ICA-R)

The ICA-R separates a desired subset of independent sources from input signals when reference signals of the sources are available [2], [5]. In this section, we first present the one-unit ICA-R algorithm that extracts a single component closest to the reference signal. The one-unit ICA-R algorithm is then used to separate multiple sources by using a deflationary scheme separating one source by one at a time [2]. In the sequel, the time index t is omitted in the sequel in order to simplify the notations.

A. ONE-UNIT ICA-R

The one-unit ICA-R separates only a single source at a time and therefore determines a single weight vector of the demixing matrix. If the separated source is y and the corresponding weight vector is w, then y = wx. The estimate y corresponds to one of the sources in the m xi ∈ {1, ..., m}.

The negentropy is used as the contrast function of the ICA as non-Gaussianity implies the independence [1]. The negentropy of signal y is defined as

$$J_G(y) = H(y_G) - H(y)$$  \hspace{1cm} (3)

where y_G is a Gaussian random variable having the same variance as signal y and H denotes the entropy. Maximizing negentropy finds the independent sources when the sources are uncorrelated [28]. Hyvarinen introduced a flexible and reliable approximation of negentropy [28]:

$$J_G(y) = \rho (E[f(y)] - E[f(v)])^2$$  \hspace{1cm} (4)

where ρ is an irrelevant positive constant, v is a Gaussian variable having zero mean and unit variance, and E[·] denotes
the expectation. The function $f$ represents the distribution of the sources and a non-quadratic function is used as the sources are mostly super-Gaussian in practice.

The contrast function in (4) is augmented in the ICA-R by introducing a closeness measure $\varepsilon(y, r)$ between the extracted source $y$ and the reference $r$ as an a priori constraint. Several distance measures including the mean square error and the correlation have been considered for closeness measure [16].

The penalized contrast function of one-unit ICA-R is formulated from the following constrained minimization problem:

\[
\begin{align*}
\text{minimize} & \quad -J_G(y) \\
\text{subject to} & \quad g(y) = \varepsilon(y, r) - \xi \leq 0 \\
& \quad h(y) = E\{y^2\} - 1 = 0
\end{align*}
\]

where $\xi$ denotes the upper-bound of the closeness to ensure separation of the desired source. The equality constraint ensures that the weight vector $w$ is bounded [17].

Lu and Rajapakse introduced slack variable $z$ to transform the inequality constraint to an equality constraint: $g(y) + z^2 = 0$. By explicitly manipulating the optimal value $z^*$, the optimization of ICA-R in (5) becomes the penalized contrast function [2], [5]:

\[
J(y) = J_G(y) + \lambda_1 h(y) + \frac{1}{2} \gamma |h(y)|^2 + \frac{1}{2\gamma} ((\max\{\lambda_2 + \gamma g(y, r), 0\})^2 - \lambda_2^2)
\]

where $\lambda_1$ and $\lambda_2$ are Lagrange multipliers for the constraints of $g(y, r)$ and $h(y)$, respectively, $\gamma$ is the scalar penalty parameter, and the term $\frac{1}{2\gamma} |h(y)|^2$ ensures local quadratic approximation.

The ICA-R algorithm uses a Newton-like learning algorithm to minimize the penalized contrast function in (8). The change of weight $\Delta w$ in each iteration is given by

\[
\Delta w = -\eta (\nabla_w^2 J)^{-1} \nabla_w J
\]

where $\nabla_w J$ and $\nabla_w^2 J$ are the gradient vector and Hessian matrix of the penalized contrast function $J$ in (8) with respect to the weight vector $w$. The learning rate $\eta$ is set using the backtracking line search [29], which starts with one and gradually decreases to zero. In this paper, we use correlation $\varepsilon(y, r) = 1/(E\{yr\})^2$ as the closeness measure as it is a widely used in ICA to determine the desired component and converges faster than the other measures [16]. In order to simplify the matrix inversion, the Hessian matrix is approximated as

\[
\nabla^2 J \approx \delta(w) R_{xx}
\]

where $\delta(w) = \sigma E\{f''(y)\} + 2\lambda_1 + 6\lambda_2 \frac{E\{r\}^2}{E\{yr\}^2}$, $R_{xx} = E\{xx^T\}$ is a non-singular covariance matrix and $\sigma = 2\rho E\{f(y) - E\{f\}\}^2$ [2]. The weight change in (9) now becomes

\[
\Delta w = -\eta \delta(w)^{-1} R_{xx}^{-1} \nabla_w J
\]

where $\nabla_w J = \sigma E\{xf'(y)\} + 2\lambda_1 E\{xy\} - 2\lambda_2 \frac{E\{r\}}{E\{sr\}}$, complete this equation.

The Lagrange multipliers $\lambda_1$ and $\lambda_2$ are updated using following gradient-ascent rules:

\[
\begin{align*}
\Delta \lambda_1 &= \eta_1 h(y) \\
\Delta \lambda_2 &= \max[-\lambda_2, \eta_2 g(y)]
\end{align*}
\]

where $\eta_1$ and $\eta_2$ are the learning rates for the respective Lagrange multipliers. The weight vector $w$ is initialized with the pseudo-inverse of the input vector and $\lambda_1$ and $\lambda_2$ are to zeros. In each iteration, $w$, $\lambda_1$, and $\lambda_2$ then updated according to (11) and (12) until the convergence is reached.

B. FACTORS AFFECTING THE CONVERGENCE OF ICA-R

The penalized contrast function $J(y)$ is generally non-smooth and may contain several local minima depending on the number of the desired sources. The convergence of the ICA-R depends on several factors: learning algorithm, closeness measure, reference signals, etc.

The ICA-R algorithm uses a Newton-like learning algorithm [5]. The Newton-like learning converges to the weight vector $w$ by Kuhn-Tucker (KT) triple $(w, \lambda_1, \lambda_2)$ that satisfies the first-order conditions: $\nabla_w J = 0, h(w) = 0, g(w) \leq 0, \lambda_1 > 0, \lambda_2 \geq 0$ and $\lambda_2 g(w) = 0$ and second-order condition of positive-definiteness of the Hessian matrix. In order to ensure that the ICA-R algorithm achieves its optimum, the upper bound $\xi$ of the distance measure is needed such that

\[
\varepsilon(w_i x, r) - \xi = \begin{cases} 
\leq 0, & \text{if } w_i = w \\
> 0, & \text{if } w_i \neq w, \forall i = 1, 2, \ldots m
\end{cases}
\]

where the weight vector corresponding to the desired signal $w = \arg \min_{i=1,\ldots,m} \{\varepsilon(w_i x, r)\}$.

Convergence and stability of the cICA and ICA-R have received the attention of many researchers [19], [20], [30]. One way to avoid the problem of getting trapped in to a local optima is to have a good initialization. An improved cICA (I-cICA) method that uses a demixing matrix initialized by the Moore-Penrose generalized inverse of input based on the prior information has been proposed [20].

The ICA-R can recover the correct source only with appropriate selection of the upper bound $\xi$ of the contrast function. In order to avoid the upper bound, an Improved ICA method (I-ICAR) is proposed by formulating the constrained optimization in ICA-R as a dual-optimization problem. The optimization is carried sub-optimally by using a dual gradient-decent strategy that optimizes the contrast function (4) and the closeness $\varepsilon(y, r)$, followed by weight normalization at each iteration [20]. The above attempts increase the likelihood but cannot guarantee the convergence of the solution to the desired signal.

III. CONSTRAINED DE FOR ICA-R

We propose a differential evolutionary (DE) algorithm to solve the constrained optimization problem (5) of ICA-R. Evolutionary algorithms are a class of heuristic optimization techniques that search from a “population” of solutions...
by iteratively applying genetic operators such as crossover and/or mutation to generate new candidates that are biased towards the optimal solution. The DE algorithm is evolved in a manner that good candidates appear more frequently in the populations, asymptotically converging to a population containing the optimal solution. The DE is one such quasi-random population-based method that uses efficient stochastic heuristic strategies to create new candidates [31]. Compared to other heuristic search methods, it is simple, efficient, fast and more likely to find the optimal solution when real variables are involved [23]. Therefore, it is more likely to find the global minima in the penalized contrast function of the ICA-R than Newton-like-learning.

The DE uses a population of \( K \) solutions \( (w^k)_{k=1}^K \) where \( w^k = (w_j^k)_{j=1}^n \) represents the \( k \)-th solution or weight and \( w_j^k \) denotes the \( j \)-th element. In each generation of evolution, crossover and mutation operations are performed in order to find new solutions from the existing population to asymptotically reach a population containing the optimal solution \( w \) [23], [31]. Below, we demonstrate the various steps involved in the constrained DE algorithm for the ICA-R (cDE-ICAR).

### A. INITIALIZATION

The efficacy of the search using DE depends on the initial population [32]. The initial unmixing vector \( w_0 \) is obtained by assuming that the reference signal \( r \) is equal to the estimated signal, such that \( w_0 x = r \). The vector \( w_0 \) is then approximated as \( w_0 = r x^\dagger \), where \( x^\dagger \) is the Moore-Penrose generalized inverse of \( x \): that is, \( x^\dagger = x^T (xx^T)^{-1} \). A good initial population was obtained by introducing a small random Gaussian perturbation to the unmixing vector \( w_0 \). This provides a good seed population closer to the desired optimal solution and with sufficient diversity.

### B. MUTATION

Mutation is performed to produce a mutant vector stochastically by linear combination of differences of randomly chosen members [23]. The following strategy is used to generate the mutant vector \( v^k = (v_j^k)_{j=1}^n \) is a vector of size \( w \) and \( k \in [1, K] \) from the parent vectors \( (w^k)_{k=1}^K \) in the population:

\[
v_j^k = w_j^{α_1} + κ(w_j^{α_2} - w_j^{α_3}) + κ(w_j^{α_4} - w_j^{α_5})
\]

where \( α_1, α_2, α_3, α_4, \) and \( α_5 \) are mutually independent random integers generated in the range \( [1, K] \) and the real scaling factor \( κ(≥ 0) \) which scales the differences of the candidate vectors is a uniform random number in \([0, 1] \).

### C. CROSSOVER

To improve the diversity of the population, one or more elements of the mutant \( v^k \) are crossed uniformly with the parent \( w^k \) vector to yield a trial vector \( u^k = (u_j^k)_{j=1}^n \):

\[
u_j^k = \begin{cases} v_j^k & \text{if } q ≤ q_c \text{ OR } q' = j \\ w_j^k & \text{otherwise} \end{cases}
\] where \( q ∈ [0, 1] \) is the \( j \)-th evolution of a uniform random number and \( q' ∈ [0, n] \) is a randomly chosen index for the member in the population. The crossover rate \( q_c ∈ [0, 1] \) is a user-specified parameter that controls the fraction of the mutant that are copied to the offspring.

### D. SELECTION

The selection between the trial vector or the parent vector is made based on their fitness and feasibility. The feasibility of a member in the population is measured by its constraint violations. The constraint violation \( V(w^k) \) of a member \( w^k \) is measured by

\[
V(w^k) = \frac{1}{2}(G(w^k) + H(w^k))
\]

where

\[
G(w) = \begin{cases} 0, & \text{if } ε(y, r) - ξ ≥ 0; \\ ε(y, r) - ξ, & \text{otherwise}. \end{cases}
\]

\[
H(w) = \begin{cases} 0, & \text{if } |h(y)| ≤ 0; \\ |h(y)|, & \text{otherwise}. \end{cases}
\]

A solution is said to be a feasible solution if no constraint is violated or the constraint violation is zero. It takes a positive value when at least one constraint is violated.

The trial vector is selected if it has a lower constraint violation than the parent, or it has the same constraint violation but has a better fitness value. That is, the offspring is selected such that

\[
w^k = \begin{cases} u^k, & \text{if } (V(u^k) < V(w^k)) \text{ or } \big( V(u^k) = V(w^k) \text{ and } J(u^k) ≤ J(w^k) \big); \\ w^k, & \text{otherwise}. \end{cases}
\]

The constraint violation in (18) guides the search towards the feasible areas of the search space and helps to find the optimal weight asymptotically when the fitness reaches a plateau [33]. The optimal solution is assured only when the feasible solution is achieved with a best fitness.

### E. TERMINATION

As cDE-ICAR algorithm usually converges when there are no changes in the optimal solution vector and when the members of the population becomes closer to one another [33]. In order to detect the convergence of the algorithm, a similarity among the members of the population \( (w^k)_{k=1}^K \) is defined as follows:

\[
\text{similarity} = \sum_{k=1}^K \sum_{k' > k} \| w^k - w^{k'} \|
\]

Over the generations of cDE-ICAR, the similarity measure decreases and asymptotically reaches a zero (or to a minimum). However, in some instances, the algorithm may take a large number of generations to converge or exhibit fluctuations of similarity at the convergence. Therefore, in addition to the similarity measure, a maximum number of generations \( N_{\text{max}} \) is used as the stopping criterion.
The cDE-ICAR evolves with genetic operators of mutation, crossover and selection to all the members and converges to the optimal solution when a stopping criterion is met. The cDE-ICAR is given in Algorithm (1).

Algorithm 1 cDE-ICAR Algorithm

Generate an initial population \( \{w^k\}_{k=1}^{K} \) of size \( K \)

Set \( \kappa \) and \( q_c \)

repeat

for each individual \( k \) in the population do

Generate integers, \( \alpha_1, \alpha_2, \alpha_3, \alpha_4, \alpha_5 \in [1, K] \) randomly s.t. \( \alpha_1 \neq \alpha_2 \neq \alpha_3 \neq \alpha_4 \neq \alpha_5 \neq k \)

\[ v^k = w^{\alpha_1} + \kappa(w^{\alpha_2} - w^{\alpha_3}) + \kappa(w^{\alpha_4} - w^{\alpha_5}) \]

for every element \( j \) do

Generate a uniform random number \( q \in [0, 1] \) and random integer \( q' \in [0, n] \)

\[ u^j = \begin{cases} v^j & \text{if } q \leq q_c \text{ OR } q' = j \\ w^j & \text{otherwise} \end{cases} \]

end for

\[ w^k = \begin{cases} u^k & \text{if } (V(u^k) < V(w^k)) \text{ or} \\ V(u^k) = V(w^k) \text{ and } J(u^k) \leq J(w^k), & \text{otherwise} \end{cases} \]

end for

until a stopping criterion is met

F. PARAMETER SETTING

There are two key parameters in the cDE-ICAR algorithm: scaling factor \( \kappa \) and the crossover rate \( q_c \). The scaling factor should be large enough to escape the local optima and must be above a certain critical value to avoid premature convergence. A large crossover rate \( q_c \) speeds up convergence but from a certain value upwards, the convergence rate may decrease or the population may converge prematurely. When \( q_c = 1.0 \), the number of trial solutions will be reduced dramatically which may lead to stagnation [31]. The other two parameters in the evolutionary algorithm are the population size \( K \) and the maximum number of generations \( N_{\text{max}} \).

Although there are no definite rules or criteria to determine the above parameters, possible ranges that works for many applications have been determined [34]: \( K = 5 \cdot n, \kappa \in [0.4, 0.95] \) and \( q_c \in [0.3, 0.9] \). In our experiments, the algorithms were run for different values of \( \kappa \) and \( q_c \) within the recommended ranges and their values were empirically fixed. The maximum number of generations \( N_{\text{max}} \) were determined by looking at the performance of the algorithm.

IV. EXPERIMENTS AND RESULTS

Experiments on simulated signals and real EEG data were performed in order to demonstrate the performance of cDE-ICAR method in extracting the desired sources by using correlation as closeness measure. The results were compared with those obtained with ICA-R [5], I-cICA [20] and I-ICAR [19] algorithms and ICA with post selection. In this paper, correlation \( \varepsilon(y, r) = 1/(E[yr])^2 \) was used as the closeness measure.

A. SIMULATED DATA

Five signals were simulated: two deterministic periodic signals \( s_1 \) and \( s_2 \); a non-periodic super-Gaussian source signal \( s_3 \), a sub-Gaussian signal \( s_4 \), and a noise signal \( s_5 \) whose power spectrum matches the power spectrum of human EEG.

\[
\begin{align*}
    s_1 &= \sin(2\pi 12t) + \sin(2\pi 10t) \\
    s_2 &= \cos(2\pi 20t) + \cos(2\pi 15t) + \cos(2\pi 16t) \\
    s_3 &= \cos(2\pi 25t) + 2 \cos(2\pi 26t) + 0.03(\exp(1.5t) - \exp(2t)) \\
    s_4 &= \cos(2\pi 0.9t) \sin(2\pi 2t)
\end{align*}
\]

All the source signals were normalized to zero mean and unit variance. Each signal had 1000 time samples with a sampling interval of 4 ms. The excessive kurtosis of the super-Gaussian and sub-Gaussian signals were 5.38 and -0.76, respectively. The signals were linearly mixed using a weight matrix in which the elements were randomly drawn from a uniform distribution on the unit interval to obtain input signals. For example, synthetic sources and mixed signals obtained with the following mixing matrix \( A \):

\[
A = \begin{bmatrix}
0.98 & 0.59 & 0.12 & 0.09 & 0.73 \\
0.44 & 0.26 & 0.30 & 0.26 & 0.49 \\
0.11 & 0.60 & 0.32 & 0.80 & 0.58 \\
0.26 & 0.71 & 0.42 & 0.03 & 0.24 \\
0.41 & 0.22 & 0.51 & 0.93 & 0.46
\end{bmatrix}
\]

The signals recovered by cDE-ICAR algorithm from these synthetic mixtures are shown in Fig. 1. The cDE-ICAR algorithm was used to extract source signals \( s_1, s_2, s_3 \) and \( s_4 \) from the five input signals to demonstrate cDE-ICAR algorithm. The reference signal for extracting each of the desired sources was obtained by band-pass filtering of the observed signals that has the highest power in the frequency band of the desired source [7]. The parameters \( K = 30, \kappa = 0.7, q_c = 0.7 \), and \( N_{\text{max}} = 3000 \) were set as explained earlier. The signals extracted by ICA, followed by post-selection are also given.

1) PERFORMANCE EVALUATION

The performance index (PI) was used to evaluate the goodness of separation of desired sources from input mixtures [38]. For a source extracted using one-unit ICA-R,

\[
\text{PI} = \frac{\sum_{j=1}^{n} |p_j|}{\max_p |p_j|} - 1
\]

where \( p_j \) is the \( j \)-th element of \( p = w^T A \). PI is zero when the desired IC is perfectly separated. Distortion of the recovered signal is measured using the signal-to-noise ratio (SNR). To compensate for scale ambiguity of ICA, a scalar factor
FIGURE 1. Illustration of experiments with simulated data: (a) source signals, (b) input signals after linear mixing of sources with mixing matrix $A$, (c) reference signals used for extraction of $s_1$, $s_2$, $s_3$ and $s_4$, (d) signals extracted by using ICA, (e) signals extracted by ICA and post-selection, and (f) signals recovered using the cDE-ICAR algorithm. One time unit = 4 ms in the time axis.

\[ \beta = \arg \min_{\beta'} E[(\beta' y - s)^2] \] is obtained such that $\beta = E[y^2]^{-1} E[y s]$; and the SNR is then given by

\[ \text{SNR(dB)} = 10 \log_{10} \left( \frac{\sigma^2}{E[\beta y - s]^2]} \right) \quad (21) \]

where $E[(\beta y - s)^2]$ is the mean square error between the source and the recovered signal, and $\sigma^2 = E[s^2]$ is the variance of the desired source. A higher SNR means that the separated signals are closer to original source signals.

The extraction of signal sources $s_1$, $s_2$, $s_3$ and $s_4$ was performed 30 times with input signals simulated by mixing with different random mixing matrices $A$. The mean and variance of the performance measures SNR and PI that were obtained from ICA, ICA-R, I-cICA, I-ICAR, and cDE-ICAR...
algorithms are provided in Table 1. As seen, cDE-ICAR algorithm showed better performance in extracting source signals overall. In order to see whether the performances are indeed different, significant tests of the performance measures of cDE-ICAR against those of other methods were performed. The PI and SNR values were significantly better ($p < 0.001$) in extracting $s_1$, $s_2$, and $s_3$ compared to all other methods. For signal $s_4$, except the SNR ($p = 0.45$) and PI ($p = 0.62$) values over I-ICAR, improvement over all the other techniques was statistically significant ($p < 0.001$).

2) CONVERGENCE AND STABILITY

The plots in figure 2 illustrate the convergence of cDE-ICAR to an optimal solution or extraction of desired sources. Table 2 shows the constraint violations in extracting the feasible and have the best fitnesses, indicating that the convergence to its optima. That is, the solutions are distance measure and constraint violations reach zero while fitness values reach its optima. As the algorithms converge, constraint violations against generations, and fitness values overall. In order to see whether the performances are indeed different, significant tests of the performance measures of cDE-ICAR against those of other methods were performed. The PI and SNR values were significantly better ($p < 0.001$) in extracting $s_1$, $s_2$, and $s_3$ compared to all other methods. For signal $s_4$, except the SNR ($p = 0.45$) and PI ($p = 0.62$) values over I-ICAR, improvement over all the other techniques was statistically significant ($p < 0.001$).

2) CONVERGENCE AND STABILITY

The plots in figure 2 illustrate the convergence of cDE-ICAR in extracting source signals: $s_1$, $s_2$, $s_3$ and $s_4$ in terms of distance measure of populations containing the solutions and constraint violations against generations, and fitness values against function evaluations. As the algorithms converge, distance measure and constraint violations reach zero while fitness values reach its optima. That is, the solutions are feasible and have the best fitnesses, indicating that the convergence to an optimal solution or extraction of desired sources. Table 2 shows the constraint violations in extracting the two sources with ICA-R, I-cICA, I-ICAR, and cDE-ICAR algorithms. Unlike cDE-ICAR, the other algorithms do not explicitly compute and incorporate constraint violations into the optimization. The cDE-ICAR algorithm achieves zero constraint violations, ensuring feasibility at convergence. The other ICA-R methods do not (satisfy the constraints) necessarily ensure the feasibility of the solution upon convergence, which makes it difficult determine if the extraction of the desired source is at global optima.

B. EEG DATA

To demonstrate the validity of the proposed method, experiments with real EEG data were performed and results were compared with other methods.

1) EXPERIMENTAL SETUP

EEG data is taken from BCI Competition 2003, which was provided by the Wadsworth Center, NYC Department of Health [35]. Data was collected from three subjects $A$, $B$ and $C$. The subject sat in a reclining chair facing a video screen and was asked to remain motionless during the experiment. Scalp electrodes recorded 64 channels of EEG [36], each with reference to an electrode on the right ear (amplification 20,000; bandpass of 0.1-60 Hz). All 64 channels were digitized at 160 Hz and stored. Data was collected from each subject for 10 sessions of 30 min each. Each session consisted of 6 runs, separated by 1 min break, and each run consisted of approximately 32 individual trials. Each trial began with a 1-s period during which the screen was blank. Then, the target appeared at one of four possible positions on the right edge. One second later, a cursor appeared at the middle of the left edge of the screen which used subject’s $\mu$ or $\beta$ rhythm (i.e., frequencies between 8-12 Hz or 18-24 Hz, respectively) to control the vertical cursor movement towards the target that appears at one of four possible positions on right edge of the video screen. The target on the upper corner of the right edge is labeled as “top”, whereas the lower corner target is labeled as “bottom”. When the cursor reached the right edge, the screen went blank. This event signaled the end of the trial.

The cDE-ICAR and other algorithms were used to extract $\mu$ rhythms from the trials corresponding to target position: “top” and “bottom” of subjects $A$, $B$ and $C$. Electrodes from the motor cortex part of the brain - FC5, FC3, FC1, FCz, FC2, FC4, FC6, C5, C3, C1, Cz, C2, C4, C6, CP5, CP3, CP1, CPz, CP2, CP4, CP6 - were chosen for source analysis as the interest was to see the sensorimotor activity of the brain. The parameters of cDE-ICAR were $K = 40$, $\kappa = 0.7$, $q_c = 0.7$ and $N_{max} = 3500$.

2) REFERENCE SIGNALS

The reference signal for the experiments was obtained using wavelet packet decomposition (WPD) of observed EEG data as described in [7]. EEG signals from channels C3 and C4, closer to the sensorimotor cortex from where $\mu$ rhythms originate, were decomposed using Daubechies mother wavelets. The decomposition was carried out for each signal at a certain scale $\zeta$, which splits the signal into $2^\zeta$ subbands resulting in a

### Table 1. SNR and PI values of extracting synthetic sources.

<table>
<thead>
<tr>
<th></th>
<th>ICA</th>
<th>ICA-R</th>
<th>I-cICA</th>
<th>I-ICAR</th>
<th>cDE-ICAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s_1$</td>
<td>SNR</td>
<td>14.92 ± 2.43</td>
<td>30.97 ± 2.78</td>
<td>22.66 ± 2.14</td>
<td>29.56 ± 1.53</td>
</tr>
<tr>
<td></td>
<td>p-value</td>
<td></td>
<td>&lt; 0.001</td>
<td>&lt; 0.001</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>$s_2$</td>
<td>SNR</td>
<td>4.24 ± 3.25</td>
<td>22.75 ± 2.75</td>
<td>12.12 ± 2.39</td>
<td>30.43 ± 1.32</td>
</tr>
<tr>
<td></td>
<td>p-value</td>
<td></td>
<td>&lt; 0.001</td>
<td>&lt; 0.001</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>$s_3$</td>
<td>SNR</td>
<td>4.75 ± 4.23</td>
<td>3.41 ± 1.85</td>
<td>3.96 ± 2.25</td>
<td>4.73 ± 1.32</td>
</tr>
<tr>
<td></td>
<td>p-value</td>
<td></td>
<td>&lt; 0.001</td>
<td>&lt; 0.001</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>$s_4$</td>
<td>SNR</td>
<td>3.56 ± 2.49</td>
<td>15.38 ± 2.52</td>
<td>14.16 ± 2.25</td>
<td>20.16 ± 1.32</td>
</tr>
<tr>
<td></td>
<td>p-value</td>
<td></td>
<td>&lt; 0.001</td>
<td>&lt; 0.001</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td></td>
<td>PI</td>
<td>0.61 ± 0.24</td>
<td>0.22 ± 0.13</td>
<td>0.28 ± 0.05</td>
<td>0.28 ± 0.03</td>
</tr>
<tr>
<td></td>
<td>p-value</td>
<td></td>
<td>&lt; 0.001</td>
<td>&lt; 0.001</td>
<td>&lt; 0.001</td>
</tr>
</tbody>
</table>

The experiments with real EEG data were performed and results were compared with other methods.
balanced binary tree structure. Scalp electrodes recorded over 64 channels of EEG were each band-pass filtered in the range 0.1-60 Hz. Therefore choosing $\zeta = 4$, the signal is split into 16 sub-bands with a frequency resolution of approximately $3 \sim 4$ Hz. The wavelet packet coefficients of the subband whose frequency corresponds to the frequency of the desired $\mu$ rhythms (8-12 Hz) were used to reconstruct the reference signal.

3) PERFORMANCE EVALUATION

To evaluate the performance of extracting the sensorimotor activity ($\mu$ rhythm), a reactivity index $R_\mu$ is defined as the
relative normalized variation of power spectral density between the stimulus ON and OFF states relative to the power in the OFF state:

\[ R_\mu = \frac{\sum_\mu P_{ON} - \sum_\mu P_{OFF}}{\sum_\mu P_{OFF}} \]  

(22)

where ON state corresponds from 3 s to 4.5 s of each trial after stimulus onset where the subject uses \( \mu \) rhythm (8-13 Hz) to control the cursor and OFF corresponds from 0 s to 3 s of each trial where the subject shows no \( \mu \)-band activity.

Figure 3 shows bars representing mean±1.96×standard error of \( \mu \) reactivity indices over all the trials across different subjects for each method. The \( \mu \) reactivity indices \( R_\mu \) of sources across subjects clearly depict that the component extracted using cDE-ICAR shows a significant \( \mu \) activity during the stimulus period in both “top” and “bottom” targets, compared to those extracted by other methods. The performance of I-cICA and I-ICAR methods over ICA-R was not consistently better for all the subjects.

In addition to ICA based methods, we compare the performance of extracting \( \mu \) rhythms by using Common Spatial Patterns (CSP) and Linear Discriminant Analysis (LDA) which has been used in many applications of motor imagery based BCI [35] for classification of sources/features extracted using different methods as desired or undesired. The training data for classification is generated using all the trials that correspond to target positions: “top” and “bottom” of subjects A, B and C. For both the targets, the trials that hit the target are labelled as desired and the trials that missed the target are labelled as undesired.

CSP based spatial filtering essentially projects multi-channel EEG data in to low-dimensional spatial subspace with a projection matrix, each row of which corresponds to the weights of each channel called the spatial pattern. The algorithm is based on the simultaneous diagonalization of covariance matrices of EEG data under two conditions [37]. CSP filters maximize the variance of the spatially filtered signal under one condition while minimizing it for the other condition.

### V. DISCUSSION

The DE algorithm is simple, efficient, and deliver better results in optimization problems involving real variables. It creates diverse search directions by mutating the differences of randomly selected parent vectors; this promotes the exploration of search space and thereby converges more efficiently and accurately towards the global optima. Compared to other population-based algorithms, DE algorithm requires tuning of less parameters whose ranges are known. The selection of the upper-bound of the distance function \textit{a priori} or learning rates of Newton-like algorithm is not needed in the cDE-ICAR algorithm.

To demonstrate the utility in cDE-ICAR, \( \mu \)-rhythms from EEG data collected in a BCI application were extracted.

---

**TABLE 3.** Average classification accuracies (mean ± std %) for different methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>Subject A</th>
<th>Subject B</th>
<th>Subject C</th>
</tr>
</thead>
<tbody>
<tr>
<td>CSP</td>
<td>61.75 ± 2.2</td>
<td>68.16 ± 3.1</td>
<td>64.14 ± 2.8</td>
</tr>
<tr>
<td>ICA</td>
<td>50.18 ± 3.5</td>
<td>59.47 ± 3.1</td>
<td>55.28 ± 2.5</td>
</tr>
<tr>
<td>ICA-R</td>
<td>65.25 ± 3.5</td>
<td>69.86 ± 4.2</td>
<td>64.34 ± 3.8</td>
</tr>
<tr>
<td>I-cICA</td>
<td>70.98 ± 2.5</td>
<td>82.47 ± 3.3</td>
<td>68.78 ± 2.4</td>
</tr>
<tr>
<td>I-ICAR</td>
<td>76.60 ± 4.7</td>
<td>70.82 ± 5.5</td>
<td>71.84 ± 3.2</td>
</tr>
<tr>
<td>cDE-ICAR</td>
<td>85.41 ± 3.1</td>
<td>92.53 ± 3.5</td>
<td>87.91 ± 3.7</td>
</tr>
</tbody>
</table>

After having band-pass filtered EEG signals to the desired \( \mu \) rhythms of interest, spatial patterns are extracted to discriminate the strong rhythm (desired) and a weak rhythm (undesired). The feature vector is computed as the normalized log power (variance) of these signals. The log-transformation serves to approximate normal distribution of the data.

For the component based methods of ICA and ICA-R methods, the sum of power spectral density in the \( \mu \)-band of the component extracted during the stimulus ON condition is used as a feature for classification of sources. LDA used training data to learn the parameters of classification and feature information to classify each trial in a run of testing data as desired or not. Table 3 lists average classification accuracies that are achieved for a given subject.

The estimated extracted time courses of activation correspond to one of the ICA components. The inverse of estimated weight vector gives relative projection strengths of the extracted components at each of scalp sensors. The strengths of scalp projections provide evidence for physiological origins of the component. The scalp maps are obtained by back-projecting \( \mu \) rhythms extracted by ICA-R and cDE-ICAR techniques on the subjects, as shown in Fig. 4 for different experiments. For the entire stimulus ON period (3 s to 4.5 s), the scalp maps show similar topological pattern. For sake of illustration, scalp maps at time instant \( t = 3.19 \ s \) are shown. Most scalp maps show neuronal sources from the sensory motor cortex part of the brain. The activation patterns obtained by cDE-ICAR method were more focal and highlighted in the expected regions of the brain compared to those obtained with ICA-R.
Experiments showed that cDE-ICAR was able to recover more rhythmic activity in \( \mu \)-band and locate the source signals better; the scalp maps show more focal and higher source signals extracted by the cDE-ICAR than those obtained from other methods. The color difference in the scalp projection obtained from ICA-R of subject B for top target can be contributed to the smaller amplitude, if the difference was caused by the on/off control strategy, as both ICA and cDE-ICAR employ the same data, the ICA and cDE-ICAR will show similar pattern.

Because of the nature of the evolutionary algorithms, the computational complexity of cDE-ICAR was higher than the earlier approaches. Though our experiments indicate that cDE-ICAR algorithm is likely to have better convergence and higher stability in applications compared to other algorithms such as I-ICAR and I-cICA, there is no guarantee that the cDE-ICAR will converge to global optima of solutions and produce the desired signal without errors and artifacts. One way to avoid this problem is to perform source extraction with cDE-ICAR with different initial populations and select the best solution out of all attempts. But in our experiments, with the initialization seeded by the pseudo-inverse of the input signals, the convergence was always found the best solution.

Experiments with synthetic data show that the search continued towards the solutions with lower constraint violations as opposed to the Newton-like learning method of ICA-R where the constraints are violated. The evolutionary nature of cDE-ICAR brings the search out of local saddle points, thereby converging more efficiently and accurately towards the global optimal solution. Though our experiments empirically demonstrated that cDE-ICAR is likely to have better convergence and higher stability as compared against CSP and other ICA based algorithms, there is no theoretical proof that guarantees the convergence of cDE-ICAR to global optima.

VI. CONCLUSIONS
In order to overcome the problems due to the penalized contrast function of ICA-R, a framework based on constrained DE learning algorithm for ICA-R (cDE-ICAR) is developed. The contrast function and the constraints were incorporated into the selection process of evolution. By setting the upper-bound of the distance function it was shown that a major bottleneck for convergence and stability in ICA-R is not required for cDE-ICAR as the distance between the reference and extracted signals is employed as a measure of contrast violation. By keeping a population of solutions, the cDE-ICAR is able to reach the global optima and extracts the desired signal. Results show increased stability of the algorithm for different mixing matrices and improved convergence while recovering the desired signal accurately. Performance evaluation of synthetic data showed statistically significant improvement in results as compared to ICA, ICA-R, I-cICA and I-ICAR methods.
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