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Differential Distributed Cayley Space-Time Codes

Frédérique Oggier and Emmanuel Lequeu *
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Abstract

We consider a wireless relay network with no channel information, which implements differential distributed space-time coding. We propose a coding strategy based on Cayley codes, which yields high data rate codes available for an arbitrary number of relay nodes.

Keywords. differential distributed space-time coding, Cayley codes.

1 Introduction

We address the problem of designing codes for wireless relay networks with no channel information. The idea behind coding for wireless networks in general (with or without channel information) is to use the relay nodes between the sink and the source to obtain the diversity known to be achieved by multiple antenna systems [18, 11]. A huge amount of work has been done recently to propose wireless relay network coding schemes offering high diversity gain, for all kind of scenarios, e.g. amplify-and-forward protocols [1, 3], amplify-and-forward protocols with several antennas [21], distributed space-time coding [8], asynchronous cooperative diversity schemes [13], multi-hop protocols [22], to name a few.

In this work, we are interested in the case where none of the transmitter, receiver, nor relays have channel information. To deal with this situation, several authors independently suggested to adapt unitary differential space-time coding to distributed space-time coding [10, 15, 16, 9]. All the authors concluded that suitable differential codes are families of unitary commuting matrices (this will be made more precise later). Examples of such codes already in the literature are cyclic codes, namely diagonal unitary codes proposed originally for differential space-time coding [6, 5]. However the size of the codewords corresponds to the
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number of antennas (typically smaller than 6), while in a distributed settings, it corresponds to the number of users (which can be larger than 6). Generalized constructions of cyclic codes suitable for larger number of users have been proposed in [17]. However, cyclic codes stay difficult to decode and to build for high rates. In [9], circulant codes, that is codes based on circulant matrices are proposed. In [19], differential distributed space-time coding is extended to consider scaled unitary matrices, and codes are constructed using Clifford algebras, which furthermore have low decoding complexity. They are however available for number of relays which are powers of 2.

Before going on further, let us first start by recalling the system model in which differential distributed space-time coding has been defined.

1.1 System model

We consider a wireless relay network with $R$ half-duplex relay nodes, that we assume synchronized. The coding protocol we will now describe belongs to the family of distributed space-time coding protocols [8]. Note that we give the main idea and skip the details on purpose (the reader may refer to [8]). During a first phase, the source broadcasts a signal $s$ to the $R$ relays, which are equipped with a unitary matrix $A_i$, $i = 1, \ldots, R$, computed beforehand. Each relay receives a signal $r_i$ through a SISO channel, and multiplies its received vector $r_i$ by $A_i$, before forwarding $A_i r_i$ to the sink. The sink gathers the sum of all its received signal, and it can be shown that what it senses is actually a distributed codeword, that is a codeword of the form

$$(A_1 s, \ldots, A_R s),$$
called distributed since it has been encoded by both the source and the $R$ relays. Differential modulation is now implemented as follows [15, 16]. Let $s$ be a fix initial vector, and let $U_j$, $j = 1, \ldots, L$ be unitary codewords encoding the data to be sent. At the first step of transmission, the initial signal $s$ is sent. At the next step, we send $s_1 = U_1 s$, and more generally at the $j$th step,

$$s_j = U_j s_{j-1},$$

where $s_{j-1}$ denotes the signal at time $j - 1$. The corresponding distributed codeword is thus of the form

$$(A_1 U s, \ldots, A_R U s).$$

Now assuming that $A_i U_j s = U_j A_i s$ for all $i = 1, \ldots, R$, $j = 1, \ldots, L$, then we have that

$$U(A_1 s, \ldots, A_R s).$$

Using the classical idea behind differential modulation [5, 6], we can thus replace the term $(A_1 U s, \ldots, A_R U s)$ in $U(A_1 U s, \ldots, A_R U s)$ by the signal received at the previous time, and thus decode $U$ without knowledge of the channel. The pairwise probability of this strategy has been analyzed in [15, 16], where it has been show that the full diversity criterion holds, namely $C = \{U_1, \ldots, U_L\}$ has to satisfy $\det(U_l - U_{l'}) \neq 0$ for all $l \neq l'$. 
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The problem is similar to standard differential space-time coding, with many more constraints, since it involves the design of both unitary matrices $A_i$, $i = 1, \ldots, R$ and unitary codewords $C = \{U_1, \ldots, U_L\}$, with the requirement that every $U_j$ commute with every $A_i$. Furthermore [15, 16], the matrix $(A_1s, \ldots, A_Rs)$ is required to be unitary.

1.2 Contribution and organization

Implementing differential modulation for distributed space-time coding as described above requires the following codebook:

**Definition 1** A differential distributed space-time code consists of a codebook of unitary matrices $U_1, \ldots, U_L$ of size $R$ satisfying the following properties:

- The family $\{U_l\}$ is fully-diverse.
- There are unitary matrices $A_1, \ldots, A_R$ of size $R$ and a column vector $s$ of length $R$ such that the matrix $[A_1s, \ldots, A_Rs]$ is unitary and that we have $A_iU_l s = U_l A_is$, $i = 1, \ldots, R$ and $l = 1, \ldots, L$.

Note that, for the last requirement to be satisfied, it is enough to have $A_iU_l = U_l A_i$, $i = 1, \ldots, R$ and $l = 1, \ldots, L$.

The main issue we address in this work is to design families of codes satisfying the above design criterion, which are available for any number of relays, for high rates, and which come with an efficient decoding algorithm. To do so, we present a construction based on Cayley codes [4]. We will prove that the proposed distributed Cayley codes have the following properties:

- they provide a unitary fully diverse codebook $C = \{U_l, l = 0, \ldots, L - 1\}$ (see Section 2) as well as the corresponding commuting relay matrices $\{A_i\}$, $i = 1, \ldots, R$,
- they can be built for an arbitrary number of relay nodes (see Section 3 for examples in small dimensions and Section 4 for a method to extend to higher dimensions using tensor products).

Furthermore, Cayley codes allow a linear and flexible encoding which enables high data rate, where changing the rate of the code only depends on the size of the information symbol set, and not on the encoding matrices, designed once for all for a given dimension. Finally Cayley codes can be decoded using a linearized sphere decoder algorithm [4].

The paper is organized as follows. In Section 2, Cayley codes are recalled, and a general method to design fully-diverse Cayley codes jointly with encoding matrices at the relays is proposed. Examples in small dimensions, for 2, 3 and 4 relays are detailed in Section 3. A generalization for arbitrary number of relays based on tensor product is given in Section 4. Finally, simulation results are provided in Section 5, with comparison to previously proposed codes.
2 Distributed Cayley codes

Let us start by recalling the definition of Cayley codes. Let \( X \) be a Hermitian matrix. Its unitary Cayley transform \( U \) is defined by

\[
U = (I + iX)^{-1}(I - iX).
\]

It is easy to check that \( U \) is indeed unitary. Since \( X \) is Hermitian, all its eigenvalues are real, thus all the eigenvalues of \( iX \) are complex, making sure that \(-1\) is not an eigenvalue of \( iX \) so that \((I + iX)\) is indeed invertible.

**Definition 2** A Cayley code \( C \) of cardinality \( L \) is thus a family of \( R \times R \) unitary matrices \( U_l \) such that

\[
U_l = (I + iX_l)^{-1}(I - iX_l), \quad l = 0, \ldots, L - 1,
\]

for a family \( \{X_l\} \) of Hermitian matrices.

Let \( A \) be the signal set. Encoding of information symbols \( \alpha_1, \ldots, \alpha_Q \in A \) is done using a basis \( \Phi_q, \quad q = 1, \ldots, Q \) of Hermitian matrices:

\[
X_l = \sum_{q=1}^{Q} \alpha_{l,q} \Phi_q, \quad l = 1, \ldots, L.
\]

The rate \( R_C \) of a Cayley code is thus

\[
R_C = \frac{1}{R} \log_2 |A|^Q.
\]

### 2.1 Fully diverse Cayley codes

Cayley codes have been introduced in [4] for differential MIMO transmission. Though it has been proved in [4] that a Cayley code \( \{U_l, \quad l = 0, \ldots, L - 1\} \) is fully diverse if and only if the family \( \{X_l, \quad l = 0, \ldots, L - 1\} \) is fully diverse, it is only in [14] that a way to construct fully diverse Cayley codes has been provided, by designing \( \{X_l, \quad l = 0, \ldots, L - 1\} \) from division algebras. In this work, we consider Cayley codes based on field extensions in order to similarly get fully diverse codes.

Let \( K/F \) be a Galois number field extension of degree \( n \), and let \( \{\omega_1, \ldots, \omega_n\} \) be a \( F \)-basis of \( K \) as vector space over \( F \).

**Definition 3** The matrix \( M_x \) of multiplication by \( x \) is defined by

\[
(\omega_1, \ldots, \omega_n)M_x = x(\omega_1, \ldots, \omega_n)
\]

where \( M_x \) has coefficients in \( F \).
Lemma 1 Let \( \{\sigma_1; \sigma_2; \ldots; \sigma_n\} \) be the Galois group of \( K/F \). Then we have

\[
M_x = P^{-1} \begin{pmatrix} \sigma_1(x) & \ldots & \sigma_n(x) \\ \vdots & \ddots & \vdots \\ \sigma_1(x) & \ldots & \sigma_n(x) \end{pmatrix} P, \quad P = \begin{pmatrix} \sigma_1(\omega_1) & \ldots & \sigma_1(\omega_n) \\ \sigma_n(\omega_1) & \ldots & \sigma_n(\omega_n) \end{pmatrix}
\]

for all \( x \in K \).

**Proof.** It is clear from the definition of \( M_x \) that

\[
PM_x = \begin{pmatrix} \sigma_1(x) & \ldots & \sigma_n(x) \\ \vdots & \ddots & \vdots \\ \sigma_1(x) & \ldots & \sigma_n(x) \end{pmatrix} P,
\]

since \( \sigma_1, \ldots, \sigma_n \) are \( F \)-linear.

\[\blacksquare\]

In particular, we will consider field extensions of the form \( \mathbb{Q}(\zeta_n R)/\mathbb{Q}(\zeta_n) \), where \( \zeta_n \) denotes a primitive \( n \)th root of unity (say \( \exp(2i\pi/n) \)), such that any prime divisor of \( R \) is a prime divisor of \( n \), obtained by considering the minimal polynomial \( p(x) = x^R - \zeta_n \) over \( \mathbb{Q}(\zeta_n) \). Indeed, we have the following

**Proposition 1** The polynomial \( p(x) = x^R - \zeta_n \) is irreducible over \( \mathbb{Q}(\zeta_n) \) if and only if any prime divisor of \( R \) is a prime divisor of \( n \).

**Proof.** The polynomial \( x^R - \zeta_n \) is irreducible over \( \mathbb{Q}(\zeta_n) \) if and only if the extension \( \mathbb{Q}(\zeta_n R)/\mathbb{Q}(\zeta_n) \) is of degree \( R \). Now, the extensions \( \mathbb{Q}(\zeta_n R)/\mathbb{Q} \) and \( \mathbb{Q}(\zeta_n)/\mathbb{Q} \) are respectively of degree \( \varphi(n R) \) and \( \varphi(n) \), where \( \varphi \) denotes the Euler function. Therefore, the extension \( \mathbb{Q}(\zeta_n R)/\mathbb{Q}(\zeta_n) \) is of degree

\[
\frac{\varphi(n R)}{\varphi(n)} = R \prod_q \left( 1 - \frac{1}{q} \right),
\]

where \( q \) runs through the set of primes that divide \( R \) and do not divide \( n \). The proposition follows.

\[\blacksquare\]

Let now \( x_l = x_{l,0} + x_{l,1} \zeta_n R + \ldots + x_{l,R-1} \zeta_n^{R-1} \in K \). Its multiplication matrix is given by

\[
\begin{pmatrix}
   x_{l,0} & \zeta_n x_{l,R-1} & \ldots & \zeta_n^{R-1} x_{l,1} \\
   x_{l,1} & x_{l,0} & \ldots & \zeta_n x_{l,2} \\
   \vdots & \vdots & \ddots & \vdots \\
   x_{l,R-1} & x_{l,R-2} & \ldots & x_{l,0}
\end{pmatrix}
\] (1)
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We consider Cayley codes where \( X_l = M_{x_l} \) for some \( x_l \in K \). This ensures us of a fully-diverse codebook \( C \), since
\[
\det(X_l - X_{l'}) = \det(M_{x_l} - M_{x_{l'}}) = \det(M_{x_l-x_{l'}}) = 0 \iff x_l - x_{l'} = 0 \iff l = l'. \tag{2}
\]
Hermitian matrices \( X_l \) can be found by explicitly requesting \( X_l = X_l^* \). In the case of the matrix (1), the conditions are
\[
x_{l,0} = x_{l,0}^*, \quad \zeta_n x_{l,R-j} = x_{l,j}^*, \quad j = 1, \ldots, R - 1.
\]
One can verify that these conditions are satisfied if and only if \( x_l \) lies in \( \mathbb{R} \). This follows from Lemma 2

**Lemma 2** Let \( x \in \mathbb{Q}(\zeta_n)/\mathbb{Q}(\zeta_n) \) and let \( M_x \) be its multiplication matrix as above. Then we have \( M_x^* = M_{x^*} \).

**Proof.** This follows from Lemma 1, using the fact that, in this case, the matrix \( P \) is such that \( P^{-1} = \frac{1}{R} P^* \).

\[\square\]

### 2.2 Commuting matrices at the relays

In order to design coding matrices at the relays, we are now interested in commuting properties of the matrices \( \{X_l, l = 0, \ldots, L - 1\} \). Note that by contrast, a Cayley code based on division algebras [14] does not have of course the property of commuting, which makes them unsuitable for designing distributed codes.

**Lemma 3** Let \( M_x \) be the matrix of multiplication by \( x \) as above and \( A \) be a matrix. If \( AM_x = M_x A \), then
\[
A(I - M_x)(I + M_x)^{-1} = (I - M_x)(I + M_x)^{-1}A.
\]

As a corollary to the above lemma, we get a systematic way of constructing codes as described in Definition 1.

**Proposition 2** Consider the Cayley codebook \( C \) of unitary matrices
\[
\{ U_l = (I + i M_{x_l})^{-1}(I - i M_{x_l}), \quad M_{x_l} \text{ as in (1)}, \quad l = 0, \ldots, L - 1 \}
\]
with the condition that for all \( l \),
\[
x_{l,0} = x_{l,0}^*, \quad \zeta_n x_{l,R-j} = x_{l,j}^*, \quad j = 1, \ldots, R - 1. \tag{3}
\]
Take furthermore for the unitary coding matrices at the relays the encoding matrices
\[
\{ A_j = M_{x_j}, \quad x_j = \zeta_{Rn}^{-1}, \quad j = 1, \ldots, R \}.
\]
Then this code satisfies the requirements of Definition 1.
Proof. Note first that the Cayley transform is well defined since the conditions (3) yield Hermitian matrices $M_{xl}$ for all $l$.

• The family $\{U_l\}$ is fully-diverse since we consider matrices of multiplication of field elements.

• By definition, we have taken $A_j = M_{xl}$, $x_j = \zeta_R^{-1}$, $j = 1, \ldots, R$, which implies that

$$A_j = \begin{pmatrix} 0 & 0 & \zeta_n \\ 1 & 0 & 0 \\ & & 1 \end{pmatrix}^{j-1},$$

which is clearly unitary. Furthermore, if we take $s = (1, 0, \ldots, 0)^T$,

$$[A_1s, A_2s, \ldots, A_Rs] = I$$

which is clearly unitary too.

• We have that

$$A_jU_l = U_lA_j, \quad j = 1, \ldots, R, l = 0, \ldots, L - 1,$$

as a consequence of the above lemma.

3 Constructions in small dimensions

We now give examples of code constructions for 2, 3, and 4 relays.

3.1 Codes for 2 relays

Consider the minimal polynomial $p(x) = x^2 - i$ (that is $R = 2$ and $n = 4$), defined over $F(i)$, $F \subset \mathbb{R}$. Let $\zeta_8$ be a primitive 8th root of unity, and let $F(\zeta_8, i)/F(i)$ be a field extension with $F(i)$-basis $\{1, \zeta_8\}$. The multiplication matrix $M_x$ of $x = x_0 + \zeta_8x_1 \in F(\zeta_8, i)$ is given by

$$M_x = \begin{pmatrix} x_0 & ix_1 \\ x_1 & x_0 \end{pmatrix}. \quad (4)$$

For $M_x$ to be a Hermitian matrix, we need $x_0^* = x_0$ and $x_1^* = ix_1$, that is, if we write $x_0 = a_0 + ib_0$ and $x_1 = a_1 + ib_1$, $a_0, b_0, a_1, b_1 \in F$

$$a_0 - ib_0 = a_0 + ib_0, \quad a_1 - ib_1 = i(a_1 + ib_1).$$
This yields $b_0 = 0$ and $a_1 = -b_1$, which gives the Hermitian multiplication matrix

$$\begin{pmatrix} a_0 & ia_1(1-i) \\ a_1(1-i) & a_0 \end{pmatrix}, \ a_0, a_1 \in F. \quad (5)$$

A Cayley codebook is obtained by considering the Cayley transform of the Hermitian matrices (5).

The encoding matrices at the relays are

$$A_1 = I_2, \ A_2 = \begin{pmatrix} 0 & i \\ 1 & 0 \end{pmatrix}. \quad$$

In the above construction, the encoding of the information symbols $a_0, a_1$ is done as follows:

$$X = a_0 \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + a_1 \begin{pmatrix} 0 & i(1-i) \\ 1-i & 0 \end{pmatrix}.$$ 

Thus, if $a_0, a_1$ take value in a set $\mathcal{A} \subset F$, the rate $R_C$ of the code is

$$R_C = \frac{1}{2} \log_2 |\mathcal{A}|^2 = \log_2 |\mathcal{A}|.$$ 

An alternative construction is given by taking the minimal polynomial $p(x) = x^2 + \zeta_3$ (that is $R = 2$ and $n = 6$) over $F(\zeta_3)$. By similar computations as above, we get that a Hermitian multiplication matrix is given by

$$\begin{pmatrix} a_0 & -\zeta_3 b_1(2 + \zeta_3) \\ b_1(2 + \zeta_3) & a_0 \end{pmatrix}, \ a_0, b_1 \in F \subset \mathbb{R},$$

for which suitable encoding matrices at the relays are

$$A_1 = I_2, \ A_2 = \begin{pmatrix} 0 & -\zeta_3 \\ 1 & 0 \end{pmatrix}. \quad$$

### 3.2 Codes for 3 relays

Let $\zeta_3$ be a primitive 3rd root of unity. Consider the minimal polynomial $p(x) = x^3 - \zeta_3$ (that is $R = 3$ and $n = 3$), defined over $F(\zeta_3), \ F \subset \mathbb{R}$, and let $\theta$ be such that $p(\theta) = 0$. Consider now the field extension $F(\theta, \zeta_3)/F(\zeta_3)$, with $F(\zeta_3)$-basis $\{1, \theta, \theta^2\}$. Let $x = x_0 + \theta x_1 + \theta^2 x_2 \in F(\theta, \zeta_3)$, and let $M_x$ be its multiplication matrix given by

$$M_x = \begin{pmatrix} x_0 & \zeta_3 x_2 & \zeta_3^2 x_1 \\ x_1 & x_0 & \zeta_3 x_2 \\ x_2 & x_1 & x_0 \end{pmatrix}. \quad (6)$$

We write $x_j = a_j + \zeta_3 b_j, \ a_j, b_j \in F, \ j = 1,2,3$. It is easy to check that the matrix $M_x$ of (6) is Hermitian if and only if the following two conditions hold: $x_0^* = x_0$ and $x_1^* = \zeta_3 x_2$, namely

$$b_0 = 0, \ a_2 = -a_1, \ b_2 = b_1 - a_1.$$
This yields $x_0 = a_0 \ x_1 = a_1 + \zeta_3 b_1 \ x_2 = -a_1 + (b_1 - a_1)\zeta_3$. We thus obtain the following family of Hermitian matrices

$$
\begin{pmatrix}
  a_0 & a_1 - b_1 - \zeta_3 b_1 & -b_1 + (a_1 - b_1)\zeta_3 \\
  a_1 + \zeta_3 b_1 & a_0 & a_1 - b_1 - \zeta_3 b_1 \\
-a_1 + (b_1 - a_1)\zeta_3 & a_1 + \zeta_3 b_1 & a_0
\end{pmatrix}
$$

(7)

for all $a_0, a_1, b_1 \in F$. A Cayley codebook is obtained by considering the Cayley transform of the Hermitian matrices (7).

We take for unitary matrices at the relays

$$
A_1 = I_3, \ A_2 = \begin{pmatrix} 0 & \zeta_3 & 0 \\ 0 & 0 & \zeta_3 \\ 1 & 0 & 0 \end{pmatrix}, \ A_3 = \begin{pmatrix} 0 & 0 & \zeta_3 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix}.
$$

If the information symbols $a_0, a_1, b_1$ take value in a set $A \subset F$, the rate $R_C$ of the code is

$$
R_C = \frac{1}{3} \log_2 |A|^3 = \log_2 |A|.
$$

Consider now the minimal polynomial $p(x) = x^3 - \zeta_9$ (that is $R = 3$ and $n = 9$) defined over $F(\zeta_9)$. By repeating similar computations as above, we find that a Hermitian multiplication matrix is given by

$$
\sum_{k=0}^5 a_0 H_k + \sum_{j=0}^2 b_0 (\zeta_9 + \zeta_9^{-1})^j
$$

where

$$
H_k = \begin{pmatrix}
  0 & \zeta^{-k} & \zeta^{k+1} \\
  \zeta^k & 0 & \zeta^{-k} \\
  \zeta^{-k-1} & \zeta^k & 0
\end{pmatrix}, \ \zeta = \zeta_9, \ k = 0, \ldots, 5.
$$

The rate $R_C$ of this new code is now

$$
R_C = \frac{1}{3} \log_2 |A|^9 = 3 \log_2 |A|.
$$

### 3.3 Codes for 4 relays

We consider the minimal polynomial $p(x) = x^4 - i$ over $F(i)$. A Hermitian multiplication matrix is given by

$$
\begin{pmatrix}
  a_0 & -i(b_1 + ia_1) & a_2(i - 1) & i(a_1 + ib_1) \\
  a_1 + ib_1 & a_0 & -i(b_1 + ia_1) & a_2(i - 1) \\
 a_2(1 + i) & a_1 + ib_1 & a_0 & -i(b_1 + ia_1) \\
-(b_1 + ia_1) & a_2(1 + i) & a_1 + ib_1 & a_0
\end{pmatrix}, \ a_0, a_1, a_2, b_1 \in F
$$

yielding a rate of $\log_2 |A|$. 

Alternatively, consider the minimal polynomial \( p(x) = x^4 - \zeta_8 \) over \( F(\zeta_8) \). A Hermitian multiplication matrix can be computed similarly as above, which yields a basis of 8 Hermitian matrices as follows:

\[
\mathbf{I}_4, (\zeta_8 + \zeta_8^{-1})\mathbf{I}_4,
\]
corresponding to the diagonal elements being real,

\[
\begin{pmatrix}
0 & 1 & 0 & \zeta_8 \\
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 \\
-\zeta_8^3 & 0 & 1 & 0 \\
\end{pmatrix},
\begin{pmatrix}
0 & \zeta_8^3 & 0 & \zeta_8^2 \\
\zeta_8 & 0 & -\zeta_8^3 & 0 \\
0 & \zeta_8 & 0 & -\zeta_8^3 \\
-\zeta_8^2 & 0 & \zeta_8 & 0 \\
\end{pmatrix},
\begin{pmatrix}
0 & -\zeta_8^2 & 0 & \zeta_8^3 \\
\zeta_8^2 & 0 & -\zeta_8 & 0 \\
0 & \zeta_8^2 & 0 & -\zeta_8^3 \\
-\zeta_8 & 0 & \zeta_8^2 & 0 \\
\end{pmatrix},
\begin{pmatrix}
0 & -\zeta_8 & 0 & -1 \\
\zeta_8^3 & 0 & -\zeta_8 & 0 \\
0 & \zeta_8^3 & 0 & -\zeta_8 \\
-1 & 0 & \zeta_8 & 0 \\
\end{pmatrix},
\]

and finally

\[
\begin{pmatrix}
0 & 0 & 1 + \zeta_8^3 & 0 \\
0 & 0 & 0 & 1 + \zeta_8^3 \\
1 - \zeta_8^3 & 0 & 0 & 0 \\
0 & 1 - \zeta_8^3 & 0 & 0 \\
\end{pmatrix},
\begin{pmatrix}
0 & 0 & \zeta_8^2 - \zeta_8^3 & 0 \\
0 & 0 & 0 & \zeta_8^2 - \zeta_8^3 \\
\zeta_8 - \zeta_8^2 & 0 & 0 & 0 \\
0 & \zeta_8 - \zeta_8^2 & 0 & 0 \\
\end{pmatrix}.
\]

This yields a rate of \( 2 \log_2 |A| \).

## 4 Generalization to higher dimensions

In this section, we explain how to extend our code constructions in higher dimensions (that is for higher number of relays), using Kronecker’s product of matrices.

### 4.1 A construction using tensor product

Let \( A = (a_{i,j}) \) and \( B = (b_{k,l}) \) be two matrices of size \( n \times p \) and \( m \times q \) respectively. Recall that the Kronecker’s product of \( A \) and \( B \), denoted \( A \otimes B \), is the matrix \( C = (c_{(i,k),(j,l)}) \) of size \( nm \times pq \) whose coefficients are defined by

\[
c_{(i,k),(j,l)} = a_{i,j}b_{k,l},
\]

the pairs \((i, j)\) and \((k, l)\) being ordered with lexicographic order.

Suppose we have two codebooks given respectively by

\[
\{U_l = (I + iX_l)^{-1}(I - iX_l), l = 1, \ldots, L\}
\]
of size $R$ associated with relay matrices $A_1, \ldots, A_R$ and a column vector $s$ of length $R$, and

$$\{V_m = (I + iY_m)^{-1}(I - iY_m), m = 1, \ldots, M\}$$

of size $P$ associated with relay matrices $B_1, \ldots, B_P$ and a column vector $t$ of length $P$, both satisfying the code design of Definition 1 (in particular we do require $A_i U_l = U_l A_i$, $i = 1, \ldots, R$, $l = 1, \ldots, L$ and $B_j V_m = V_m B_j$, $j = 1, \ldots, P$, $m = 1, \ldots, M$). We propose a construction of codes by tensor products as follows. Let $\{X_l, l = 1, \ldots, L\}$ and $\{Y_m, m = 1, \ldots, M\}$ be the two families of Hermitian matrices above. Consider the family

$$\{X_l \otimes Y_m, l = 1, \ldots, L, m = 1, \ldots, M\}$$

of Hermitian matrices. We consider for unitary matrices the Cayley transform of the above family, that is

$$\{W_{l,m} = (I + iX_l \otimes Y_m)^{-1}(I - iX_l \otimes Y_m), l = 1, \ldots, L, m = 1, \ldots, M\}.$$ 

Matrices at the relays are given by

$$C_{i,j} = A_i \otimes B_j, \ i = 1, \ldots, R, \ j = 1, \ldots, P,$$

and the initial transmitted vector is

$$u = s \otimes t.$$

**Lemma 4** The above construction satisfies:

1. the matrices $W_{1,1}, \ldots, W_{L,M}$ are unitary;

2. the matrix $[C_{1,1} u, \ldots, C_{R,P} u]$ is unitary;

3. we have $C_{i,j} W_{l,m} u = W_{l,m} C_{i,j} u$, $i = 1, \ldots, R$, $j = 1, \ldots, P$ and $l = 1, \ldots, L$, $m = 1, \ldots, M$.

**Proof.**

1. This is immediate by construction.

2. The proof is elementary from the definition of tensor product (though a little bit tedious).

3. We now check that $C_{i,j} W_{l,m} = W_{l,m} C_{i,j}$, where $C_{i,j} = A_i \otimes B_j$, $i = 1, \ldots, R$, $j = 1, \ldots, P$. First note that

$$C_{i,j} W_{l,m} = W_{l,m} C_{i,j} \iff C_{i,j} (X_l \otimes Y_m) = (X_l \otimes Y_m) C_{i,j}.$$
But it is now easy to see that

\[ C_{i,j}(X_l \otimes Y_m) = (A_i \otimes B_j)(X_l \otimes Y_m) = A_i X_l \otimes B_j Y_m = X_l A_i \otimes Y_m B_j = (X_l \otimes Y_m)C_{i,j}, \]

where the third equality comes from the construction of the Cayley codes \( U_1, \ldots, U_L \) and \( V_1, \ldots, V_M \).

\[ \blacksquare \]

Let us now comment on encoding and decoding of the tensor product construction. For the encoding, we have that

\[ X_l = \sum_{q=1}^{Q} \alpha_{l,q} \Phi_q, \quad Y_m = \sum_{s=1}^{S} \beta_{m,s} \Psi_s \]

so that

\[ X_l \otimes Y_m = \sum_{q=1}^{Q} \alpha_{l,q} \Phi_q \otimes \sum_{s=1}^{S} \beta_{m,s} \Psi_s = \sum_{q=1}^{Q} \sum_{s=1}^{S} \alpha_{l,q} \beta_{m,s} (\Phi_q \otimes \Psi_s). \]

We thus have a basis of \( QS \) Hermitian matrices to encode \( QS \) information symbols \( \alpha_{l,q} \beta_{m,s}, s = 1, \ldots, S, q = 1, \ldots, Q \).

Since the codewords \( W_{l,m} \) are obtained from a Cayley transform on a Hermitian matrix \( X_l \otimes Y_m \), the Cayley code decoding as described in [4] applies.

We have therefore seen that this codebook in dimension \( RP \) satisfies all the code design properties, except the full-diversity property. In general, the family of matrices \( \{W_{l,m}\} \) is not fully-diverse. It then remains to know in which cases full-diversity holds.

**Proposition 3** Consider two codebooks \( \{U_l\}_{l=1}^{L} \) and \( \{V_m\}_{m=1}^{M} \) that are constituted of the Cayley transforms of Hermitian multiplication matrices associated to elements of two linearly disjoint extensions of a same field \( K \). Then the above construction is fully-diverse if in one of the two codebooks, any two different matrices are linearly independent over \( K \).

**Proof.** We want to prove that the codebook

\[ \{W_{l,m} = (I + iX_l \otimes Y_m)^{-1}(I - iX_l \otimes Y_m), l = 1, \ldots, L, m = 1, \ldots, M\} \]

is fully diverse under the assumption stated above.
For that, we need to know when \( \det(W_{l,m} - W'_{l,m'}) = 0 \), for which it is enough to consider \( \det(X_l \otimes Y_m - X'_l \otimes Y'_m) = 0 \). By construction, \( X_l, X'_l \) and \( Y_m, Y'_m \) are multiplication matrices of respectively the field \( E \) and \( E' \), so that \( X_l \otimes Y_m \) and \( X'_l \otimes Y'_m \) are again multiplication matrices, this time of \( E \otimes E' \).

It is a well-known fact (see for example in [12]) that the tensor product of two linearly disjoint extensions of a same field is again a field, so that \( X_l \otimes Y_m \) is a multiplication matrix of a field. Similarly to (2), we have that

\[
\det(X_l \otimes Y_m - X'_l \otimes Y'_m) = 0
\]

implies \( X_l \otimes Y_m - X'_l \otimes Y'_m = 0 \). Now if \( X_l \) is linearly dependent of \( X'_l \), we have that \( X_l = \alpha X'_l \), and \( X_l \otimes Y_m = \alpha X'_l \otimes Y_m = X'_l \otimes \alpha Y_m \). Thus if there exists \( Y'_m \) such that \( Y'_m = \alpha Y_m \), we have that \( X_l \otimes Y_m = X'_l \otimes Y'_m \), without having \((X_l, Y_m) = (X'_l, Y'_m)\), hence the assumption on the linear independence to guarantee full-diversity.

\[\blacksquare\]

### 4.2 Examples

We now illustrate the above construction with a small example. Set \( K = F(i, \zeta_3) \), with \( F \subset \mathbb{R} \), and consider the following two field extensions: \( E = K(\zeta_9) \) and \( E' = K(\zeta_8) \), on which we respectively build the construction for 2 and 3 relays as in Subsection 3. Recall that the chosen Hermitian multiplication matrices for \( E' \) are given by

\[
\begin{pmatrix}
a_0 & ia_1(1-i) \\
a_1(1-i) & a_0
\end{pmatrix},
\]

while, for \( E \), they are given by

\[
\begin{pmatrix}
a_0 & a_1 - b_1 - \zeta_3 b_1 & -b_1 + (a_1 - b_1) \zeta_3 \\
a_1 + \zeta_3 b_1 & a_0 & a_1 - b_1 - \zeta_3 b_1 \\
-a_1 + (b_1 - a_1) \zeta_3 & a_1 + \zeta_3 b_1 & a_0
\end{pmatrix}.
\]

We now have

- a family of unitary matrices \( U_1, \ldots, U_L \) of size 2, obtained by taking the Cayley transform of the matrices (8), 2 unitary matrices \( A_1, A_2 \), and a column vector \( s = (1,0)^T \).

- a family of unitary matrices \( V_1, \ldots, V_M \) of size 3, obtained by taking the Cayley transform of the matrices (9), with the corresponding unitary matrices \( B_1, B_2, B_3 \) of size 3 and a column vector \( t = (1,0,0)^T \).

The corresponding codebook for 6 relays is then obtained by taking the tensor product of the two above codebooks, as described above. Similarly, the matrices used at the relays are given by

\[
C_{1,1} = A_1 \otimes B_1, \ C_{1,2} = A_1 \otimes B_2, C_{1,3} = A_1 \otimes B_3,
\]
Figure 1: With 3 relay nodes, on the left, comparison between a cyclic code of rate 1, and a Cayley code of rate 1, decoded with maximum likelihood and linearized sphere decoder, on the right, Cayley codes at higher rates.

\[ C_{2,1} = A_2 \otimes B_1, C_{2,2} = A_2 \otimes B_2, C_{2,3} = A_2 \otimes B_3, \]

with \( A_1, A_2 \) as above and

\[ B_1 = I_3, \quad B_2 = \begin{pmatrix} 0 & 0 & \zeta_3 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix}, \quad B_3 = \begin{pmatrix} 0 & \zeta_3 & 0 \\ 0 & 0 & \zeta_3 \\ 1 & 0 & 0 \end{pmatrix}. \]

Finally, the matrix

\[ [C_{1,1}u, C_{1,2}u, C_{1,3}u, C_{2,1}u, C_{1,2}u, C_{2,3}u] \]

can be checked to be unitary, with \( u = s \otimes t \).

5 Simulation results

We provide simulation results for the proposed constructions.

Plots show on the \( x \)-axis the average power \( P \) of the network, and on the \( y \)-axis the block error rate (BLER) or codeword error rate. By rate of the code, we recall that we mean

\[ \frac{1}{M} \log_2 L, \]

while, to allow comparison with [19], the corresponding rate in bits per channel use is given by

\[ \frac{1}{2M} \log_2 L. \]

All simulations are done using a linear sphere decoder algorithm, unless stated otherwise.
Figure 2: With 4 relay nodes, comparison among different codes at rate 2 and 3.

On Figure 5, we have simulated codes for 3 relay nodes. On the left, the cyclic code

\[ C = \left\{ \begin{pmatrix} \zeta_8 & 0 & 0 \\ 0 & \zeta_8 & 0 \\ 0 & 0 & \zeta_8^{-3} \end{pmatrix}^l \middle| l = 0, \ldots, 7 \right\} \]

of rate 1 is compared to the first Cayley code of Subsection 3.2. The Cayley code is decoded once with exhaustive search (yielding a maximum likelihood decoder) and once with a linearized sphere decoder. We can observe how much is lost by using a linearized sphere decoder. The performance of the Cayley code is very similar to the one of the cyclic code. On the right of Figure 5, Cayley codes at rate 2 and 3 are shown.

The design criterion we have considered is based on full diversity and not on coding gain. There are different ways of optimizing Cayley codes [4] which are beyond the scope of this work. However, this is natural to wonder how the proposed codes behave with respect to codes in the literature. On Figure 5, we compare the second code of Subsection 3.3 with the code of [19] and a code proposed in [9]. Clearly the code of Rajan et al. outperforms all the other codes, thanks to the work done for optimizing its coding gain. However though we do no work on the coding gain, the proposed code still outperforms the circulant code of [9].

6 Conclusion

In this work, we studied the design of Cayley codes for application to differential distributed space-time coding for wireless relay networks with no channel information. We gave a general construction for an arbitrary number of relays, which is fully-diverse, and available at high data rate.
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