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Recognition of Visual Speech Elements Using Adaptively Boosted Hidden Markov Models

Say Wei Foo, Senior Member, IEEE, Yong Lian, Senior Member, IEEE, and Liang Dong

Abstract—The performance of automatic speech recognition (ASR) system can be significantly enhanced with additional information from visual speech elements such as the movement of lips, tongue, and teeth, especially under noisy environment. In this paper, a novel approach for recognition of visual speech elements is presented. The approach makes use of adaptive boosting (AdaBoost) and hidden Markov models (HMMs) to build an AdaBoost-HMM classifier. The composite HMMs of the AdaBoost-HMM classifier are trained to cover different groups of training samples using the AdaBoost technique and the biased Baum–Welch training method. By combining the decisions of the component classifiers of the composite HMMs according to a novel probability synthesis rule, a more complex decision boundary is formulated than using the single HMM classifier. The method is applied to the recognition of the basic visual speech elements. Experimental results show that the AdaBoost-HMM classifier outperforms the traditional HMM classifier in accuracy, especially for visemes extracted from contexts.

Index Terms—Adaptive boosting (AdaBoost), automatic lip reading, hidden Markov model (HMM), visual speech processing.

I. INTRODUCTION

The technique of retrieving speech content from visual clues such as the movement of the lips, tongue, and teeth is commonly known as automatic lip reading. Recently, the multimedia signal processing community has shown increasing interest for research on this area. It has been shown in [2]–[7], [9], [10] that the performance of a purely acoustic-based speech recognition system will improve with additional input from the visual speech elements, especially when the speech signal has low signal-to-noise ratio (SNR). Visual speech processing can also be applied to areas such as speaker verification, multimedia telephony for the hearing impaired, cartoon animation, and video games.

In 1984, Petajan developed probably the first visual speech processor [2]. In this system, the distance of geometric measures among different mouth shapes was computed for identifying the visual representations of word productions. In 1993, Goldschen extended Petajan’s design by using the hidden Markov model (HMM) as the visual classifier [39]. Subsequent researches on implementing visual speech processing/visual audio integration include Neural Network [40], Time-Delayed Neural Network (TDNN) [55], [56], fuzzy logics [57], and Boltzmann zippers [41]. Among the various techniques for visual speech processing studied so far, the HMM holds the greatest promise due to its capabilities in modeling and analyzing temporal processes. In Goldschen’s system, HMM classifiers were explored for recognizing a closed set of TIMIT sentences [39], [42]. In 1990, Welch et al. explored audio-to-visual mapping using HMM for building speech-driven models [8]. Silsbee and Bovik applied HMM to identify isolated words [43], [44]. Tomlinson et al. suggested a cross-product HMM topology, which allows asynchronous processing of visual signals and acoustic signals [6]. Luettin et al. used HMMs with an early integration strategy for both isolated digit recognition and connected digit recognition [10]. In recent years, coupled HMM, product HMM and factorial HMM have been explored for audio-visual integration [45]–[48]. Details of the HMM-based visual speech processing techniques can be found in [13]–[15], [51].

Most of the HMM-based visual-only systems reported in literature take an individual word as the basic recognition unit and an HMM is trained to model it. Such an approach works well with limited vocabulary such as digit set [10], [13] or a small number of AVletters [12], isolated words, or nonsense words [59], but it is difficult to extend such methods to cover a large vocabulary because a great number of samples have to be collected to train all the possible word models that may appear in the speech. A text-independent speech recognition system, on the other hand, not only is able to identify words within its vocabulary, but is also able to recognize new words. To make a visual speech recognition system text-independent, one approach is to use subword visual speech units. In this paper, visemes are chosen as the subword units. By modeling and recognizing visemes, the system may be further trained to recognize words by breaking them into a sequence of visemes.

In visual speech processing, the smallest visibly distinguishable unit of visual speech element is commonly referred to as viseme [16]. It indicates a short period of lip movement that may be repeated in different articulations. Like phonemes, which are the basic building blocks of sound of a language, visemes are the basic constituents for the visual representations of words. The relationship between phonemes and visemes is a many-to-one mapping. For example, although phonemes /b/, /m/, and /p/ are acoustically distinguishable sounds, they are grouped into one viseme category as they have similar sequence of mouth shapes and are visually confusable. An early viseme grouping was suggested by Binnied et al. [49]
and was applied to some identification experiments such as [50]. Viseme groupings in [16] are obtained by analyzing the stimulus–response matrices of the perceived visual signals. The MPEG-4 multimedia standards adopted the same viseme grouping strategy for face animation, in which 14 viseme groups are included [22]. However, different groupings may be adopted to fulfill specific requirements [52].

In the acoustic speech processing domain, a number of speech databases, such as TIMIT and YOHO, developed under sponsorship from the United States government agency, have been widely adopted by the research community. The TIMIT corpus of read speech has been designed to provide speech data for the acquisition of acoustic-phonetic knowledge and for the development and evaluation of automatic speech recognition systems. The YOHO database is a corpus designed for speaker verification purposes. In visual speech processing, although some audio-visual speech databases have been proposed in recent years, they are not widely accepted by the multimedia community [53], [54], [59]. The data used in most visual speech experiments are independently recorded.

A viseme consists of a time sequence of lip shapes. When extracted from spoken sentences, the same phonetic sound may have slightly different set of lip shapes affected by the adjoining sounds/visemes. Thus, visemes demonstrate polymorphism under various contexts. The traditional single-HMM classifier, e.g., the maximal likelihood (ML) model trained with the Baum–Welch method, is most of the time incompetent to cover symbols that vary too much from the norm. To model the lip motion with enough accuracy for extracting speech information, adoption of multiple HMMs becomes necessary. In this paper, a novel multiple-HMM classifier using the adaptive boosting (AdaBoost) technique is proposed for the classification of visemes. The “boosted” classifier comprises a number of HMMs with each of them focusing on certain training samples. By suitably combining the decisions made by the component HMMs, a more complex decision boundary can be established to deal with the variations (polymorphism) of visemes. Experiments are carried out to identify the independently produced visemes and those extracted from various contexts. As identification of the visemes, especially those extracted from contexts, from merely visual signals is a relatively fresh research area, there are few previous experimental results for reference. In this paper, the comparison is made between the AdaBoost-HMM classifier and single-HMM classifier. While identifying independently produced visemes, the false rejection rates (FRRs) of the two classifiers are not significantly different. However, the FRRs of the boosted classifier are much lower than those of the single HMM classifier in identifying the visemes extracted from contexts. The comparison, thus, proves that the AdaBoost-HMM provides better adaptability and accuracy than single HMM in dealing with the variations.

The organization of this paper is as follows. Section II describes the structure of the proposed system. A brief review of the HMM principles and AdaBoosting method is given in Sections III and IV, respectively. The description of the procedures of HMM boosting is presented in Section V. Since the system deals with a practical problem, some strategies that facilitate the implementation are also presented in the paper. The performance of the system in recognition of visemes is described in Section VI and the conclusion is given in Section VII.
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Visual speech processing may be carried out at two stages. In the first stage, the basic visual speech elements such as visemes are identified; in the second stage, recognition of connected words is performed. In HMM-based classifiers, the first stage is usually realized via HMMs, where a viseme is characterized with one HMM. For continuous speech, the connected-visemes are usually identified by constructing HMM chains using exhaustive means such as level building [18]. In this paper, discussion is focused on the first stage, where visemes are the basic symbols to be identified.

The block diagram of a traditional HMM classifier is shown in Fig. 1. In a system of identifying K visemes, K classifiers are included. The input to the system is the vector sequence of an unknown viseme production, denoted by \( x^T \). In the traditional approach, each subclassifier is a single HMM that is trained with the samples of a specific viseme. Each HMM determines the probability of occurrence of the unknown viseme. By comparing the probabilities \( P_1, P_2, \ldots, P_K \), a decision is made about the identity of the unknown viseme.

Traditional approaches for optimizing the viseme classifier focuses mainly on improving the performance of the individual HMM, e.g., setting proper HMM parameters, maximizing the probabilities of the given samples, minimizing the cross-entropy, and so on. For the proposed AdaBoost-HMM classifier, a new system of management is employed where multiple HMMs are adopted as the subclassifier instead of a single HMM for each viseme. The block diagram of the structure of a typical subclassifier of the proposed system is presented in Fig. 2. The subclassifier of the \( k \)th viseme is comprised of \( L_k \) HMMs, where \( L_k \) is the number of boosting rounds (or the number of the composite HMMs). The outputs from the \( L_k \) HMMs \( P(x^T | \theta_1), P(x^T | \theta_2), \ldots, P(x^T | \theta_{L_k}) \) are processed according to a desired probability synthesis rule, where \( P(x^T | \theta_i) \) \( (i \equiv 1, 2, \ldots, L_k) \) denotes the conditional probability of occurrence of \( x^T \) given the HMM model \( \theta_i \).

The synthesized likelihood \( P(x^T | \Theta_k) \) is then submitted to
the decision module to determine the identity of the unknown viseme.

III. REVIEW OF HMMs

The HMM is essentially a division of a process into a number of discrete states. While using an HMM to analyze a stochastic process, the observation sequence, say, \( s^T = (o_1, o_2, \ldots, o_T) \) where \( o_t \) is the \( t \)-th symbol appeared in the sequence, is assumed to be emitted from a sequence of hidden states \( s^T = (s_1, s_2, \ldots, s_T) \), where \( s_i \in S^N \) and \( S^N = \{S_1, S_2, \ldots, S_N\} \) is the state set of the HMM. Each state maintains a probability function or probability density function to indicate the likelihood of emitting certain symbols. The states are interconnected with each other by some state transition coefficients, which indicate the likelihood of a state repeating itself or transitioning to another state. The relationship between the explicit process (observations), the hidden process (states) and the HMM is depicted in Fig. 3, where \( P(S_j | S_i) \) is the likelihood of transition from \( S_i \) to \( S_j \) and \( P(o_t | S_i) \) \( (t = 1, 2, \ldots, T) \) is the likelihood of emitting \( o_t \) in state \( S_i \). If the output of an HMM takes discrete and finite values, e.g., from a finite symbol set \( O^M = \{O_1, O_2, \ldots, O_M\} \), the HMM is called discrete; if the output takes infinite continuous values, the HMM is called continuous. For ease of subsequent discussion on AdaBoost-HMM, the mathematical model of discrete HMMs is summarized in the following paragraphs.

Assume that \( O^M = \{O_1, O_2, \ldots, O_M\} \) is the set of discrete symbol alphabet and \( S^N = \{S_1, S_2, \ldots, S_N\} \) is the set of states. An \( N \)-state \( M \)-symbol HMM \( \theta(\pi, A, B) \) is determined with the following three components.

1) The probabilities of the initial states \( \pi = [\pi_i]_{1 \times N} = [P(s_1 = S_i)]_{1 \times N} \) \( (1 \leq i \leq N) \), where \( S_1 \) is the first state in the state chain.

2) The state transition matrix \( A = [a_{ij}]_{N \times N} = [P(s_{t+1} = S_j | s_t = S_i)]_{N \times N} \) \( (1 \leq i, j \leq N) \), where \( s_{t+1} \) and \( s_t \) are the \( t+1 \)th and the \( t \)th states.

3) The symbol emission matrix \( B = [b_{ij}]_{N \times M} = [P(o_t | S_i)]_{N \times M} \) \( (1 \leq i \leq N, 1 \leq j \leq M) \).

For the input sequence \( s^T \), the likelihood \( P(s^T | \theta) \) is measured by means of the forward process [17]. The optimal hidden states \( s^T \) are revealed through Viterbi matching [17]. Training of the HMM serves to determine the parameters to satisfy certain criterion function such as the likelihood \( P(s^T | \theta) \) or the mutual information [18], [27]. If an HMM is properly trained, the states may well reveal the features of the process investigated. Thus, training of the HMM is usually the most important aspect in the construction of an HMM classifier.

IV. REVIEW OF ADAPTIVE BOOSTING

The AdaBoost algorithm is a method for converting a weak classifier into a strong one. This method maintains a distribution of weights over the training set. A new classifier is trained by weighted samples and the final decision is made by summing up the subdecisions of all the subclassifiers. Assume that in a two-class identification problem (Class 1 versus Class 2), the training set is comprised of \( R \) samples \( \{y_i, d_i\} \{y_i, d_i\ldots, \{y_i, d_iR\} \) \( y_i \) is the observed data and \( d_i = [-1, +1] \) is the label identifier where \( d_i = -1 \) denotes Class 1 and \( d_i = +1 \) denotes Class 2. The process of adaptive boosting involves a series of rounds \( (t = 1, 2, \ldots, T) \) of weight adjusting and classifier training [19]. Let \( D_t(i) \) stand for the weight that is assigned to the \( i \)th training sample in
the $t$th boosting round and $D_t$ denote the set of the weights \{${D}_t(1), {D}_t(2), \ldots, {D}_t(R)$\}. The steps of adaptive boosting are presented below.

1) Initially, assign the weight $D_t(i) = 1/R \ (i = 1, 2, \ldots, R)$ to the $R$ training samples \{${y}_1, d_1$\}, \ldots, \{${y}_R, d_R$\}. Note that $D_t(i) = 1, 2, \ldots, R$ follows a uniform distribution.

2) Train the $t$th classifier $\theta_t$ in the $t$th boosting round using the distribution $D_t$, starting with $t = 1$.

3) Formulate the hypothesis, $h_t(\hat{y}_i) \rightarrow \{-1, +1\} \ (i = 1, 2, \ldots, R)$ and calculate the error $\varepsilon_t = P(h_t(\hat{y}_i) \neq d_i)$ for $\theta_t$.

4) Calculate $w_t = (1/2) \ln((1 - \varepsilon_t)/\varepsilon_t)$, which weights the importance of the classifier $\theta_t$.

5) Update the distribution: $D_{t+1}(i) = (D_t(i)/Z_t) \times \{e^{-w_t}, \text{if } h_t(\hat{y}_i) = d_i \}$ \{e^{w_t}, \text{if } h_t(\hat{y}_i) \neq d_i \}$, where $Z_t$ is a normalization factor to make $D_{t+1}$ a distribution.

The procedures of adaptive boosting are also presented as a flow chart in Fig. 4. Steps 2–5 are repeated until the error rate of the classifier exceeds 0.5 or after a given number of training epochs. A series of classifiers $\theta_1, \theta_2, \ldots, \theta_T$ and weights $w_1, w_2, \ldots, w_T$ are obtained at the end of the above procedures. In this paper, the $T$ subclassifiers, together with the weights assigned to them, are looked as an integral entity and are referred to as an AdaBoost classifier. For an unknown input $y$, the subdecisions made by the $T$ composite classifiers are synthesized using $H(y) = \text{sign} \left(\sum_{t=1}^{T} w_t h_t(y)\right)$. If $H(y) < 0$, $y \in \text{Class 1}$, otherwise $y \in \text{Class 2}$.

The objective of boosting is to minimize the training error $\varepsilon(H) = (1/R) \sum_{i=1}^{R} [i : H(\hat{y}_i) \neq d_i]$ of the final hypothesis. Schapire and Singer proved that $\varepsilon(H)$ is bounded as follows [33]:

$$\varepsilon(H) \leq \frac{1}{R} \sum_{t=1}^{R} \exp[-d_t f(\hat{y}_t)] \quad (1)$$

where $f(y_t) = \sum_{t=1}^{T} w_t h_t(y_t)$. By unraveling the recursive definition of $D_t$, we have

$$\frac{1}{R} \sum_{i=1}^{R} \exp[-d_t f(\hat{y}_i)] = \prod_{t=1}^{T} Z_t \quad (2)$$

where

$$Z_t = \sum_{i=1}^{R} D_t(y_i) \exp[-w_t d_t h_t(y_i)]. \quad (3)$$

Equation (1) suggests that the training error can be reduced most rapidly by choosing $w_t$ and $h_t$ at each round to minimize $Z_t$. In the case of binary hypotheses, this leads to the choice of $w_t$ in (4), which is adopted in Step 4 of the above-mentioned boosting steps [32]

$$w_t = \frac{1}{2} \ln \left(\frac{1 - \varepsilon_t}{\varepsilon_t}\right) \quad (4)$$

If the training error of $\theta_t$ (the classifier obtained at the $t$th boosting round) is less than 0.5, say, $\varepsilon_t = (1/2) - \gamma_t$ ($\gamma_t > 0$), it is also proved in [20] that the training error is bounded as in (5)

$$\varepsilon(H) \leq 2^{T} \prod_{t=1}^{T} \sqrt{1 - 4 \gamma_t^2} \leq \exp(-2 \sum_{t=1}^{T} (\gamma_t^2) \quad (5)$$

Equation (5) shows that if only the individual classifier has a classification error less than 0.5 (or, equivalently, a classification rate greater than 0.5), the overall error rate should decrease exponentially [20]. The boosted classifier may generate a hypothesis with an arbitrary low rate of error as boosting continues.

V. ADABOOSTING HMM

Boosting is carried out during the training phase of the composite HMMs. For the $K$ class identification problem, the purpose of HMM AdaBoosting is to train a set of HMMs that represent or span the distribution of the training samples. In the application of AdaBoosting strategy to the construction of a multi-HMM classifier, the following two important issues arise: 1) the choice of base training algorithm and 2) the measurement of classification error. These are discussed in detail in the following paragraphs.

A. Base Training Algorithm

The most popular training algorithm for HMM is the Baum–Welch algorithm [18]. The Baum–Welch method makes use of ML estimation. The parameters are adjusted toward the direction of maximizing the probability $P(x^T|\theta)$ where $x^T$ is the training sample. Since the expectation-maximization (EM) iterations are applied in the training procedures, the method has the advantage of ease of implementation and speed of convergence. However, the parameters of the HMM obtained from the Baum–Welch estimation are solely determined by the “correct” samples. The trained HMM is, therefore, not guaranteed to discriminate similar samples well.
An alternative to the Baum–Welch training algorithm is the maximum mutual information (MMI) estimation [27]. This method is a discriminative training method because it increases the \textit{a posteriori} probabilities of the model corresponding to the training data. However, the analytical solution to the MMI criterion function is difficult to realize, the implementation of MMI estimation is, hence, tedious.

As mentioned in Section IV, adaptive boosting has loose requirements on the selection of base classifiers. As long as the training error of the individual classifier is less than 0.5, the training error of the AdaBoost classifier will drop. The same requirements apply to HMMs. If the training error of the composite HMMs is forced to be less than 0.5, the error rate of the AdaBoost-HMM classifier will also decrease as boosting continues. Besides this, since each of the multiple HMMs has to be individually trained, reduction of the computational load per HMM is also an important consideration. Considering these two factors, the Baum–Welch algorithm, which is less computationally intensive, is adopted.

Assume that \( X_k = \{ x_1^k, x_2^k, \ldots, x_{R_k}^k : d_k \} \) are \( R_k \) training samples (sequences) of Class \( d_k \), where \( x_l^k = (k_1^l, k_2^l, \ldots, k_{T_l}^l) \) \( (l = 1, 2, \ldots, R_k) \) is a \( T_l \)-length observation sequence and \( \alpha_{t}^{k_l}(i) \) is the \( i \)th symbol appeared in the sequence. For the \( N \)-state \( M \)-symbol HMM \( \theta(\pi, A, B) \) mentioned in Section III, we define the forward variables \( \alpha_{t}^{k_l}(i) = P\left( k_1^l, k_2^l, \ldots, k_{t-1}^l, s_t = \pi, \theta \right) \) and the backward variables \( \beta_{t}^{k_l}(j) = P\left( k_t^l, k_{t-1}^l, \ldots, k_{T_l}^l, s_t = \pi, \theta \right) \) for \( x_l^k \), the parameters of the HMM are then estimated through the following EM recursion [18]:

\[
\bar{a}_{i,j} = \frac{\sum_{l=1}^{R_k} \frac{1}{T_l} \sum_{t=1}^{T_l-1} \alpha_{t}^{k_l}(i) \alpha_{t+1}^{k_l}(j) \beta_{t+1}^{k_l}(j)}{\sum_{l=1}^{R_k} \frac{1}{T_l} \sum_{t=1}^{T_l-1} \alpha_{t}^{k_l}(i) \beta_{t+1}^{k_l}(j)}, \quad \bar{b}_{j}(O_m) = \frac{\sum_{l=1}^{R_k} \frac{1}{T_l} \sum_{t=1}^{T_l-1} \alpha_{t}^{k_l}(j) \beta_{t+1}^{k_l}(j)}{\sum_{l=1}^{R_k} \frac{1}{T_l} \sum_{t=1}^{T_l-1} \alpha_{t}^{k_l}(j) \beta_{t+1}^{k_l}(j)}.
\]  

(7a) and (7b)

where \( O_m \) is the \( m \)th symbol in the symbol set and \( P_t = P(x_t^k|\theta) \). In (6b), \( \sum_{t=1}^{T_l-1} \alpha_{t}^{k_l}(j) \beta_{t+1}^{k_l}(j) \) is the sum of the products of the forward and backward variables when the \( t \)th observed symbol \( k_{t}^{l} = O_m \), i.e., \( \alpha_{t}^{k_l}(i) = P\left( k_1^l, k_2^l, \ldots, k_{t-1}^l, s_t = \pi, \theta \right) \). In the above-mentioned strategy, all the samples are treated equally. If weight \( D_t \) is assigned to the \( t \)th sample \( x_t^k \), then (6) becomes

\[
\bar{a}_{i,j} = \frac{\sum_{l=1}^{R_k} D_t \frac{1}{T_l} \sum_{t=1}^{T_l-1} \alpha_{t}^{k_l}(i) \alpha_{t+1}^{k_l}(j) \beta_{t+1}^{k_l}(j)}{\sum_{l=1}^{R_k} D_t \frac{1}{T_l} \sum_{t=1}^{T_l-1} \alpha_{t}^{k_l}(i) \beta_{t+1}^{k_l}(j)}. \quad (7a)
\]

For the above equations, Arslan and Hansen [21] proved that weighting of the training samples does not violate the convergence property of the maximum likelihood training. A local maximum point of \( P(X_k|\theta) \) will be attained after a sufficient number of training epochs. Since different samples are treated differently in estimating the parameters, (7) has the potential to be applied to HMM AdaBoosting. In this paper, the above-mentioned training strategy shall be referred to as the biased Baum–Welch estimation.

B. Cross-Validation for Error Estimation

Unlike the Neural Network or other classifiers, HMM gives a probabilistic measure rather than a definite Boolean result. The decision about the identity of the input is usually obtained by comparing the probabilities measured of all HMMs.

Assume that at a certain boosting round, Class \( d_l \) \( (l = 1, 2, \ldots, K) \) has \( L_d \) classifiers (HMMs)—\( \Theta_l = \{ \theta_{l_1}, \theta_{l_2}, \ldots, \theta_{l_{L_d}} \} \). For a given training sample \( x^k \), all the HMMs are computed and compared with one another. The HMM that gives the maximum likelihood is chosen as the identity of \( x^k \):

\[
\theta^* = \arg \max_{\theta} P(x^k|\theta^k), \quad \forall l = 1, 2, \ldots, K, \quad j = 1, 2, \ldots, L_d.
\]

The decision made in this way is a \textit{one versus the rest} classification. If the correct model scores greater likelihood than the others, the result is correct; otherwise, an error occurs. As a result, the following hypothesis is made upon an HMM classifier in \( d_k \), e.g., \( \theta_{p}^{k} \) \( (1 \leq p \leq L_k) \):

\[
h_p^{k}(x^k) = \begin{cases} 
1, & \text{if } P(x^k|\theta_{p}^{k}) > P(x^k|\theta_{j}^{k}), \quad j \neq p, \quad q = 1, 2, \ldots, L_d \\
-1, & \text{otherwise.}
\end{cases}
\]

The training error of \( \theta_{p}^{k} \) is estimated by summarizing the weighted hypotheses over all the training samples in \( X_k \).

\[
n_p^{k} = \frac{D(x^k)}{R_k} E\left( h_p^{k}(x^k) = -1 \right) = \sum_{k=1}^{R_k} \frac{D(x^k)}{R_k}.
\]

It is shown in (9) that the error rate not only depends on the classifier itself but also relates to the other classifiers. The HMM obtained at boosting round \( t \), e.g., \( \theta_{t}^{k} \), will, therefore, influence the error rate of all the HMMs trained at the previous boosting rounds, e.g., \( \theta_{t}^{k} (j = 1, 2, \ldots, K, t < t) \). AdaBoosting requires that the composite classifiers have an error rate less than 0.5. As a result, not only the recently boosted HMM but also all the existing HMMs have to be validated. Clearly, the computations involved in calculating and comparing the probabilities are intensive. In our system, the following measures are taken to facilitate the processing.
Class $d_k$

$R_k$ training samples

$X_j = \{x_{j1}^k, x_{j2}^k, \ldots, x_{jR_k}^k\}$

HMM array

$\Theta_j = (\theta_{j1}^k, \theta_{j2}^k, \ldots, \theta_{ji}^k)$

Maximum probability array

$P_{\text{max}}(x_{j1}^k | \theta) \quad P_{\text{max}}(x_{j2}^k | \theta) \quad P_{\text{max}}(x_{j1}^k | \theta) \quad \ldots \quad P_{\text{max}}(x_{jM}^k | \theta)$

Fig. 5. Data structure for implementing error estimation.

As illustrated in Fig. 5, each class, say, $d_k$, maintains a maximum probability array. The elements in the array are the $R_k$ greatest probabilities of the training samples $X_j = \{x_{j1}^k, x_{j2}^k, \ldots, x_{jR_k}^k\}$ that are scored by the HMMs of Class $d_j$ (for $j \neq k$). These maximum probabilities are denoted as $P_{\text{max}}(x_{j1}^k | \theta), P_{\text{max}}(x_{j2}^k | \theta), \ldots, P_{\text{max}}(x_{jR_k}^k | \theta)$ in the figure, where $\theta$ denotes any HMM of the class other than $d_k$.

At boosting round $L_k + 1$, after a new HMM of Class $d_k$ is trained, say, $\theta_{L_k+1}^k$, the probabilities of all the training samples of Classes $d_1, d_2, \ldots, d_{L_k}$, given $\theta_{L_k+1}^k$, are computed. For Class $d_j$ as an example, if $P(x_{j1}^k | \theta_{L_k+1}^k) > P_{\text{max}}(x_{j1}^k | \theta)$ ($i = 1, 2, \ldots, R_k$), $P_{\text{max}}(x_{j1}^k | \theta)$ is replaced with $P(x_{j1}^k | \theta_{L_k+1}^k)$. The following hypothesis, which is concluded from (9), is made for a training sample of Class $d_k$, say, $x_{j}^k$.

$$h_{L_k+1}^k(x_{j}^k) = \begin{cases} 0, & \text{if } P(x_{j1}^k | \theta_{L_k+1}^k) > P_{\text{max}}(x_{j1}^k | \theta) \\ 1, & \text{otherwise} \end{cases}$$

The training error of $\theta_{L_k+1}^k$ is then computed using (10). In this way, the training error of any composite HMM, say, $\theta_t^k$ ($t = 1, 2, \ldots, L_t$), can be easily obtained by comparing $P(x_{j1}^k | \theta_t^k)$ ($i = 1, 2, \ldots, R_k$) with the corresponding value in its maximum likelihood array—$P_{\text{max}}(x_{j1}^k | \theta)$.

If the error rates of $\theta_{L_k+1}^k$ and the existing HMMs are all less than 0.5, $\theta_{L_k+1}^k$ is retained as a qualified boosted classifier; otherwise, $\theta_{L_k+1}^k$ is discarded. The above-mentioned strategy provides an easily programmable approach for evaluating and computing the training error of the AdaBoost-HMM classifiers. Because the error rates are computed by comparing the probabilities scored by the individual HMMs, the above-mentioned procedure shall be referred to as cross-validation.

C. Steps of the HMM AdaBoosting Algorithm

The step-by-step procedures of HMM AdaBoosting for a $K$-class problem are given below.

1) For training set of Class $d_k$ ($k = 1, 2, \ldots, K$) with $R_k$ samples $X_k = \{x_{k1}^k, x_{k2}^k, \ldots, x_{kR_k}^k\}$, initially, assign a uniform distribution $D_1(x_{j}^k) = 1/R_k$ ($\forall k = 1, 2, \ldots, K$, $j = 1, 2, \ldots, R_k$) to $x_{k1}^k, x_{k2}^k, \ldots, x_{kR_k}^k$. The boosting token $k$ is initialized to be equal to 1.

2) Train a new HMM for the $k$th class $\theta_k^k$ using the biased Baum–Welch algorithm with the distribution $D_1(x_{j}^k)$.

3) Formulate the binary hypothesis $h_{L_k}^k(x_{j}^k) \rightarrow \{-1, +1\}$ for $\theta_k^k$ using (9). The error rate of $\theta_k^k$ is then determined by $\epsilon_k^k$, and the error rates of all the existing HMMs of other classes $\theta_j^l$ ($j = 1, 2, \ldots, K$, $j \neq k$, $l = 1, 2, \ldots, R_j$) are estimated and verified using the cross-validation and (10). If the new model is valid, go on to Step 4; otherwise, the boosting token is passed to the next class $k = \{k+1, \text{ if } k < K \}$ and then Step 2 is repeated.

4) Calculate $u_{i}^k = (1/2) \ln((1 - \epsilon_i^k)/\epsilon_i^k)$ for $\theta_k^k$, where $\epsilon_i^k$ is the error rate. If the error rate of some existing HMM, say, $\theta_j^l$, changes, the corresponding $u_{i}^k = (1/2) \ln((1 - \epsilon_i^k)/\epsilon_i^k)$ is also recomputed.

5) Update the distribution: $D_{t+1}(x_{j}^k) = ((D_t(x_{j}^k))/Z_t)e^{-u_{i}^k h_t^k(x_{j}^k)} h_t^k(x_{j}^k) = 1$ or $-1$, where $Z_t$ is the normalization factor.

The procedure terminates when boosting for all the classes is completed. Assume that $\Theta_k$ is the AdaBoost-HMM classifier for Class $d_k$ ($k = 1, 2, \ldots, K$) that has been boosted for $L_k$ rounds. Then $\Theta_k$ consists of $L_k$ HMMs—$\theta_1^k, \theta_2^k, \ldots, \theta_{L_k}^k$ and $L_k$ weights—$u_{1}^k, u_{2}^k, \ldots, u_{L_k}^k$. The normalized log likelihood of an observed sequence $x^T$ given $\Theta_k$ is defined as follows:

$$P(x^T | \Theta_k) = \frac{1}{L_k} \sum_{t=1}^{L_k} \log [u_{i}^k P(x^T | \theta_t^k)],$$

(12)

The final decision is made by comparing the $P(x^T | \Theta_k)$ for all the classes ($k = 1, 2, \ldots, K$). The one that gives the maximum probability is chosen as the identity of $x^T$, as follows:

$$ID(x^T) = \arg \max_k P(x^T | \Theta_k), \quad (1 \leq k \leq K).$$

D. Conceptual Interpretation of HMM AdaBoosting

The improvement of the performance of the AdaBoost-HMM classifiers can be interpreted conceptually as follows. Given enough training samples (the number of samples does not have to be very large but they should cover the entire sample space), the boosted HMMs can be trained to cover the widely spread samples. Assume that $X_k = \{x_{k1}^k, x_{k2}^k, \ldots, x_{kR_k}^k\}$ are training samples of Class $d_k$. In the first round of boosting, the samples are treated equally ($D_1(x_{j}^k) = (1/R_k)$ $\forall k = 1, 2, \ldots, K$, $j = 1, 2, \ldots, R_k$) and the HMM obtained $\theta_1^k$ is a normal ML model. Most of the samples, say, $X_{k,\text{ideal}} = \{x_{k1}^1, x_{k2}^1, \ldots, x_{kR_k}^1\}$, where $X_{k,\text{ideal}} \subseteq X_k$ and $R_{k,\text{ideal}}$ is the number of the samples in $X_{k,\text{ideal}}$; have greater likelihood values such that $P(x_{j}^i | \theta_1^k) > P(x_{j}^i | \theta_1^k)$ ($i = 1, 2, \ldots, K$, $j \neq k$, $i = 1, 2, \ldots, R_{k,\text{ideal}}$). These samples are referred to as the ideal samples because the normal ML model is able to identify them correctly. However, the likelihood values of some other samples $X_{k,\text{hard}} = \{x_{k1}^1, x_{k2}^1, \ldots, x_{kR_k}^1\}$, where $X_{k,\text{hard}} \subseteq X_k$ and $R_{k,\text{hard}}$ is the number of the samples in $X_{k,\text{hard}}$, determined by $\theta_1^k$—$P(x_{j}^i | \theta_1^k)$ ($i = 1, 2, \ldots, R_{k,\text{hard}}$) may be smaller than that determined by incorrect HMMs. These samples are called hard samples.
because the ML model is not able to identify them correctly. As boosting continues, new HMMs $\theta_k^2, \theta_k^3, \ldots, \theta_k^{l_k}$ tend to bias toward these hard samples. For example, if $\theta_k^t$ is obtained at Round $t$, the scored likelihood of a certain group of hard samples $P(x_t^{\text{hard}}|\theta_k^t)$ increases as $t$ increases. The cost is that the likelihood of some ideal samples will normally decrease. By synthesizing the likelihood according to (12), the decision boundaries formed will properly cover both the ideal samples and hard samples. Fig. 6 gives conceptual illustrations of the difference between a single HMM classifier and an AdaBoost-HMM classifier. A single HMM may identify the ideal samples with good accuracy but may be unable to take into consideration the hard or outlier samples as well. After boosting, a more complex decision boundary is formed. The hard samples can then be classified with good credibility.

The above boosting strategy strictly observes the principles of AdaBoosting. The convergence of the training error is, thus, guaranteed. The decrease in error rate after each round of boosting for HMM classifier may not be as fast as that of other types of classifiers such as Neural Network. The reason is that the error rate of an HMM is obtained by comparing the likelihood value determined by HMM in the current round of boosting and those in the previous rounds, as explained in Section V-B. With the propagation of HMMs, the classification error of the composite HMM will normally increase and hence the error of the AdaBoost-HMMs decreases at a low speed. Our experiments also reveal that the error surface with respect to the boosting round is generally smooth but sometimes may have bumps on it. The error rate, however, demonstrates the tendency to decrease as boosting continues.

For different classes, the number of rounds the boosted HMM can pass cross-validation are different and hence different classes may have different number of HMMs. However, the unequal number of HMMs for different classes does not affect the final decision because $P(x^T|\Theta_k)$ in (12) is normalized with the number of HMMs in a class.

Another aspect of the proposed strategy that should be stressed is that the error rate computed by (10) only accounts for part of the classification error. It indicates the samples in $X_k$ being misclassified into some wrong category $d_j$ ($j \neq k$). This kind of error is normally referred to as false rejection rate (FRR) or Type II error. Another source of the error indicates the samples of other classes $X_j$ ($j \neq k$) are erroneously accepted by $\Theta_k$. This portion of error is referred to as false acceptance rate (FAR) or Type I error. However, FAR is not used in the proposed HMM AdaBoosting algorithm because it cannot work with the biased Baum–Welch estimation. As illustrated in (7), the biased Baum–Welch algorithm only uses the correct training samples for parameter estimation. An erroneously accepted sample cannot be applied to train the parameters of the HMMs. FRR can weight the correct training samples in (7) as it is an indicator of the goodness-of-fit of the correct samples, while FAR, which is a statistical measure for the incorrect samples (irrelevant to the correct samples), cannot be applied for the proposed method. This is why FAR is not computed in the boosting steps given in Section V-C. If other base training algorithm, such as MMI estimation, is applied in HMM boosting, where the erroneously accepted samples are also used to train the parameters of the HMM, both FRR and FAR may be considered.

VI. PERFORMANCE OF THE ADABOOST-HMM CLASSIFIER

The AdaBoosted HMM is applied to identify the basic visual speech elements—visemes. Based on MPEG-4 Multimedia standards, the visemes are grouped into 14 categories as shown in Table I. Each viseme corresponds to several phonemes and phoneme-like productions [22, 23].

Since the computational load involved in boosting HMM using the Baum–Welch algorithm is proportional to the number of input frames, the sampling rate of the lip movement should be kept low. It is found that a sampling rate of 50 frames per second is sufficient to capture the continuous movement of the lips.

As mentioned in Section I, there may be significant variation in the samples of a given viseme taken from different contexts. The prior and posterior visemes will both influence the temporal features of the target viseme to a certain extent. For example, the visual representations of the phoneme /ai/ are very different in the words hide [haid] and right [rait]. Such polymorphism of the viseme indicates that its samples may have a spread-out distribution. Traditional single-HMM classifier is not capable of identifying the samples with spread-out distribution, while AdaBoost-HMM classifier, which has better clustering ability via incorporating multiple HMMs, holds the promise of identifying visemes under various contexts.


**TABLE I**

<table>
<thead>
<tr>
<th>Viseme Number</th>
<th>Phonemes</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>none</td>
<td>(silence and relax)</td>
</tr>
<tr>
<td>1</td>
<td>p, b, m</td>
<td>push, bike, milk</td>
</tr>
<tr>
<td>2</td>
<td>f, v</td>
<td>find, voice</td>
</tr>
<tr>
<td>3</td>
<td>T, D</td>
<td>think, that</td>
</tr>
<tr>
<td>4</td>
<td>t, d</td>
<td>teach, dog</td>
</tr>
<tr>
<td>5</td>
<td>k, g</td>
<td>call, guess</td>
</tr>
<tr>
<td>6</td>
<td>s, d, D, S</td>
<td>check, join, shrine</td>
</tr>
<tr>
<td>7</td>
<td>s, z</td>
<td>set, zeal</td>
</tr>
<tr>
<td>8</td>
<td>n, l</td>
<td>note, lose</td>
</tr>
<tr>
<td>9</td>
<td>r</td>
<td>read</td>
</tr>
<tr>
<td>10</td>
<td>A</td>
<td>jaw</td>
</tr>
<tr>
<td>11</td>
<td>e</td>
<td>bead</td>
</tr>
<tr>
<td>12</td>
<td>i</td>
<td>lip</td>
</tr>
<tr>
<td>13</td>
<td>Q</td>
<td>shock</td>
</tr>
<tr>
<td>14</td>
<td>U</td>
<td>good</td>
</tr>
</tbody>
</table>

A. Image Processing and Lip Tracking for Visual Speech Analysis

For the experiments, the raw data are video frames that describe the movement of the lips during articulation. The lip images are sampled at 50 frames per second. Typical duration of visemes ranges from 0.3 to 1 s. The following steps are taken to convert the lip shapes into tractable feature vectors.

Human lips are of darker color than the color of the surrounding skin. There are distinguishable borders between the lips and the surrounding skin. A proper threshold can, therefore, be set for segmentation based on, say, the red, green, blue (RGB) parameters or the hue, saturation, value (HSV) parameters of the image. Hue–saturation parameters are used in our system because they are relatively insensitive to changes in the absolute brightness. The RGB-to-HSV conversion algorithm and the lip region detection strategy described in [30] and [31] are adopted in our experiments. First, the red-dominant area of the image is detected by means of red exclusion [31]. The approximate lip region is located as illustrated in Fig. 7(b). Next, the raw image is transformed to a modified hue image with RGB-to-HSV transformation proposed in [30]. As illustrated in Fig. 8, the hue factors of the lip region and the remaining lip-excluded image account for different portions of the histogram. A proper threshold is extracted from the hue histogram of the entire image, which usually corresponds to a local minimum point (valley) in the histogram as shown in the figure. The hue image is then compared with the chosen threshold and a binary image is obtained. Finally, logical AND operation of the binary image and the approximate lip region is performed. The lip region is then segmented as shown in Fig. 7(c).

Further processing is based on the deformable templates algorithm [24]–[26]. This approach maintains a geometric template with dynamic contours to fit an elastic object. The template is controlled by some parameters and is drawn near to the boundaries of the target in the tracking process. The contours of the lips are simple compared with other moving objects, such as human body or sign language. The requirement on the selection of the dynamic contours that build the template is, thus, not stringent. It is commonly agreed that many polynomial curves, such as parabolas or elliptical curves can well match the boundaries of the lip [13], [24]. In our experiments, the parameterized template is built up with eight Bezier curves as illustrated in Fig. 7(d). Such a template is easily programmable because Bezier curve is provided in many programming languages, such as C++ or Java. The results of our lip-tracking experiments also show that Bezier curves are able to characterize the shape of the lip with good accuracy [28], [60]. The process of fitting the template to the lip image is to adjust the parameters (usually the control points) of the template to minimize certain energy function. As illustrated in Fig. 7(d), the points in the small circles are control points of the template. The energy function takes four components, defined as follows:

\[
E_{\text{lip}} = -\frac{1}{R_1} \int_{R_1} H(z) dz
\]

\[
E_{\text{edge}} = \frac{1}{C_1 + C_2} \times \int_{C_1 + C_2} [H^+(z) - H(z)]
\]

\[
+ [H^-(z) - H(z)] dz
\]

\[
E_{\text{hole}} = -\frac{1}{R_2} \int_{R_2} H(z) dz
\]

\[
E_{\text{inertia}} = ||T_{t+1} - T_t||^2
\]

where \(R_1, R_2, C_1,\) and \(C_2\) are areas and contours as illustrated in Fig. 7(d). \(H(z)\) is a function of the hue of the given pixel \(z, H^+(z)\) is the hue function of the closest right-hand-side pixel, and \(H^-(z)\) is that of the closest left-hand-side pixel. \(T_{t+1}\) and \(T_t\) are the matched templates at time \(t + 1\) and \(t\). \(||T_{t+1} - T_t||\) indicates the Euclidean distance between the two templates. The overall energy of the template \(E\) is the linear combination of the components, as defined as follows:

\[
E = c_1 E_{\text{lip}} + c_2 E_{\text{edge}} + c_3 E_{\text{hole}} + c_4 E_{\text{inertia}}.
\]

While tracking the boundaries of the lips from the image sequence, the parameters of the template are updated to minimize \(E\) in a number of epochs. A detailed discussion on the deformable template method is presented in [24]. The matched template and the actual lip boundary are depicted in Fig. 7(d) and (e). It can be seen that the matched template is symmetric and smooth, and is, therefore, easy to process.

From the matched lip template, ten geometric parameters are extracted as shown in Fig. 7(f). These features indicate the thickness of various parts of the lips, the positions of some key points and the curvature of the lips. They are chosen as they uniquely determine the shape of the lips and best characterize the movement of the lips. The geometric features so extracted undergo principal component analysis (PCA) to reduce the dimensionality from ten to seven dimensions. The collected feature vectors are finally clustered into groups using \(K\)-means algorithm. For the experiments carried out in this paper, 128 clusters (code words) are used in the vector database (code book). They are taken to encode the input observation sequences and build the symbol set \(\{O_1, O_2, \ldots, O_{128}\}\) of the discrete HMMs.

B. Viseme Classifier

Our study on lip dynamics shows that the motion of the lips can be partitioned into three phases during viseme production.
Fig. 7. (a) Original image. (b) Lip localization. (c) Segmented lip area. (d) Parameterized lip template. (e) Actual lip shape. (f) Geometric measures extracted out of the lip template. 1: Thickness of the upper bow. 2: Thickness of the lower bow. 3: Thickness of the lip corner. 4: Position of the lip corner. 5: Position of the upper lip. 6: Position of the lower bow. 7: Curvature of the upper-exterior boundary. 8: Curvature of the lower-exterior boundary. 9: Curvature of the upper-interior boundary. 10: Curvature of the lower-interior boundary. [The curvatures are defined as the height of the control points (the middle points of the curves) relative to the starting points of the Bezier curves.]

Fig. 8. Separation of the lip region out of the entire image using hue distribution. (a) Histogram of the hue component of the entire image. (b) Histogram of the hue component of the lip region. (c) Histogram of the hue component of the lip-excluded image.

The first is the initial phase, starting from a closed mouth or the end of the last viseme production to the beginning of sound production of the viseme investigated. During this interval, the sound of the target viseme is not fully articulated and the lips are characterized with sharp changes. The next phase is the articulation phase, which is the time when the sound is produced. The third phase is the end phase when the mouth restores to the relaxed state or transits to the production of the next viseme.

Fig. 9 illustrates the three phases and the corresponding acoustic signal when the phonetic sound /u/ is uttered.

Among these phases, the articulation phase is the most important for recognition because this is where the major difference among visemes lies and it is relatively independent to the context. The initial phase and end phase are transitional phases. Based on the fact that there are three phases in viseme production, three-state left–right HMM structure as shown in Fig. 10 is adopted in the proposed system.

Using this structure, the state transition matrix $A$ has the form

$$
A = \begin{bmatrix}
    a_{11} & a_{12} & 0 & 0 \\
    0 & a_{22} & a_{23} & 0 \\
    0 & 0 & a_{33} & a_{34} \\
    0 & 0 & 0 & 1
\end{bmatrix}
$$

where the fourth state is a null state that indicates the end of the viseme production. The initial values of the coefficients in matrices $A$ and $B$ are set according to the statistics of the three phases. Given a viseme sample, the approximate initial phase, articulation phase, and end phase are manually segmented from the image sequence and the acoustic signal (an example is given in Fig. 9), and the number of frames of each phase is counted. Based on the number of the frames for the phases, a set of forward probabilities (the probabilities of one phase transiting to the next phase) and iteration probabilities (the probabilities of the phase repeating) are computed [28]. These probabilities are then adopted as the initial values of $a_{n,i}$ and $a_{n,i+1}$. For example, if the duration of state $S_i$ is $T_i$, the initial value of $a_{n,i}$ is $T_i/(T_i + 1)$, and the initial value of $a_{n,i+1}$ is $1/(T_i + 1)$ as they maximize $a_{n,i}^T a_{n,i+1}$. Matrix $B$ is initialized in a similar manner. If symbol $O_j$ appears $T(O_j)$ times in state $S_i$, the initial value of $b_{i,j}$ is $T(O_j)/T_i$. For such an arrangement, the states of the HMM are physically associated with the actual phases of viseme.
production and hence are referred to as the initial state, articulation state and end state. The HMMs configured in this way are adopted as the HMMs for the subsequent adaptive boosting.

### C. Experimental Results

Experiments are carried out to assess the performance of the AdaBoost-HMM in recognition of visemes. Comparison is also made with the performance of the single HMM classifiers.

In the first experiment, the speaker is asked to produce one sound/viseme in Table I at a time. Video recording is made and vector sequences corresponding to the visual speech elements are extracted as described in Section VI-A. The visemes obtained in this way are referred to as isolated visemes because they are independently produced. They start from a closed mouth and end with a closed mouth.

The speaker is asked to repeat each isolated viseme 140 times. The 140 vector sequences obtained are divided into two groups: 40 of them are used as the training samples and the other 100 are used as the testing samples. For each isolated viseme, an AdaBoost-HMM classifier that consists of 15–20 HMMs is trained with the proposed strategy given in Section V-C. According to (13), for a testing sample \( x^T \) of Class \( d_k \), a correct classification is made if \( ID(x^T) = d_k \). The classification error (FRR) of the AdaBoost-HMM classifier \( \Theta_k \) is then computed using

\[
FRR(\Theta_k) = 1 - \frac{\text{number of correctly classified samples of } d_k}{\text{number of all the testing samples of } d_k}.
\]  

From Table II, it can be seen that both the single-HMM classifiers and AdaBoost-HMM classifiers can identify the isolated visemes with reasonable accuracy. An average classification error below 20% is obtained with either approach. The classification error is lower for the vowels as the movement of the lips is more. The performance of the AdaBoost-HMM classifiers and that of the single-HMM classifiers are not significantly different. The samples obtained for the isolated visemes demonstrate good homogeneity as they are independently produced.

In the second experiment, the speaker is asked to produce different words containing the sound/visemes. The target viseme are then isolated from the video sequence. For example, the samples of the viseme of /t,d/ are extracted from words such as teach, bundle, and lad. The visemes obtained in this way are referred to as context-dependent visemes. For each viseme, 200 samples are drawn, with 100 for training and the other 100 for testing. The corresponding vector sequences are then determined from the images and a series of boosted HMMs are trained for each viseme with the proposed strategy.

As mentioned in Section V-B, the training error of an AdaBoost-HMM classifier [which is the error obtained from (10)] shows tendency of decreasing as boosting continues. To illustrate such change, the training errors of four AdaBoost-HMM classifiers and the \( j \)th HMM (the HMM trained

---

### Table II

<table>
<thead>
<tr>
<th>Viseme Categories</th>
<th>Classification Error (FRR)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Single-HMM Classifier</td>
</tr>
<tr>
<td>1 p, b, m</td>
<td>13%</td>
</tr>
<tr>
<td>2 t, v</td>
<td>4%</td>
</tr>
<tr>
<td>3 T, D</td>
<td>11%</td>
</tr>
<tr>
<td>4 t, d</td>
<td>35%</td>
</tr>
<tr>
<td>5 k, g</td>
<td>24%</td>
</tr>
<tr>
<td>6 s, z</td>
<td>10%</td>
</tr>
<tr>
<td>7 n, l</td>
<td>19%</td>
</tr>
<tr>
<td>9 r</td>
<td>18%</td>
</tr>
<tr>
<td>10 A</td>
<td>1%</td>
</tr>
<tr>
<td>11 e</td>
<td>8%</td>
</tr>
<tr>
<td>12 l</td>
<td>1%</td>
</tr>
<tr>
<td>13 Q</td>
<td>7%</td>
</tr>
<tr>
<td>14 U</td>
<td>7%</td>
</tr>
<tr>
<td>Average</td>
<td>11.6%</td>
</tr>
</tbody>
</table>
in the 7th boosting round) of the classifiers are presented in Fig. 11. Taking Fig. 11(a) as an example, the training error of the AdaBoost-HMM classifier decreases from 0.27 to 0.13 for the 20 rounds while the training error of the 7th HMM increases from 0.27 to 0.45. This is so as the composite HMM biases more and more to the outlier samples as boosting continues.

For the experiments carried out, the boosted subclassifier for each viseme consists of 12 to 20 HMMs. The training errors and classification errors (FRR) of the testing samples are listed in Table III together with the corresponding errors using the single-HMM classifiers. It is observed that the accuracy of recognition is significantly improved (smaller error rate) using AdaBoost-HMM classifier.

Compared with the classification errors listed in Table II, the classification accuracy of the single-HMM classifiers decreases dramatically in identifying context-dependent visemes. The classification rates of some consonants are even less than 50%. The reason underlying the high identification error is the distribution of the samples. As the samples of a context-dependent viseme are extracted from various words (contexts), the “shapes” of the samples of even the same viseme are different. In statistics jargon, the samples of a context-dependent viseme demonstrate a spread-out distribution. The traditional single-HMM classifiers cannot cover such a distribution well. However, the classification accuracy can be greatly improved with the application of AdaBoost-HMM classifiers. As illustrated in Table III, although the classification errors are larger compared with those listed in Table II, an average recognition accuracy of 70%–80% is still attainable, which is about 16% better than the single-HMM classifiers. The improvement can be attributed to the fact that a more complex decision boundary is formulated using the AdaBoost-HMM classifier than using the single-HMM classifier. Therefore, the AdaBoost-HMM classifiers can better cover the spread-out distribution for both the testing samples and the training samples. This is validated by the experimental results. If the context-dependent visemes are looked as isolated visemes distorted by adjoining visemes, it is concluded that the AdaBoost-HMM classifiers provide better robustness on identifying visemes than single-HMM classifiers.

D. Computational Load

The computations involved in AdaBoosting-HMM are estimated as follows. For the three-state 128-symbol discrete HMM applied in the experiments, with 100 training samples ranging from 15 to 50 frames for each viseme, about $10^6$ computations (computations include multiply and division) are required to train an HMM with the biased Baum–Welch estimation. Most of the computations are for calculating the forward variables and backward variables. For example, if the length of a training sample is 30 frames (average length), about 1200 multiplies are required to build a probability trellis to compute the forward variables and backward variables [18]. Assume that all the 100 training samples have the same length of 30 frames, about $1.2 \times 10^6$ computations are required to compute these variables. The forward variables and backward variables have to be computed more than once because EM iterations are taken in the Baum–Welch estimation. If 10 iterations are used (in our experiments, the probability scored for the training samples becomes stable after about 10 iterations), $1.2 \times 10^6$ computations are required. The number of computations involved in estimating the state transition coefficients and symbol emission probabilities is small compared with this quantity. As a result, it is reasonable to conclude that computations of the order of $10^6$ are required to train a single-HMM classifier. The computations can be completed in less than 10 s using 900-MHz Pentium III.

For AdaBoost-HMM classifier comprising 20 HMMs, approximately $2 \times 10^7$ computations are required for training the classifier. The additional number of computations including error estimation using cross-validation and calculation of weights is small compared with the number of computations required for the Baum–Welch estimation. The total number of computations is, thus, approximately $2 \times 10^7$. This is a modest amount of computations for the modern computers or signal processor chips. The average time for training the

![Fig. 11. Rate of training error versus boosting round. Viseme classifiers of (a) /e/. (b) /s, z/. (c) /T, D/. (d) /t, d/.

### TABLE III

<table>
<thead>
<tr>
<th>Viseme Categories</th>
<th>Single-HMM Classifier</th>
<th>AdaBoost-HMM Classifier</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Training Error</td>
<td>Classification Error</td>
</tr>
<tr>
<td>1 p, b, m</td>
<td>14%</td>
<td>20%</td>
</tr>
<tr>
<td>2 f, v</td>
<td>15%</td>
<td>27%</td>
</tr>
<tr>
<td>3 T, D</td>
<td>24%</td>
<td>34%</td>
</tr>
<tr>
<td>4 t, d</td>
<td>39%</td>
<td>50%</td>
</tr>
<tr>
<td>5 k, g</td>
<td>17%</td>
<td>17%</td>
</tr>
<tr>
<td>6 th, dz, S</td>
<td>17%</td>
<td>21%</td>
</tr>
<tr>
<td>7 s, z, z</td>
<td>39%</td>
<td>45%</td>
</tr>
<tr>
<td>8 n, I</td>
<td>40%</td>
<td>79%</td>
</tr>
<tr>
<td>9 r</td>
<td>21%</td>
<td>54%</td>
</tr>
<tr>
<td>10 A</td>
<td>14%</td>
<td>18%</td>
</tr>
<tr>
<td>11 c</td>
<td>27%</td>
<td>33%</td>
</tr>
<tr>
<td>12 I</td>
<td>9%</td>
<td>10%</td>
</tr>
<tr>
<td>13 Q</td>
<td>10%</td>
<td>35%</td>
</tr>
<tr>
<td>14 U</td>
<td>4%</td>
<td>9%</td>
</tr>
<tr>
<td>Average</td>
<td>21%</td>
<td>32%</td>
</tr>
</tbody>
</table>
AdaBoost-HMM classifier is about 2 min using 900-MHz Pentium III.

The computational load in the recognition phase is far less than that in the training phase. For the single-HMM classifiers, the likelihood of an input sequence is determined out of 14 viseme categories, about 1200 multiplies are performed. As the identity of the input sequence is determined out of 14 viseme categories, the total number of computations will be approximately $1.7 \times 10^4$. It only takes 1 s using 900-MHz Pentium III. For the AdaBoost-HMM classifiers, the input sequence is evaluated by a total of 280 ($20 \times 14$) HMMs, where about $3.4 \times 10^5$ multiplies are carried out. The number of computations involved in probability synthesis is small compared with this quantity. It takes 4–5 s to determine the identity of the input sequence using the 900-MHz Pentium III computer.

VII. CONCLUSION

The adaptively boosted HMM classifier proposed in this paper is a type of multi-HMM classifiers. It is specially suited to improve the accuracy of identifying time series with spread-out distribution. The AdaBoosting technique serves to train a group of undemanding HMMs, in which the training error is less than 0.5. The decisions made by the composite HMMs are synthesized and a more complex decision boundary is formulated than using single HMM.

In this paper, the AdaBoost-HMM classifier is applied to identify visemes in visual speech processing. Experimental results show that such a classifier is able to achieve an average improvement of 16% on recognition accuracy over the traditional single HMM classifier in identifying context-dependent visemes. The complexity of computational load to train the boosted viseme classifier is approximately twenty times that of the load of training a single-HMM viseme classifier when the Baum–Welch estimation is used.

The proposed method can readily be extended to many other situations especially when the observed data have spread-out distribution, for example, speech recognition, handwriting recognition, and speaker identification.
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