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Summary

Active noise control (ANC) is a noise abatement technique that preserves an abode’s natural ventilation when applied on domestic windows. ANC systems for open windows mitigates noise at the receivers’ end, which augments solutions that are less effective for urban noise in high-rise cities. The target of the ANC system is to reduce noise that propagates through an open aperture, such as a window, into the interior of a room. This thesis presents a systematic approach to the open window ANC system design to address the complex practical implementation challenges.

Firstly, the fundamental limits of the ANC system in controlling noise through an open aperture are determined by numerical simulations. The investigation into the performance of different physical arrangements reveals that the upper limit frequency limit of control is determined by the separation distance between the sources of the planar array, distributed evenly in the aperture. As a result, the minimum number of sources needed for good control is generalized for a rectangular aperture and the dominant noise incidence angles. Based on the design guidelines for the open aperture, a further numerical study was conducted to investigate the influence of passive elements (i.e. glass panel) in the aperture on the active control performance. Moreover, it was shown that the arrangement of control sources in a partially glazed aperture (~75%) based on the established design guidelines could provide more attenuation than a fully-glazed aperture without active control.

Next, an experimental setup with a full-sized domestic window is designed and installed on a room model placed in a recording studio. The active control units were custom designed and secured within the aperture via the security grille. A total of 24 control sources of the multiple-input-multiple-output (MIMO) ANC system are
implemented on a fully-opened two-panel sliding window. The active control attenuation performance was predicted to be 10 dB at the error microphones through offline simulations with measured transfer functions.

Due to the high computational complexity, the real-time active control system was implemented on an FPGA platform, which operated at 25 kHz sampling rate. The active control performance was determined by an array of 18 microphones distributed within the interior of the test chamber, of which 12 microphones monitored the noise directly in front of the aperture in a plane array, and the rest were distributed according to the ISO standard to measure the energy-averaged sound pressure level of the room interior. The active control performance was compared to the passive insulation provided by a fully-closed window. In both tonal and broadband noise scenarios, the active control system was comparable to the passive insulation of a fully-glazed window in the mid-frequencies and at oblique angles of incidence for the entire frequency range of interest.

Lastly, considerations to increase the practicability of the active noise control system for domestic windows are discussed. Namely, the omission of error microphones but implementing fixed filters and the reduction of the number of control sources that are distributed in the aperture in an effort to reduce the physical and visual obstructions.
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Chapter 1

Introduction

Aside from the auditory health effects (i.e. hearing loss) of exposure to excessively high levels of sound, non-auditory health effects arising from chronic exposure to transportation noise should be a cause for concern. Increasing evidence showing significant proportions of the urban population being exposed to chronic levels of transportation noise highlights the urgency in deploying effective noise mitigation measures. However, widely implemented noise abatement methods (i.e. noise barriers, porous asphalt) are contradictory to sustainable development efforts such as naturally ventilated buildings and greening efforts.

Traditional noise abatement for naturally ventilated buildings tend to either obstruct daylight ingress, restrict airflow, prevent access to the façade or in any combination of the three (e.g. acoustic louvres, double-glazing, resonators). Since transportation noise is predominantly low-frequency in nature, there is potential for the implementation of active noise control (ANC) techniques. ANC is effective at low-frequencies that passive methods struggle at, and can abate noise while maintaining daylight ingress, airflow and access to the façade.
1.1. Urban Noise Environment on Health

Environmental noise is a prevalent feature of an urban soundscape. Of the numerous environmental noise sources (e.g. aircrafts, road traffic, railways, industries and construction), the World Health Organisation (WHO) has identified road traffic noise as one of the main contributors to urban noise pollution [European Environment Agency, 2017; Fritschi et al., 2011; Nugent et al., 2014].

Owing to widespread exposure and its pervasiveness, urban noise has been linked to a myriad of non-auditory health effects by an increasing number of health studies [Basner et al., 2014; Fritschi et al., 2011; Nugent et al., 2014; Stansfeld and Matheson, 2003; World Health Organization Regional Office for Europe, 2009]. Six major health effects were identified from WHO’s compilation of health studies in 2011: cardiovascular disease, cognitive impairment in children, sleep disturbance, tinnitus and annoyance.

Sleep disturbance has been determined to be the most detrimental non-auditory effect due to its effect on daytime function and performance, and health. Psychological adaptations to noise do not translate to physiological adaptations as the autonomic, motor, and cortical arousals can still be invoked during sleep. Epidemiological research has indicated that prolonged activation of the physiological system due to long-term chronic exposure to noise, even at low noise levels, is associated to an increase in adverse health risks (i.e. hypertension, arteriosclerosis, and ischaemic heart disease). With relation to noise levels, meta-analyses of studies assessing the link between transportation noise exposure (i.e. road traffic and aircraft noise) and health effects (i.e. hypertension, ischaemic heart diseases, including myocardial infarction), indicates a 7% to 17% increase in risk per 10 dB increase in equivalent noise level [Basner et al., 2014].
Thus, the design goal for noise mitigation strategies can be based on the specific night noise threshold levels (in decibels) and their associated observed health effects, as summarised by WHO in Table 1 [World Health Organization Regional Office for Europe, 2009]. Even if the 55 dB A-weighted equivalent noise level is a difficult goal, a 10 dB decrease can result in a 7% to 17% reduction in health risks.

Table 1.1: Associated health effects at different night noise levels (A-weight equivalent noise levels) [Fritschi et al., 2011]

<table>
<thead>
<tr>
<th>Average night noise level over a year.</th>
<th>Health effects observed in the population</th>
</tr>
</thead>
<tbody>
<tr>
<td>Up to 30 dB</td>
<td>No substantial biological effects are observed (subject to individual differences).</td>
</tr>
<tr>
<td>30 to 40 dB</td>
<td>Several effects on sleep observed but seem modest even in the worst cases. Vulnerable groups (e.g. children, elderly) are more susceptible.</td>
</tr>
<tr>
<td>40 to 55 dB</td>
<td>Adverse health effects observed among the exposed population. Many people adapt their lives to cope with the noise at night. Vulnerable groups are more severely affected.</td>
</tr>
<tr>
<td>Above 55 dB</td>
<td>Considered increasingly dangerous for public health. Frequent occurrence of adverse health effects, with a sizeable proportion of the population highly annoyed and sleep-disturbed. There is evidence that the risk of cardiovascular disease increases.</td>
</tr>
</tbody>
</table>

1.2. Noise Mitigation Strategies from an Urban Sustainability Perspective

Escalating vehicular usage in densely populated areas usually result in congested road networks that may be in close proximity to current (and future) residential areas. This is a rising concern especially in densely populated Asian cities [Schwela et al., 2014]. The
resulting inadvertent exposure to unhealthy noise levels and rising complaints have prompted local authorities to explore innovative noise control measures for safeguarding public health in a sustainable manner.

Noise mitigation strategies are multi-faceted, spanning from measures at the source, through the propagation path, and to the receiver end. The focus of this section is placed on the control measures pertaining to road traffic noise owing to its pervasiveness. Based on the reported Environmental Noise Directive (END) action plan measures for road traffic noise by the European Union member states, heavy emphasis is placed on road traffic management (25%) and measures along the propagation path (25%); followed by measures at the receiver (13.89%); promotion and awareness (11.11%); measures at the source (8.33%), socio-economic measures (8.33%); and land use and urban planning (8.33%).

1.2.1. Measures at the Source

The most productive and effective noise control measures are targeted at the source [Guarinoni et al., 2012; Nilsson et al., 2014; Nugent et al., 2014]. Road traffic noise is mainly attributed to: (1) tyre-road interaction when the vehicle is travelling above 30 km/h, and (2) by propulsion sources (i.e. engine, exhaust, air intake, etc.) below this speed [Nilsson et al., 2014; Nugent et al., 2014; Science Communication Unit, 2017].

Low-noise road surfaces made of porous asphalt and low-noise tyres are effective at reducing noise levels by up to 4 dB and 3 dB respectively at present. However, porous asphalt is less durable (than dense asphalt concrete) and requires more frequent maintenance on top of higher application costs. The need for maintenance also results in obstruction to traffic and additional noise from asphalt milling machines. Further
improvement to achieve quieter tyres requires more radical design changes such as using airless tires [Science Communication Unit, 2017].

Vehicle noise emission limits are only as effective as their test methodologies. Even if the appropriate test methodology is selected, a substantial lead time is required for successful implementation in the vehicle population. Moreover, the effectiveness of these limits is thwarted by irresponsible driving (e.g. engine revving) and asocial behaviours (e.g. modification to tailpipes), which are evident from the prevalence of noise complaints. Hence, innovative methods such as a remote detection system [Agha et al., 2017] should be developed to deter such behaviours.

1.2.2. Measures Along the Propagation Path

Both road traffic management measures and mitigation strategies along the propagation path are the most emphasised methods in Europe due to the immediacy of the mitigation effects. The erection of noise barriers to obstruct direct propagation of the noise to the recipients is the most popular abatement method in Europe and perhaps across the world.

The effectiveness of the barriers is dependent on: (1) height, (2) length, (3) material (4) its position, (5) and even the soil upon which it is placed [Murphy and King, 2014]. Ideally, the barrier should be tall enough to obscure the line-of-sight between the source and the receiver. It should be long enough to cover a 160 degrees field-of-view from the perspective of the receiver. The barrier should also be solid and continuous with no gaps and be positioned as close as possible to either the source or the receiver. Lastly, the addition of soil cover over rigid berms can improve attenuation of up to 5 dB [Van Renterghem and Botteldooren, 2012].
Although noise barriers can be applied across different noise types (e.g. construction noise and train noise), the mechanism of the noise barrier is paradoxical in a high-rise scenario [Murphy and King, 2014]. Noise barriers diffract noise over its top and around its edges, limiting its effectiveness to sections of the building in its shadow zone and inadvertently increasing the noise levels for a larger portion of a tall building (i.e. upper floors). Tall barriers (usually above 3 m) require an additional foundation to maintain structural integrity, thereby increasing its already high cost, especially so for transient activities such as construction sites. Often, land-scarce cities (e.g. Hong Kong and Singapore) do not allow the barriers to be placed in their optimal positions and inevitable obstructions (e.g. large trees, telephone poles, traffic signals, etc.) result in discontinuities in the barriers, reducing its effectiveness. Moreover, on top of the barrier’s poor aesthetics, it is a hindrance to the city’s sustainability efforts (e.g. limits tree-planting, obstructs airflow, affects wildlife – avian collisions with transparent panels).

1.2.3. Measures at the Receiver End

Recommendations for abatement measures at the receiver end are lacking in noise directives and reports, which is evident from the preference for the erection of noise barriers [Guarinoni et al., 2012; Nugent et al., 2014; Science Communication Unit, 2017]. The measures mentioned are usually limited to building and façade insulation such as double or triple glazing of windows or implementation of winged walls to diffract noise away from the façade openings.

Despite the effectiveness of glazed windows (up to 30 dB insulation), the requirement for windows to remain closed are not suitable for tropical climates.
Moreover, natural ventilation is vital for good indoor air quality as recommended by the WHO to reduce: (1) risks of airborne communicable disease transmission, (2) build-up of, and exposure to indoor air pollutants, (3) mould and dampness, and (4) microbial build-up in air-conditioned areas [Nathalie, 2011]. Natural ventilation is also a sustainable design goal that can enhance the cooling of buildings, yielding up to 25-50% in energy savings [Fisk and Rosenfeld, 1997; Nathalie, 2011].

Noise control strategies for naturally ventilated buildings usually involve passive elements that affects the airflow and visibility of the façade openings such as the addition of louvres, or resonators. However, such methods are ineffective at the low-frequency range (<500-1000Hz), where most transportation noise falls within. Hence, there is an underexplored area where active methods, which are effective at low frequencies, can be exploited to tackle environmental noise [De Salis et al., 2002; Tang, 2017].

1.3. Active Methods for the Abatement of Noise in Naturally Ventilated Buildings

Active noise control methods have been applied successfully to ventilation ducts [Kuo and Morgan, 1996], aircraft cabins [Nelson and Elliott, 1992], automobile cabins [Samarasinghe et al., 2016], and headphones [Kajikawa et al., 2012]. However, these control environments are usually confined to small interior spaces (i.e. ventilation ducts, automobiles, and headphone cups) or tackle harmonics (i.e. car engine, propeller revolutions).
1.3.1. **Active Control of Acoustic Modes in an Interior Space**

In a large interior space, one strategy for effective control of noise within the entire interior is to control all the relevant acoustic modes. In general, the number of sound sources (e.g. loudspeakers) required is proportional to the desired number of modes to be controlled.

The number of modes in a room can be approximated by calculating the modal overlap $M(\omega)$, a dimensionless parameter that quantifies the number of modes that are significantly excited in the enclosure (i.e. a room with rigid walls) at any one excitation frequency, $\omega$ [Bies and Hansen, 2009; Elliott, 2001; Hansen et al., 2012]. Since a room with rigid walls can be modelled as a three-dimensional enclosure, the acoustic modal overlap can be approximated from the modal densities and is given by [Elliott, 2001]

$$M(\omega) = \frac{2\psi \omega L}{\pi c_0} + \frac{\psi \omega^2 S}{\pi c_0^2} + \frac{\psi \omega^3 V}{\pi^2 c_0^3},$$  \hspace{1cm} (1.1)

where $L$ is the sum of all the linear dimensions (i.e. all edges), $S$ is the total surface area of the room interior, $V$ is the volume, $\psi$ is the damping ratio, and $c_0$ is the speed of sound. Considering the desired range of control up to 1000 Hz (typical of transportation noise), a typical apartment room size in Singapore of $3 \times 4 \times 2.6$ m$^3$, and a damping ratio of 10%, (1.1) can be plotted as a function of frequency as depicted in Figure 1.1. The number of modes and hence the number of control sources required is over 2500, as shown in Figure 1.1 which is impractical.

Furthermore, the number of sensors required to obtain an accurate estimate of the sound field for effective control over the entire interior is proportional to the number of significantly excited modes.
Instead of controlling all the significantly excited modes in the room interior, control can be targeted at the point of entry of the noise sources. In an apartment with thick concrete walls, it is reasonable to assume that the main point of entry for noise are the façade openings (i.e. windows).

As shown in section 0, it is important to determine the fundamental physical limitations of the environment in which active control is to be applied. For the successful practical implementation of active control, the fundamental limits of control through an aperture (i.e. the window in a wall) should be determined.

**Figure 1.1:** Modal overlap of a rectangular cuboid ($3 \times 4 \times 2.6 \text{ m}^3$) with a damping ratio of 10% as a function of frequency.
1.4. Thesis Structure and Objectives

In view of the situation, this thesis focuses on the practical implementation of an active noise mitigation method for naturally-ventilated building façade openings (i.e. open windows). Based on the review of the health impacts of chronic exposure to transportation noise, there is a pressing need to develop noise mitigation measures that can immediately and effectively alleviate low-frequency transportation noise in residential high-rise apartments. Noise control is particularly challenging in naturally ventilated buildings as there is little obstruction to the noise impinging on the building façade.

Although the use of active control methods for noise control in naturally ventilated buildings has been suggested in the past, there is a lack of research activity that seeks to fully define the fundamental limits and subsequent practical implementation of active control systems for full-sized façade openings. Therefore, the aims of this thesis are to: (1) define the fundamental limits of active control for practical façade openings, (2) develop a real-time active control system for a full-sized window in a domestic setting.

The structure of this thesis is as follows:

Chapter 1

The challenges of sustainable environmental noise control in densely-populated high-rise cities is addressed. From a meta-analysis of health studies, a reduction in noise of 10 dB could reduce noise-induced health risks by 7% to 17%. A survey of the current state of noise control measures from the source to the receiver reveal that conventional solutions are ineffective for naturally-ventilated high-rise buildings. Promising
solutions based on active noise control for façade openings of naturally-ventilated buildings, however, are still not fully understood.

Chapter 2

Building façade openings serve multiple functions in allowing daylight ingress, providing natural ventilation, insulates against noise, and allows access to the façade. Hence, this chapter surveys both the passive and active methods of noise control for apertures in the perspective of high-rise buildings in a tropical climate. The active control techniques employed, and their attenuation performance is surveyed and summarised.

Chapter 3

The complex mechanism of acoustic propagation through a rectangular aperture offers no computationally efficient analytical solution for an active control performance analysis [Rdzanek, 2018]. Based on previous active control analysis in an enclosure [Johnson et al., 1998], a numerical model based on the equivalent source method (ESM) is developed to determine the limits of active control of sound through an aperture. Owing to limitations of the regular geometry, the ESM method proved to be insufficiently accurate despite regularisation. Hence, an alternative model based on the finite element method (FEM) was developed and shown to have sufficient accuracy for the chosen parameters.
Chapter 4

Determination of the fundamental physical limitations is essential to the successful implementation of a practical active noise control system [Hansen et al., 2012; Nelson and Elliott, 1992]. Using the FEM-based numerical model, the optimal active control source arrangement within an unobstructed aperture along with the maximum achievable attenuation is determined. From the results, a relationship between the minimum number of sources required for good attenuation up to the desired frequency is derived. The simulation model is extended to include the occlusive effects of a regular glass panel to represent a typical two-panel sliding window configuration. The process is repeated to determine the minimum number of sources required for good control in relation to the size of the sliding window opening.

Chapter 5

Guided by the results of the numerical simulations, a real-time active noise control system is developed for a full-sized sliding window in a mock-up room. This chapter details the construction of the experimental test chamber and the active control units. The performance of the active control system is predicted by simulation with measure transfer responses between the active control loudspeakers and the error microphone array in the interior of the room. Subsequently, the performance of the real-time active control system is measured for a number of primary disturbance conditions by taking the space and time average sound pressure levels in the room interior.
Chapter 6

Based on the development of the active control system in Chapter 5, two important considerations for practical implementation are discussed. This chapter presents preliminary investigations into addressing the identified challenges namely: (1) omission of error microphones, and (2) the reduction of the number of control sources distributed within the aperture without a reduction in control performance.

Chapter 7

The final chapter summarises the findings presented in the preceding chapters and suggests directions for future work.

1.5. Contributions

The main contributions of this thesis are as follows:

(i) An equivalent source method approach was devised and demonstrated to be insufficiently accurate for simulating the propagation of planes waves through an aperture in a wall with finite thickness [Lam et al., 2015a]. (Chapter 3)

(ii) The physical limits of active control of noise through an unobstructed aperture was determined numerically for a number of control source configurations using the finite element method. Based on the analytical solution of a plane array of active control sources in the free-field [Elliott et al., 2018], the optimal arrangement of sources in the open aperture is determined for the complete range of noise incidences [Lam et al., 2015b, 2018a]. (Chapter 4)
(iii) Building upon the unobstructed aperture case, the optimal source arrangement and its fundamental limits of control are determined for a full-sized sliding window at a number of glazing scenarios (i.e. different stages of opening a sliding window) [Lam et al., 2018c]. (Chapter 4)

(iv) Based on the dimensions of the simulated sliding window, a full-sized sliding window and a test chamber were constructed for the real-time implementation of an active noise control system [Lam et al., 2018c]. The active control performance is measured for a number of primary source configurations using an array of microphones to obtain a space and time average sound pressure level in the room interior. (Chapter 5)

(v) A numerical experiment was conducted to determine the feasibility of using fixed-filters to achieve a practical active control system that omits the requirement of error microphones [Lam et al., 2016]. (Chapter 6)

(vi) A hybrid source configuration is proposed to improve the active control performance at oblique noise incidences and to reduce the visual obstruction in the aperture opening [Lam et al., 2018b]. (Chapter 6)

The published articles and conference proceedings that have arisen from the work in this thesis and related work produced in the same period is listed in the section of Author’s Publications.
Chapter 2

Control of Noise through Apertures for Naturally Ventilated Residential Buildings

One of the main noise mitigation strategy at the receivers’ end is to control the noise that propagates through a façade opening into an interior space. Targeting the main propagation path of the noise into an interior space (i.e. windows) guarantees that the noise is attenuated in the entire interior space. However, there are few noise mitigation techniques tailored for naturally-ventilated residential buildings, which have been widely adopted.

Design of noise control measures for residential façade openings should ideally not obstruct airflow, prevent daylight ingress, and restrict the access to the façade, especially in tropical climates. Although passive methods have traditionally struggled to effectively control low-frequency noise, recent developments in passive control methods for residential buildings are surveyed to assess their noise abatement limitations, and restrictions in terms of airflow, daylight ingress and façade access.

Finally, active noise control strategies are surveyed and analysed according to the layout of transducer arrangement: (1) boundary layout, where the control sources are arranged around the edges of the opening, and (2) distributed layout, where the control sources are distributed across the opening. Based on the summary of the active noise
control techniques, observations and research gaps are derived to be addressed
throughout this thesis.

2.1. Passive Strategies

Silencers and acoustic treatments are traditional noise mitigation strategies for apertures, usually for heating, ventilation, and air conditioning (HVAC) systems. Although they are heavily utilised in the industrial setting, where daylight ingress and aesthetics are of minor importance, some researchers have attempted to adopt them for domestic window apertures. One prominent team proposed a silencer-type structure installed in the window aperture based on the incorporating Helmholtz resonators into sonic crystals. By tuning the resonators and adjusting the gap between the rectangular tubes, 9 dB of attenuation was achieved in the 700 to 1400 Hz band at the ears of a dummy head in an in situ setup [Lee et al., 2016, 2017; Lim et al., 2017]. Besides poor low-frequency performance, the daylight obstruction, rigidness, and poor aesthetics limit the sonic crystal window’s practicality.

To strike a balance between acoustic insulation, natural ventilation, and daylight admission, recent passive techniques to mitigate noise at the window aperture are usually based on two staggered glass panels, also known as the plenum design. The plenum design is a variant of the staggered double window investigated by Ford and Kerry [Ford and Kerry, 1973], as a follow up to sliding double window recommendations from 1968 by Stephenson and Vulkan [Stephenson and Vulkan, 1968]. As opposed to recommended window treatments usually with separate mechanical ventilators [Ford and Kerry, 1973; Utley et al., 1986], the plenum design mitigates noise whilst maintaining sunlight admission and allowing natural ventilation.
Kang demonstrated an experimental staggered glass panel design lined with transparent micro-perforated absorbers (MPA), and louvres installed in between the glass sheets [Kang, 2009]. The noise attenuation performance of the proposed staggered panel system outperformed a fully closed single glazed window while maintaining sufficient ventilation. However, the attenuation performance degrades below 500 Hz, leaving room for further improvement.

Tong et al. conducted a full-scale field study to investigate the attenuation performance of the plenum window for traffic noise [Tong et al., 2015]. The acoustical shielding of the plenum window against traffic noise was determined to be 7.1 to 9.5 dB, in the test room located 3 m above the road surface. Tong et al. also noticed that the modes and resonances within the plenum window degrade the noise reduction performance of the plenum window in the low frequencies (250 to 400 Hz).

Other methods that considers acoustic insulation, daylight ingress, and natural ventilation include (1) a soundproofing casement window (SPCW) concept [Yuya, 2010; Yuya et al., 2009], (2) an air transparent soundproof window [Kim and Lee, 2014], and (3) a ventilated window with quarter-wave resonators and membrane absorbers. The SPCW consists of opaque ventilation units with staggered inlets and outlets for natural ventilation. The ventilation units are separated by transparent glass panels for daylight ingress. Without absorbent materials such as MPAs, however, significant attenuation only occurred at 800 and 1000 Hz 1/3 octave band centre frequencies.

The air transparent soundproof window proposed by Kim and Lee is based on the combination of MPA and Helmholtz resonator concepts [Kim and Lee, 2014]. The cylindrical holes in the middle of the transparent cubic cells serve as both diffraction resonators for acoustic insulation, whilst allowing airflow for natural ventilation. When the diameter of the cylindrical openings is 50 mm wide, up to 35 dB of transmission loss
was achieved between 700 to 2200 Hz. Since the acoustic attenuation performance is inversely proportional to the diameter of the cylindrical openings, the natural ventilation would be insufficient if good low-frequency performance is desired.

Building upon the quarter-wave resonator concept by Field and Fricke [Field and Fricke, 1998], Wang et. al. designed a silencer for ventilation openings based on quarter-wave resonators in combination with a winged wall that acts as a funnel to increase airflow rate [Wang et al., 2014]. In the frequency range of 500 Hz to 4 kHz, 10 to 22 dB of transmission loss was reported.

Aside from the double sliding window suggested by Stephenson and Vulkan [Stephenson and Vulkan, 1968], the passive strategies introduced have proposed fundamental changes to traditional window design. In dense, high-rise Asian cities, the function of the window goes beyond occupant comfort. Due to the lack of interior living space as well as cultural habits, drying of laundry on the building façade is a common sight. Hence, access to the façade through the windows are important factors to consider when implementing new window designs. For a clearer overview, the passive strategies can be classified according to their functions, as depicted by the Venn diagram in Figure 2.1. Unfortunately, none of the passive methods surveyed falls within the desired zone, where all four functions are met. Nevertheless, the passive methods could be used in predominantly temperate climates where the use of laundry drying machines are culturally prevalent.
2.2. Active Strategies

The active noise control (ANC) concept is based on the wave superposition phenomenon, where the disturbance signal to be controlled is attenuated by an anti-phase wave with the same amplitude at the same point in space and time. While the concepts and theory behind active noise control are well-established, the complexities of practical implementation have limited its applications.

In the last decade, however, ANC has been increasingly deployed in mass-produced consumer automobiles to increase fuel efficiency and improve acoustic comfort [Samarasinghe et al., 2016]. More importantly, the switch to ANC in automobiles is also triggered by the more efficient low-frequency noise attenuation performance (<500 Hz) over traditional passive methods. The consumerisation of ANC technology has rekindled interest in controlling low-frequency sounds in other areas [Kajikawa et al.,...]

Figure 2.1: Functions of the domestic window with considerations of access to the Façade [Wang et al., 2014].
In particular, the application of ANC on domestic window apertures have gained some traction. To date, several preliminary studies of ANC for open apertures have demonstrated the feasibility of achieving good attenuation without affecting natural ventilation [Lam et al., 2018c; Lam and Gan, 2016]. Recently, Qiu presented an updated but brief overview of past and ongoing projects from around the world that have implemented ANC on apertures [Qiu, 2017]. Since there are relatively few active control implementations that are not based on duct acoustics for sealed windows [Jakob and Möser, 2003a, 2003b; Yu et al., 2007], the focus of this section will be on active control techniques implemented on open apertures for natural ventilation.

The investigation of active control methods to control noise transmission through apertures can be traced back to the proposed active sound power absorption method by Emms [Emms, 2000; Emms and Fox, 2001]. The suggested monopole-dipole absorber absorbs the incident sound power at the aperture, as opposed to the ANC technique used in the examples above, which minimises the sum-of-squared sound pressure. In the experimental system, the sound power transmitting through the 0.6 m × 0.6 m aperture was absorbed significantly in the frequency range of 200 Hz to 500 Hz. The absorption performance of active sound absorbers, however, is limited by the finite drivers of the control sources and are also highly sensitive to calibration errors. Despite the negatives, conclusions such as (1) sensitivity to deviations in control source position relative to the aperture, and (2) deciding the appropriate separation distance between sources in an array, are important considerations for scaling to larger apertures and extending the upper-frequency limit. At present, the practical realisation of the active sound absorber concept is still technically challenging [Cho et al., 2018; Nelson and Elliott, 1992].

In the past decade, the interest in the active control of sound through apertures re-emerged independently in Europe and Asia and has gained momentum until today.
Although the adaptive algorithms are similar, the techniques can be broadly classified by their physical arrangement of control sources with respect to the aperture, namely: (1) in the boundary layout, where control sources are placed around the periphery of the aperture, or (2) in a distributed layout, where control sources are usually distributed across the aperture.

2.2.1. Boundary Layout

The boundary layout is an enticing solution as the aperture will be unobstructed by the control sources. The boundary layout has been tested on different types of openings, such as unobstructed apertures, tilt windows, sliding windows, and an interesting study that is applied to an aperture of a baffled rectangular cavity.

2.2.1.1. Open Aperture

Based on Ise’s boundary surface control principle [Ise, 2005], Kwon and Park proposed a feedforward approach to ANC implementation where reference sensors are introduced to detect the impinging noise [Kwon and Park, 2013]. The scaled-down model consists of 8 control sources arranged evenly around the 30 × 30 cm (900 cm²) aperture. The main disadvantage, however, is the non-causal filter implementation that requires reference sensors to be placed a distance away from the control sources. In field implementations, the complex sound fields in front of the aperture will alter the transfer functions of the estimated reference signal. Thus, the attenuation performance will be degraded, especially for glancing incidences. Nevertheless, in the anechoic setup, reduction of up to 10 dB was achieved in the entire interior of the scaled-down model, regardless of noise incidence from 0° up to 60°.
Figure 2.2: (a) Image of the scaled-down model room and an open aperture with the active noise control sources embedded in the surrounding frame. (b) The block diagram and cross-sectional representation of the active control system [Kwon and Park, 2013].

2.2.1.2. **Tilt Windows**

In a field experiment, as shown in Figure 2.3(a), Pâimes et. al. implemented an active control system on a regular hopper-style (56 × 142 cm) tilt window with the goal of reducing aircraft fly-over noise. The adaptive feedforward system is depicted in Figure 2.3(b) and comprises of (1) a reference sensor, placed 15 m in front of the façade, (2) a control source, installed on the outside of the window, (3) an error microphone, placed at the opening of the tilted window, and (4) a commercial controller that drives the control source to minimise the pressure at the error microphone. Pâimes et. al. concluded that the complex geometry of the tilt window coupled with the poor coherence between the error and reference signals resulted in limited attenuation of the ANC system (3 dB IL).
Figure 2.3: (a) Floor plan and image showing the site where the active control system is installed, and the (b) schematic of the ANC system in a cross-sectional view [Pàmies et al., 2014b].

To tackle the complex geometry of the Hopper-style tilt window, Hanselka et. al. investigated different sensor and actuator arrangements for effective control. From the myriad of sensor and actuator positions experimented, it was determined that the orientation of the speakers was less critical than the arrangement of the error sensors. Moreover, Hanselka et. al. concluded that the density of error sensors was crucial to the successful attention of high frequencies. The best performance achieved was
approximately 12 dB (100 – 1000 Hz) in the room interior when 8 control sources are placed perpendicular to the opening of the window in the room interior.

Figure 2.4: (a) Image of the hopper-style tilt window installed with 8 active noise control sources [Eder et al., 2017], and (b) the cross-section representation of the ANC system [Hanselka et al., 2016].

2.2.1.3. Sliding Windows

The rising demand for noise mitigation solutions that maintain natural ventilation has begun to attract commercial interest. A commercial company, TechnoFirst, has developed a prototype ANC system for regular sliding windows [Carme et al., 2016a]. The column of control sources is flushed to one vertical edge of the window frame, with loudspeaker mounted perpendicularly to the opening. From the results presented, the active control system reduced 12 dB of noise in the frequency range of 100 – 300 Hz. As the window is designed for the French market, where the law mandates that the
maximum window gap is 13 cm for child safety, the maximum opening of the sliding window is 13 cm × 75 cm (975 cm²).

Figure 2.5: (a) Active control units in a sliding window configuration, and (b) a cross-sectional view of the system [Carme et al., 2016b, 2016a].

2.2.1.4. **The Aperture of the Baffled Rectangular Cavity**

In a different use case, but nevertheless important, Wang et. al. conducted a follow-up investigation to determine the performance limits of an ANC system, where control sources are distributed around the edges of the opening of a baffled rectangular cavity [Wang et al., 2017c]. In simulations, with the number of sources fixed at 36 for a 100 × 120 cm aperture, the upper limit of control for the boundary layout was limited to 300 Hz, whereas it was beyond 1000 Hz when the sources as distributed evenly over the entire aperture.

To further improve the performance of the boundary layout, Wang et. al. proposed a double layer configuration, where two layers of boundary sources are stacked in a parallel fashion relative to the plane of the opening 0.432 m × 0.670 m wide [Wang et al., 2017a, 2017b]. In an experiment investigation, the upper frequency limit of
attenuation using the double layer configuration is more than twice that of the single layer, with the number of sources kept constant. Wang et. al. also concluded that the upper frequency limit of both the single and double layer boundary layout is determined by the size of the aperture, whilst noting that increasing the number of sources has limited effect beyond a certain threshold [Wang et al., 2018]. Nevertheless, the noise reduction upper limit of the double layer boundary layout was determined to be inferior to the distributed layout, but sufficient for low frequencies.

Figure 2.6: (a) 3D model of the double-layered active control system layout around the boundary of the large duct with a rectangular baffle. (b) The schematic diagram showing the components in the active noise control system [Wang et al., 2017a].

2.2.2. Distributed Layout

Ise investigated the performance of 16 independent actuator-transducer (i.e. loudspeaker and error microphone) pairs distributed evenly around an open aperture [Ise, 2005], as shown in Figure 2.7. Based on the boundary surface control principle, each speaker and microphone pair are driven independently reduce the sound pressure at a single
microphone located directed in front of each control source. This “decentralised” control strategy is more computationally efficient but are less effective for moving and multiple noise sources [Murao et al., 2017]. Although an average of 10 dB of reduction was achieved at error sensors in the frequency range of 200 – 700 Hz, the reduction performance inside the room and the performance of the system in noise from different incidences were not reported.

Figure 2.7: ANC window with 16 loudspeakers distributed evenly across the entire window opening [Ise, 2005].

The feasibility of attenuating noise through an aperture by an array of control sources distributed evenly in an aperture was demonstrated by Nishimura et al. in a test box, as shown in Figure 2.8 [Nishimura et al., 2008]. Based on free-field simulations, Nishimura et al. determined the wavelength of the upper-frequency limit of control to be greater than two times the separation distance between the sources, when the angle
of incidence is less than 60°. The error microphone should also be at least as far as the separation distance between the sources away from the array to achieve good control.

Figure 2.8: (a) Image of the control units in the aperture of the test box, and (b) a schematic cross-section of the test box.

In further work, the four-channel system was implemented on an aperture with the same dimensions as the test box (i.e. 25 × 25 cm²) but now on a wooden door fitted to the entrance of an anechoic chamber, as shown in Figure 2.9 [Murao and Nishimura, 2012]. The band-limited primary noise source (500 – 1200 Hz) was reduced by 10 – 15 dB when the noise incidence angle is 0°. Using the same filter trained with the band-limited white noise (BLWN) at 0°, a similar reduction was achieved in the range of 500 – 1500 Hz when the noise is at 30°. Although the noise incidence angle plays an important role in deciding the upper limit of control, no formal relationship was established.

Since the lower limit of control is determined by the control source characteristics, flat speakers used by Murao and Nishimura may not be suitable candidates for low-frequency noise reduction [Fasciani et al., 2015]. In the proposed system, the distance
between the reference sensor and the control source was carefully balanced as it
determines both the causality and noise reduction performance of oblique incidences. A
shorter distance improves the oblique incidence performances but worsens the causality
problem of the ANC system.

![Diagram of control units](image)

**Figure 2.9:** (a) Image of the four control units installed in an open aperture on the door
to an anechoic chamber, and (b) the cross-sectional schematic of the active control
system [Murao and Nishimura, 2012].

Recent developments on the distributed layout originated from a different use case,
as highlighted in the previous sub-section 2.2.1.4. Wang et al. and Tao et al. investigated
the noise attenuation performance of the proposed planar virtual sound barrier at the
aperture of a baffled rectangular cavity, as shown in Figure 2.10 [Tao et al., 2016; Wang
et al., 2015, 2017c]. Although it has been shown that with a fixed aperture size,
increasing the number of sources improves the upper-frequency limit of control, no
formal relationship has been established between a number of sources (separation
distance) and the wavelength of the disturbance to be cancelled. Since Wang et. el. has
conducted a number of experiments, the most relevant ones have been summarised in Table 2.1, along with all the prior work introduced in this section.

![Figure 2.10: (a) Image of the planar virtual barrier system, and (b) its 3D schematic][1]

[Wang et al., 2015]

### 2.2.3. Observations and Research Gaps

Of all the studies presented, unfortunately, none has determined the fundamental limits of active control with respect to attenuating noise through an aperture into the interior of a room. However, important observations should be analysed and taken into consideration when designing a practical ANC system for apertures. These observations have been summarised in Table 2.2, and classified into two dominant domains of an ANC system, the physical domain and the electronic domain.

Based on the summary of important observations in Table 2.1, and from the performance of the different control source layouts in Table 2.2, one can deduce that the distributed layout has higher scalability and noise control performance than the boundary layout.
Table 2.1: Summary of experimental investigations of active noise control for apertures.

<table>
<thead>
<tr>
<th>Author</th>
<th>Layout</th>
<th>Type</th>
<th>Window Dimensions (W×H cm)</th>
<th>Opening Size</th>
<th>No. of Control Sources</th>
<th>Type of Noise</th>
<th>Reduction (Global/Local)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ise 2005</td>
<td>Boundary Open Aperture</td>
<td>Not Stated</td>
<td>Not Stated</td>
<td>16</td>
<td>0.2 to 0.7 kHz</td>
<td>BLWN (0.5 to 2kHz)</td>
<td>10 dB (Error Microphone)</td>
</tr>
<tr>
<td>Murao 2012 [Murao and Nishimura, 2012]</td>
<td>Distributed Open Aperture</td>
<td>25 x 25</td>
<td>25 x 25</td>
<td>4</td>
<td>BLWN (0.4 to 1 kHz)</td>
<td>10-15 dB (Global)</td>
<td></td>
</tr>
<tr>
<td>Kwon 2013 [Kwon and Park, 2013]</td>
<td>Boundary Open Aperture</td>
<td>30 x 30</td>
<td>30 x 30</td>
<td>8</td>
<td>BLWN (0.4 to 1 kHz)</td>
<td>Up to 10 dB (Global)</td>
<td></td>
</tr>
<tr>
<td>Paimes 2014 [Paimes et al., 2014b]</td>
<td>Boundary Tilt Window (Hopper)</td>
<td>56 x 142</td>
<td>5cm Gap 2° Tilt</td>
<td>Not stated</td>
<td>Real aircraft pass-by (0.2 to 0.16 kHz)</td>
<td>3 dB (Global)</td>
<td></td>
</tr>
<tr>
<td>Carme 2016 [Carme et al., 2016b]</td>
<td>Boundary Sliding Window</td>
<td>75 x 75</td>
<td>13 x 75</td>
<td>5</td>
<td>Traffic Noise (&lt;300 Hz)</td>
<td>15.5 dB (Not Stated)</td>
<td></td>
</tr>
<tr>
<td>Hanselka 2016 [Eder et al., 2017; Hanselka et al., 2016]</td>
<td>Boundary Tilt Window (Hopper)</td>
<td>91 x 91</td>
<td>Not stated</td>
<td>8</td>
<td>BLWN (0.1 to 1 kHz)</td>
<td>13 dB (Local)</td>
<td></td>
</tr>
</tbody>
</table>

The opening of the baffled rectangular cavity

<table>
<thead>
<tr>
<th>Author</th>
<th>Layout</th>
<th>Type</th>
<th>Window Dimensions (W×H cm)</th>
<th>Opening Size</th>
<th>No. of Control Sources</th>
<th>Type of Noise</th>
<th>Reduction (Global/Local)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wang 2015, 2016 [Tao et al., 2016; Wang et al., 2015]</td>
<td>Distributed Open Aperture</td>
<td>-</td>
<td>43 x 67</td>
<td>6</td>
<td>BLWN (&lt;0.5 kHz)</td>
<td>~15 dB (Global)</td>
<td></td>
</tr>
<tr>
<td>Wang 2017 [Wang et al., 2017a]</td>
<td>Boundary Open Aperture</td>
<td>-</td>
<td>43 x 67</td>
<td>8</td>
<td>BLWN (&lt;1 kHz)</td>
<td>10 dB (Local, 0.2 m around error points)</td>
<td></td>
</tr>
<tr>
<td>Wang 2017 [Wang et al., 2017a]</td>
<td>Boundary Open Aperture</td>
<td>-</td>
<td>43 x 67</td>
<td>32</td>
<td>Tonal (&lt;1 kHz)</td>
<td>~20dB (Global)</td>
<td></td>
</tr>
<tr>
<td>Wang 2017 [Wang et al., 2017a]</td>
<td>Distributed Open Aperture</td>
<td>-</td>
<td>43 x 67</td>
<td>32</td>
<td>Tonal (&lt;1 kHz)</td>
<td>~20dB (Global)</td>
<td></td>
</tr>
</tbody>
</table>
Table 2.2: Summary of important observations in designing a practical ANC system for apertures

<table>
<thead>
<tr>
<th>Physical Domain</th>
<th>Electronic Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Attenuation performance is sensitive to the deviations in positions relative to the aperture [Emms, 2000]</td>
<td>• Good coherence between the error and reference signals improves attenuation performance [Pàmies et al., 2014b]</td>
</tr>
<tr>
<td>• The acoustic effect of big loudspeakers blocking the sound propagation path needs to be taken into account [Hanselka et al., 2016]</td>
<td>• Sufficient error microphones are crucial to increasing the upper limit of control performance [Hanselka et al., 2016]</td>
</tr>
<tr>
<td>• The upper-frequency limit of control for the boundary layout is determined by the aperture size rather than the number of sources [Wang et al., 2017b]</td>
<td>• The lower frequency limit of control is determined by the response of the actuators [Murao and Nishimura, 2012]</td>
</tr>
<tr>
<td>• The separation distance between the control sources in the distributed layout determines the upper-frequency limit of control [Murao and Nishimura, 2012; Nishimura et al., 2008]</td>
<td>• A shorter distance between the reference sensor and the control source improves attenuation performance for oblique incidences but may result in causality issues [Murao and Nishimura, 2012]</td>
</tr>
</tbody>
</table>

Since understanding the physical geometries are extremely important to achieve good control [Warnaka, 1982], and it should be the first step in practical ANC system design [Elliott, 2001; Hansen et al., 2012], this thesis will address the gaps in the physical limits of active control for apertures, with a focus on distributed layout, as follows:

• Does diffraction through the aperture affect active control performance?
• What is the quantified effect of separation distance and angle of noise incidence on active control performance?
• How does the active control system compare with the performance of a fully-glazed window?
• What is the feasibility of implementing the active control system on a partially opened aperture (i.e. sliding window), as compared to full-glazing?
Chapter 3

Numerical Modelling of Sound Fields through Open Apertures for Active Control

Since every control problem has its unique set of challenges, it is imperative to develop simple analytical models of the physical active control system to assess the proposed control strategies in terms of its fundamental physical limitations [Elliott, 2001]. Although analytical solutions have been developed for characterising active control strategies for an aperture with an infinite rectangular baffle, there are still no established solutions developed for apertures in a wall with finite thickness due to the complex nature of the sound field at higher frequencies [Rdzanek, 2018; Sieck, 2013].

In light of the situation, a numerical approach based on the equivalent source method (ESM) is proposed. Firstly, a 1D ESM model is demonstrated in an infinite duct before the extension to a 2D scenario to model a rigid wall with finite thickness. Despite previous work demonstrating the accuracy of ESM and the employment of regularisation methods in the proposed model, the ESM method did not achieve sufficient accuracy for the geometrical requirements of this study.

Hence, a simulation model based on the finite element method was developed. The parameters and perfectly matched layer (PML) used in the FEM method was firstly
validated with analytical solutions in a free field condition. Subsequently, the size of the computation plane was investigated to achieve an optimal size for time efficiency.

3.1. The Physical Basis for Active Control

In every active noise control application, there are numerous design decisions involved. Since each successful application of active noise control is characterised by its own unique set of optimum decisions, Hansen et. al. proposed a systematic, hierarchical approach to the optimisation process, as shown in Figure 3.1 [Hansen et al., 2012]. As illustrated, the maximum noise reduction in an ideal scenario is determined by the physical arrangements of the controls sources, which indirectly accounts for acoustical effects due to the geometries of the control zone. This is congruent with the first stage of active control system design suggested by Elliott, where the physical system should be analysed with analytical models of simplified arrangements [Elliott, 2001].

![Figure 3.1: The hierarchy of a practical active noise control system design by Hansen et. al. [Hansen et al., 2012].](image-url)
Unfortunately, active noise control strategies developed to mitigate noise propagating into the interior through open apertures have not taken such physical factors into consideration. Moreover, the analytical model developed for a baffled rectangular cavity has been derived based on duct acoustics and does not directly apply to this scenario [Wang et al., 2015].

It is common practice to represent a window with a simplified geometry to analyse its acoustic field. The most common geometries adopted to investigate active control of sound transmission through apertures are: (1) square apertures in a rigid, infinitesimally thin wall [Emms, 2000; Magnusson et al., 2014], and (2) rectangular apertures in a thin wall [Pàmies et al., 2011, 2014b] and a wall with finite thickness [Sieck, 2013], backed by a cavity. However, the analytical solutions developed are still limited by their uncertainties at low frequencies [Magnusson et al., 2014], validated only for low frequencies [Sieck, 2013], and concerned with the modal effects of the attached cavity [Pàmies et al., 2011, 2014a; Sieck, 2013].

To avoid uncertainties at low frequencies, and to obtain a fairly accurate solution that spans a wide frequency range for arbitrary incidences, Emms relied on numerical methods based on the boundary element method (BEM) [Emms, 2000]. However, care must be taken when implementing BEM for higher frequencies as the non-uniqueness problem arises [Crocker, 2007; Emms, 2000]. Furthermore, the error in the sound field increases as the sampling points get nearer to the surface, impeding the analysis of diffraction through observation of the normal velocities near the wall edges.

This chapter will first discuss various simulation methods proposed by past studies and in other active control problems, before arriving at a method used in this thesis.
3.2. **Equivalent Source Method**

Numerical modelling techniques have been widely used to solve radiation and scattering problems and are able to provide a visual analysis of a complex sound field. These techniques such as the finite element (FE) method, boundary element method (BEM), and increasingly, the wave superposition or equivalent source method (ESM), each have their own merits depending on the type of boundary conditions specified.

Since BEM has an inherent singularity problem when solving boundary integral equations on the surface, and non-uniqueness in the solutions at certain wavenumbers [Emms, 2000; Fairweather et al., 2003; Johnson et al., 1998; Leblanc et al., 2010; Lee, 2017], alternative solutions such as the equivalent source method (ESM) has been proposed.

The ESM has been widely adopted by engineers to model complex sound fields of large arbitrarily shaped objects (e.g. aircraft bodies and engines) in significantly less time than BEM. The faster computation time is attributed to the meshless nature of ESM and requirement of fairly few sources to reconstruct a scattered field to satisfactory accuracy.

Originally called the wave superposition method [Fahnline and Koopmann, 1991; Koopmann et al., 1989; Leblanc et al., 2010; Song et al., 1991] by Koopmann et al, ESM possesses unique merits over BEM. Key advantages include: (1) increased computational efficiency over BEM and FEM [Johnson et al., 1998], (2) Non-uniqueness and singularities are avoided as equivalent sources are placed a distance away from the boundary instead of on the boundary in BEM.

The principles of the wave superposition method has also been studied in literature as the method of fundamental solutions [Fairweather et al., 2003], and more commonly,
the equivalent source method (ESM) [Bai et al., 2011; Bi et al., 2008; Bi and Stuart Bolton, 2012; Gounot et al., 2005; Gounot and Musafir, 2007, 2011; Holste, 1997; Johnson et al., 1998; Lee et al., 2011; Lee, 2017; Lee et al., 2010; Piscoya et al., 2008; Valdivia and Williams, 2006]. Applications of the ESM has expanded to areas in near-field acoustic holography [Bai et al., 2011; Bi et al., 2008; Valdivia and Williams, 2006], aeroacoustics [Holste, 1997; Lee et al., 2010, 2011], and acoustic scattering in general [Fairweather et al., 2003; Gounot et al., 2005; Gounot and Musafir, 2007, 2011; Johnson et al., 1998].

ESM replaces the radiator with an array of virtual point sources (within the radiator) that emulate the normal particle velocity distribution on the boundary according to the required radiation conditions. Similarly, acoustic scattering is simulated by replacing a scattering object with an array of point sources. Equivalent sources are excited relative to the incident field at the boundary to achieve the desired condition (e.g. rigid wall).

3.3. Equivalent Source Method in 1D Infinite Duct

In the one-dimensional perspective, the equivalent source method (ESM) can be developed from the classical plane monopole/dipole combination for unidirectional radiation in an infinite duct [Nelson and Elliott, 1992]. A harmonic plane monopole source $q$ (at $x = 0$) in an infinite duct, produces an upstream pressure ($p^+$) and associated particle velocity ($u^+$) fields in the positive $x$-direction. Simultaneously, $q$ generates downstream pressure ($p^-$) and particle velocity ($u^-$) fields in the negative $x$-direction. Both upstream and downstream fields are illustrated in Figure 3.2. Downstream fields are formulated in terms of the negative $x$-direction and are given by

$$p^-(x) = \rho_0 c_0 \mu(x)e^{jkx}, \quad x < 0,$$

(3.1)
where $\rho_0$ is the density (1.204 kg/m$^3$ in air at 20°C) and $c_0$ is the speed of sound (343.3 m/s in dry air at 20°C). Similarly, the upstream pressure and particle velocity fields in the positive $x$-direction are given by

$$p^+(x) = \rho_0 c_0 u(x) e^{-j k x}, \quad x < 0,$$

$$u^+(x) = u(x) e^{-j k x}, \quad x < 0. \quad (3.4)$$

To simulate acoustic reflection off a rigid surface (normal particle velocity = zero), the upstream pressure at the boundary should be higher (~twice) than the incident pressure and there should be zero downstream pressure. The rigid boundary effect proposed, is essentially similar to the unidirectional radiation case by Nelson and Elliott, in the reversed direction [Nelson and Elliott, 1992]. Building from the single monopole, a pair of monopoles $q_1$ and $q_2$ are placed in an infinite duct, a distance $d$ apart in an incident field generated by $q_p$, as shown in Figure 3.3. Assuming that the phase of the incident wave is normalised with the position of $q_1$, we can examine the conditions of
distance $d$ with a rigid boundary condition. The particle velocity field at the boundary $A$, can be expressed as

$$u_A(x) = u_p(x) - u_1(x) - u_2(x)e^{-jkd},$$

(3.5)

and the particle velocity field at the boundary $A'$ can be expressed as

$$u_B(x) = u_p(x)e^{-jkd} + u_1(x)e^{-jkd} + u_2(x).$$

(3.6)

Equations (3.5) and (3.6) can be represented in the matrix form as

$$
\begin{bmatrix}
  u_A \\
  u_B
\end{bmatrix} = \begin{bmatrix}
  1 & e^{-jkd} \\
  e^{-jkd} & 1
\end{bmatrix} \begin{bmatrix}
  u_p \\
  u_1
\end{bmatrix} + \begin{bmatrix}
  -1 & -e^{-jkd} \\
  e^{-jkd} & 1
\end{bmatrix} \begin{bmatrix}
  u_2
\end{bmatrix},
$$

(3.7)

and further simplified to

$$u_r = u_p + Tu.$$  

(3.8)

Under rigid boundary conditions, $u_r = 0$, yielding the expression

$$u = -T^{-1}u_p.$$  

(3.9)
Evaluating (3.9) gives

\[ u_t = \frac{1 + e^{-jkd}}{1 - e^{-jkd}} u_p = -\frac{j \cos(kd)}{\sin(kd)} u_p, \]  

(3.10)

\[ u_2 = \frac{2e^{-jkd}}{1 - e^{-jkd}} u_p = \frac{j}{\sin(kd)} u_p. \]  

(3.11)

If \( d \) is small compared to the wavelength, or \( kd \ll 1 \), the dipole condition (antisymmetric radiation) is achieved, as shown below

\[ \frac{u_1}{u_p} = -\frac{j}{kd}, \quad \frac{u_2}{u_p} = \frac{j}{kd} \Rightarrow u_1 = -u_2, \quad kd \ll 1, \]  

(3.12)

### 3.3.1. Dipole Equivalent Sources Within an Arbitrarily Placed Boundary in a 1D Infinite Duct

Since the principle of the equivalent source method is to replace a rigid body with a small set of equivalent sources, sources are usually located within the body and not on the boundaries. With the example of a dipole located in an incident field of an infinite duct, within two boundaries as shown in Figure 3.4, the ESM is first verified in this 1D scenario.

The boundary conditions are expressed in terms of particle velocity contributions from the incident field and the dipoles and are given by

\[ u_D = u_p^\dagger(D) + u_t^\dagger(D) + u_2^\dagger(D), \quad x = D, \]  

(3.13)

\[ u_F = u_p^\dagger(F) + u_t^\dagger(F) + u_2^\dagger(F), \quad x = F, \]  

(3.14)

And expressed in similar matrix form to (3.7) as
\[
\begin{bmatrix}
  u_D \\
  u_F
\end{bmatrix}
= \frac{1}{2S_{\text{duct}}} \begin{bmatrix}
  e^{-jkD} \\
  e^{-jkF}
\end{bmatrix} q_p + \frac{1}{2S_{\text{duct}}} \begin{bmatrix}
  -e^{jk(D-x_q)} \\
  e^{-jk(F-x_q)}
\end{bmatrix} \begin{bmatrix}
  q_1 \\
  q_2
\end{bmatrix},
\]

(3.15)

where \( u_D \) is the total particle velocity at the boundary \( D \), \( u_F \) is the total particle velocity at boundary \( F \), and \( S_{\text{duct}} \) is the cross-sectional area of the duct. If \( u_D = 0 \) and \( u_F = 0 \), (3.15) can be expressed in similar form to (3.9) as

\[
\begin{bmatrix}
  q_1 \\
  q_2
\end{bmatrix}
= -\begin{bmatrix}
  e^{jk(D-x_q)} \\
  e^{-jk(F-x_q)}
\end{bmatrix} \begin{bmatrix}
  e^{-jkD} \\
  e^{-jkF}
\end{bmatrix} q_p.
\]

(3.16)

Figure 3.4: Dipole equivalent sources at \( q_1 \) and \( q_2 \) in an incident field generated by \( q_p \), bounded by rigid boundaries at \( D \) and \( F \) in an infinite duct.

3.3.2. **Numerical Simulations of 1D Case**

A primary point source is located at \( x = 0 \) with \( |A| \) fixed at 90 dB (ref 20 \( \mu \)Pa). The boundary \( D \) is set at 1 m and \( F \) is set at 1.09 m. The dipole separation distance \( w \) is fixed at 0.03 m with \( x_{q_2} = x_{q_1} + w = 1.06 \) m.

Based on (3.16), the dipole source strengths and the total pressure distribution from the primary and dipole sources for were calculated for increasing wavelength. For the
test cases of 1 kHz, 500 Hz and 300 Hz, the downstream pressures were reduced to zero and the upstream pressure was approximated twice the amplitude of the primary wave. The total pressure and normalised velocity distributions; and the primary source pressure are shown in Figure 3.5, Figure 3.6 and Figure 3.7 for the 1 kHz, 500 Hz, and 300 Hz test cases, respectively.

Figure 3.5: Total pressure and normalised velocity due to dipoles and primary source, $p_r(x)$ and $u_r(x)$; and pressure due to primary source only, $p_p(x)$, at 1 kHz.
Figure 3.6: Total pressure and normalised velocity due to dipoles and primary source, $p_r(x)$ and $u_r(x)$; and pressure due to primary source only, $p_p(x)$, at 500 Hz.

Figure 3.7: Total pressure and normalised velocity due to dipoles and primary source, $p_r(x)$ and $u_r(x)$; and pressure due to primary source only, $p_p(x)$, at 300 Hz.
3.4. Equivalent Source Method in 2D Infinite Wall

Modelling of the acoustic scattering through an aperture in a wall with finite thickness can be built upon a model of a perfectly reflecting rigid wall that is infinitely long with a finite thickness. The infinite rigid wall is formulated through the extension of the dipole sources in the 1D case to form an array of dipole sources.

3.4.1. Theory

The 1D equivalent source formulation is extended to model a 2D rigid wall based on free-field acoustic equations. The 2D formulation is regularised to prevent ill-conditioning during matrix inversion and evaluation criterion is devised to analyse the performance of the equivalent source method.

3.4.1.1. Free-field Acoustic Equations

The complex free-field pressure equation for a diverging spherical wave is given by [Nelson and Elliott, 1992]

\[ p(r) = \frac{A e^{-jk r}}{r}, \]  
\[ u(r) = \frac{A}{j\omega \rho_0} \left( \frac{jk}{r} + \frac{1}{r^2} \right) e^{-jk r}, \]

where \( A \) is proportional to the source strength, and its corresponding complex velocity equation as

where \( r \) is the distance from the source to the location at which it is evaluated.
A point source can also be expressed with respect to its volume velocity for complex pressure as

\[ p(r) = \frac{j\omega \rho_s q e^{-jkr}}{4\pi r}, \] (3.19)

and complex velocity as

\[ u(r) = \frac{q}{4\pi} \left( \frac{jk}{r} + \frac{1}{r^2} \right) e^{-jkr}, \] (3.20)

where \( q \) is the complex volume velocity and \( A = j\omega \rho_s q / 4\pi \).

### 3.4.1.2. Matrix Formulation of Equivalent Source Method for a 2D Wall

The complex normal velocity field \( \mathbf{u}_f \) on a boundary, can be evaluated by summing the contributions of the primary disturbance and the internal equivalent sources at evaluations points on the boundary, depicted in Figure 3.8. \( \mathbf{u}_f \) is a complex vector that can be expressed in matrix form as

\[ \mathbf{u}_f = \mathbf{u}_p + \mathbf{u}_{nt}, \] (3.21)

where \( \mathbf{u}_p \) is an \( N \times 1 \) complex vector of boundary velocities due to a primary source of amplitude \( A \) is given by

\[ \mathbf{u}_p = \left[ \frac{A}{j\omega \rho_0} \left( \frac{jk}{r_{p,1}} + \frac{1}{r_{p,1}^2} \right) e^{-jk r_{p,1} \cos \theta_{p,1}} \cdots \frac{A}{j\omega \rho_0} \left( \frac{jk}{r_{p,N}} + \frac{1}{r_{p,N}^2} \right) e^{-jk r_{p,N} \cos \theta_{p,N}} \right]^T, \] (3.22)

where \( r_{p,n} \) represents the distance from the primary source location to the \( n \)-th evaluation point of which there are \( N \) and \( \theta_{p,n} \) is the angle formed between the primary source and the \( n \)-th evaluation point, as illustrated in Figure 3.8. The normal velocity
contribution from the $M$ internal equivalent sources at the evaluation points $\mathbf{u}_{\text{int}}$, is expressed with a $N \times M$ transform matrix, $\mathbf{T}_e$, as

$$\mathbf{u}_{\text{int}} = \mathbf{T}_e \mathbf{q}_{\text{int}}$$  \quad (3.23)

where $\mathbf{q}_{\text{int}} = [q_1, \ldots, q_M]^T$ is an $M \times 1$ complex vector of internal volume velocities. The transform matrix $\mathbf{T}_e$ takes into account the reverse direction (normal primary velocity on the boundary) to emulate a rigid wall ($\mathbf{u}_r = 0$) condition for perfect reflection of the wave at $x = D$ for a primary source located at $(0,0)$, and is expressed as

![Figure 3.8: The cross section of a 30$\lambda$ m long wall with a thickness of (wall$_L$ + wall$_R$) m; with the left and right boundaries at $x = D$ m and $x = F$ m, respectively; and its rigid conditions at the boundaries driven by the internal equivalent dipole line sources. The primary source is 3$\lambda$ m away from boundary at $x = D$. The $2\lambda \times 2\lambda$ m$^2$ evaluation zones for the calculation of $\zeta_L$ and $\zeta_R$ are demarcated by the shaded grey regions. [Lam et al., 2015a].](image)
\[
\mathbf{T}_e = \frac{1}{4\pi} \begin{pmatrix}
\frac{jk + 1}{r_{1,1}^2} e^{-jk_1 \cos \theta_{1,1}} & \cdots & \frac{jk + 1}{r_{M,1}^2} e^{-jk_1 \cos \theta_{M,1}} \\
\vdots & \ddots & \vdots \\
\frac{jk + 1}{r_{1,N/2}^2} e^{-jk_{N/2} \cos \theta_{1,N/2}} & \cdots & \frac{jk + 1}{r_{M,N/2}^2} e^{-jk_{N/2} \cos \theta_{M,N/2}} \\
\frac{jk + 1}{r_{N+1/2,1}^2} e^{-jk_{N+1/2} \cos \theta_{N+1/2,1}} & \cdots & \frac{jk + 1}{r_{M,N+1/2}^2} e^{-jk_{N+1/2} \cos \theta_{M,N+1/2}} \\
\frac{jk + 1}{r_{1,N}^2} e^{-jk_1 \cos \theta_{1,N}} & \cdots & \frac{jk + 1}{r_{M,N}^2} e^{-jk_1 \cos \theta_{M,N}} 
\end{pmatrix} 
\] (3.24)

Similar to (3.22), \( r_{m,n} \) represents the distance between the \( m \)-th internal equivalent source and the \( n \)-th evaluation point on the boundary. \( \theta_{m,n} \) is the angle between the \( m \)-th equivalent source and the \( n \)-th evaluation point. For values in \( T_e \) from 1 to \( N/2 \) (top half), an additional negative sign is added to indicate an inversion in direction of normal velocity on the boundary at \( x = D \).

### 3.4.1.3. Regularisation

With a rigid boundary condition, and incorporating (3.23) into (3.21), the volume velocities can be evaluated by

\[
\mathbf{q}_{\text{int}} = - (\mathbf{T}_e)^{-1} \mathbf{u}_p .
\] (3.25)

Taking into account that \( T_e \) is not a square matrix, a Moore-Penrose pseudoinverse form is adopted as

\[
\mathbf{q}_{\text{int}} = - (\mathbf{T}_e^\dagger \mathbf{T}_e + \beta \mathbf{I})^{-1} \mathbf{T}_e^\dagger \mathbf{u}_p ,
\] (3.26)
where $I$ is an $N \times N$ identity matrix and $\beta$ is a regularisation parameter that is added to regularise [Elliott, 2001] the $T^H T$ matrix to prevent it from being ill-conditioned during inversion. $T^H$ is defined as the conjugate transpose.

### 3.4.1.4. Velocity Error Criterion

A normalised velocity error criterion, $E$, at all evaluation points on the boundaries, is minimised based on (3.26) and is evaluated by

$$E = 10 \log_{10} \left( \frac{\|u_H\|}{\|u_P\|} \right).$$

(3.27)

To discount the effects of inaccuracies expected at the end of the wall, another velocity error criterion, $E'$ is defined as

$$E' = 10 \log_{10} \left( \frac{\|u^H_{r,2\lambda}\|}{\|u^H_{p,2\lambda}\|} \right),$$

(3.28)

where $u_{r,2\lambda}$ and $u_{p,2\lambda}$ represent, in order, the total and primary normal velocities on the wall boundary at $x = D$ and $x = F$, bounded by the $2\lambda$ zone shown in Figure 3.8.

### 3.4.2. The Accuracy of the Equivalent Source Method

The accuracy of the ESM 2D simulation model is examined by comparison with the complex pressure values of an analytical solution. To determine the suitability of the ESM in the frequency range of interest, the effect of the regularisation parameter, the number of evaluation points, and the number of equivalent sources is quantified.
3.4.2.1. **Method of Evaluation**

The pressure in the computation plane is the real part of the total pressure due to the sum of primary and equivalent sources, $p(r)$, multiplied by $e^{j \omega t}$ when $t = 0$, and is expressed as

$$p(r) = p_p(r) + \sum_{m=1}^{M} p_{int,m}(r),$$  \hspace{1cm} (3.29)

where $p_p(r)$ is the pressure at radial distance $r$ due to the primary source and $p_{int,m}(r) = j \omega q_{int,m} e^{-jkr}/4\pi r$ is the complex pressure fluctuation at $r$ from the $m$-th internal equivalent source ($m \in \mathbb{Z}^+ $ from 1 to $M$).

3.4.2.2. **Pressure Difference Performance Criteria**

The accuracy of the equivalent source method can be evaluated by comparing the difference between the reflection pattern in an area near the rigid boundary with that calculated analytically using the image of the primary sound source. A combined sound field of the primary source and its image (located at $6\lambda$ or $2D$ in the positive $x$-direction) is set up as shown in Figure 3.9.

![Figure 3.9: Primary source and its image.](image)
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The difference between the desired sound field due to the primary and its image source (perfect reflection) and the sound field produced by the equivalent sources method is expressed by a pressure difference index, $\zeta_L$, over the left-hand $2\lambda \times 2\lambda$ region shown in Figure 3.8 as

$$\zeta_L = 10\log_{10} \left( \frac{\sum_{l=1}^{i} |p_{\text{image}}(r_l) - p(r_l)|^2}{\sum_{l=1}^{i} |p_{\text{image}}(r_l)|^2} \right),$$

(3.30)

where $i$ is the total number of points in the area as defined by the left-hand $2\lambda \times 2\lambda$ area in Figure 3.8; $r_l$ is the radial distance to the $l$-th position in the $2\lambda \times 2\lambda$ evaluation area; $p_{\text{image}}(r_l)$ is the complex pressure calculated using the image source model at $r_l$; and $p(r_l)$ is the pressure due to the equivalent source model at $r_l$.

To evaluate the attenuation ‘behind’ the wall, another pressure difference index, $\zeta_R$, is defined in relation to the sum-square pressures due to $p_{\text{image}}(r_l)$ of the left-hand $2\lambda \times 2\lambda$ evaluation area as

$$\zeta_R = 10\log_{10} \left( \frac{\sum_{l=1}^{i} |p(r_l)|^2}{\sum_{l=1}^{i} |p_{\text{image}}(r_l)|^2} \right),$$

(3.31)

where $i$ and $v$ is the total number of points in the left-hand and the right-hand $2\lambda \times 2\lambda$ area in Figure 3.8, respectively.
3.4.2.3. **Effect of the Number of Source and Evaluation points**

The number of equivalent sources has been known to play an important role to achieve a low boundary error [Johnson et al., 1998]. At a constant ratio of evaluation points to equivalent sources, \( B = N/M = 16 \), boundary error \( E \) decreases with increasing \( M \), as shown in Figure 3.10. Although a similar trend in \( E \) is observed when \( N \) is fixed at 15938, the error becomes constant when \( M \geq 600 \). The difference index \( \zeta_L \), however, is not affected by the number of internal equivalent sources as depicted in Figure 3.10. Thus, a low boundary error has no indication of an accurate sound field reproduction near the boundary surface.

![Figure 3.10: The velocity error, \( E \), and the pressure difference, \( \zeta_L \), as a function of the number of equivalent sources, \( M \), when the ratio of evaluation points to equivalent sources, \( B \), is 16, and when the number of evaluation points, \( N \), is fixed at 15938.](image-url)
### 3.4.2.4. Effect of the Wall Width

In the 1D case, for a dipole source to radiate in only one direction, the separation distance, $d$, has to be small compared to the wavelength [Nelson and Elliott, 1992]. As a general guideline $w < \lambda/10$ can yield close to zero downstream radiation. Thus, $w$ is fixed at $\lambda/10$ in the simulation below.

The total number of equivalent sources is determined by the total height of the wall at $30\lambda$ and the separation between the sources, $w = w_{\text{vert}} = \lambda/10$. The ratio, $B$, of $N$ evaluation points on the boundary to $M$ equivalent sources is fixed at 16 to ensure an accurate reconstruction of the velocity at the boundary.

![Sound pressure distribution](image)

Figure 3.11: Sound pressure distribution of an ‘infinite’ wall with rigid boundaries generated with the equivalent source method for (a) $kW = 0.03$ and (b) $kW = 0.22$, without regularisation.

The stability of the equivalent source method (ESM) solution is particularly sensitive to the distance between the boundary and the equivalent sources [Jeans and
Mathews, 1992]. By varying the width of the wall, \( d = w_{\text{wall}, L} + w + w_{\text{wall}, R} \), the ability of the regularisation parameter, \( \beta \), to yield stable ESM solutions can be evaluated.

The pressure field of a perfect reflection produced by the analytical image source model is shown in Figure 3.12. Visual comparison of the pressure field using the ESM for \( kw = 0.03 \) in Figure 3.11(a) with the analytical solution in Figure 3.12, illustrates the inability of ESM to reproduce an accurate pressure field for low \( kw \). For higher \( kw \), ESM is able to reproduce a visually similar pressure distribution to the analytical solution, as seen by comparing Figure 3.12 and Figure 3.11(b).

Figure 3.12: Sound pressure distribution of an acoustic reflection from a point source at (0,0) off an ‘infinite’ wall 3\( \lambda \) m away generated using an analytical image source method.
3.4.2.5. **Effect of $\beta$ on Boundary Velocity Error $E$**

In order to prevent $\beta$ from overcompensating, resulting in inaccuracies, the value of $\beta$ should be carefully chosen. A wide range of $\beta$ values were tested to illustrate the effects of overcompensation when the magnitude of $\beta$ is too large, as shown in Figure 3.13(a).

As $kw$ increases, the velocity reconstruction at the boundary improves, yielding low boundary error values. At higher values of $kw$, however, ill-conditioning during matrix inversion results in poor reconstruction, shown by the high boundary error values when $\beta = 0$.

![Figure 3.13: (a) Boundary error, $E$, over the entire wall as a function of $\beta$ at different $kw$. (b) Effect of $\beta$ on boundary error $E$ as a function of $kw$.](image)

Introduction of small values of $\beta$ significantly reduces the boundary error for $kw > 0.11$ as shown in Figure 3.13(b). For the values of $kw$ tested, $\beta$ values in the range from $10^{-9}$ to $10^{-5}$ provide a substantial improvement for the ill-conditioned
cases ($kw > 0.11$) without affecting the performance of well-conditioned ($kw > 0.13$) cases.

Evaluating the boundary error, $E'$, within the $2\lambda$ zone depicted in Figure 3.8, a similar increase in error due to ill-conditioning occurs for $kw > 0.11$, as shown in Figure 3.14(a). The improvement in $E'$, due to the introduction of $\beta$ values in the range from $10^{-9}$ to $10^{-5}$, is still evident as highlighted in Figure 3.14(b). The similar improvements in the boundary error for both $E$ and $E'$ show that ill-conditioning results in inaccuracies across the entire length of the boundaries.

![Figure 3.14: Boundary error within the $2\lambda$ zone, $E'$, as a function of $\beta$ at different $kw$. (b) Effect of $\beta$ on boundary error $E'$, as a function of $kw$.](image)

3.4.2.6. **Effect of $\beta$ on the Pressure Difference Indices, $\zeta_L$ and $\zeta_R$**

For the equivalent source method (ESM) to radiate/scatter accurately, it should also produce pressure fields that are also the same as the analytical solution. The normalised difference in sum-of-the-squared pressures between the analytical solution (e.g. perfect
reflection) and the ESM is defined in (3.30) as $\zeta_L$. Since lower values (in dB) of $\zeta_L$ indicate less difference between ESM and the analytical solution, it can be seen from Figure 3.15(a) that as $kw$ increases, $\zeta_L$ decreases.

The normalised sum-of-the-squared pressures in the $2\lambda \times 2\lambda$ zone after the wall, where no wave propagation is expected, is defined in (3.31) as $\zeta_R$. The trend is consistent, with $\zeta_L$ as $\zeta_R$ both being inversely proportional to $kw$ according to Figure 3.15(b), but not increasing for large $kw$, as the velocity error did.

![Figure 3.15](image)

Figure 3.15: (a) Pressure difference index $\zeta_L$ in the left-hand zone as a function of $\beta$. (b) Pressure difference index $\zeta_R$ in the right-hand zone as a function of $\beta$.

Figure 3.15 shows that the introduction of $\beta$ has no impact on the radiation pattern of ESM provided that the value of $\beta$ is less than about 10, which is higher than the value for which the boundary error is not increased in Figure 3.14. Even though high boundary velocity errors, due to ill-conditioning, did not appear to translate into spurious radiation in the studied zone, spurious radiation has been observed near the edges of the ‘infinite’
wall. Therefore, ill-conditioning will cause inaccuracies in radiation/scattering under certain scenarios.

3.4.2.7. **Effect of Frequency**

With a fixed dipole separation distance \( w \) at \( \lambda/10 \), a ratio of evaluation points to equivalent sources \( B \) at 16, and a fixed ratio of wall width to \( w \), the error at the boundary \( E \) and pressure difference index \( \zeta_L \) is similar for different values of \( \lambda \), as shown in Figure 3.16.

![Figure 3.16](image)

Figure 3.16: Boundary error \( E \) and pressure difference index \( \zeta_L \) as a function of wall width, \( d \) m, for a constant equivalent source separation distance of \( w = \lambda/10 \), and \( B = 16 \).

Hence, the accuracy of the ESM method appears highly dependent on the frequency-dependent retreat distance of the equivalent sources.
3.4.3. **A Summary on the Equivalent Source Method**

In the example of a perfect reflection off a rigid wall, results have revealed that after regularizing the ill-conditioned matrices, an inherent problem of the ESM [Lee, 2017], large errors in the reconstructed sound field still persists. Ultimately, the accuracy of the reconstructed sound field is dependent on both the condition of the matrices, but more affected by the retreat distances of the equivalent sources within the reflecting body (i.e. wall) [Bai et al., 2011; Lam et al., 2015a]. This sensitivity to the frequency-dependent retreat distance of the equivalent sources limits the effective range of the active control analysis for a fixed wall thickness.

3.5. **Finite Element Method Formulation**

Although the most computationally demanding out of the methods mentioned, the finite element method (FEM) provides more flexibility and accuracy for a wide frequency range. In addition, materials such as glass can be easily integrated into the simulation model for greater insight into the behaviour of the sound field in a realistic scenario.

Due to its widespread utility, FEM is available through several commercial software packages and have been optimised to run fairly efficiently on modern machines. The FEM simulations in this thesis were performed using the commercial software package COMSOL [COMSOL Multiphysics, 2015] on a high-performance workstation with a XEON E5-2699 processor (18 cores, 2.3 GHz) and 128 GB of memory.

Before employing the FEM method to analyse the physical limits of active control, it is important to determine the appropriate parameters for sufficient accuracy. The free-field characteristics of the FEM simulation model are firstly tested for a large
computation plane. Subsequently, the computation plane is reduced to a minimum size while maintaining accuracy.

### 3.5.1. Suitability of two-dimensional FEM models

Owing to the huge meshes required to model realistic dimensions, studies that investigate the physical properties of sound propagation through windows [Yu et al., 2017] and active noise control in general [Huang et al., 2015] have relied on 2D instead of 3D simulations. To determine whether a 2D simulation can provide sufficiently accurate insight into the physical limits of active control through an aperture, the propagating modes of an infinite plane array of control sources in free-field is investigated.

![Diagram](image)

Figure 3.17: (a) High order propagating modes, and (b) active control attenuation as a function of normalised frequency for 2D and 3D formulations [Elliott et al., 2017].

At high frequencies where the wavelength is small compared to the size of the aperture, the control problem approximates to a free-field condition [Elliott et al., 2017].
The analytical solution to the free-field problem can be derived from an analogous active control problem in ducts, to represent a normally incident plane wave being controlled by an infinite plane array of monopole sources [Elliott et al., 2017].

The degree to which 2D simulations will differ from 3D ones will depend on differences in the propagating modes because the pressure in the far-field is determined by contributions from propagating modes [Elliott, 2001]. This deviation in propagating modes only occurs at normalised frequencies (wavenumber multiplied by the separation distance between control sources) greater than $2\pi$, as shown in Figure 3.17(a). Since attenuation becomes poor above normalised frequencies ($kd = 2\pi$) where the deviation between 2D and 3D free-field formulations occur, as shown in Figure 3.17(b), it is reasonable to derive guidelines just from 2D simulations.

3.5.2. **Free-field Accuracy of the 2D FEM Model**

Knowledge of the total acoustic power output of the control sources, as well as the primary noise, enables the quantification of the global effectiveness of active control (i.e. control of noise in an entire 3D space). In practice, this is usually achieved by far-field estimation through the sum-of-the-squared pressures at all locations in the far-field.

Although a free-field condition can be created in a FEM model, it is usually achieved by surrounding the entire computation field with a perfectly matched layer (PML). The effectiveness of the PML’s damping mechanism is dependent on the wavelength and incidence angle of the impinging waves. Hence, it is necessary to determine the free-field accuracy of the FEM model and the respective parameters at the lowest frequency of interest. The quantification of the FEM model’s free-field accuracy also allows the computation space to be shrunk to a minimum for increased computational efficiency.
The free-field accuracy of a FEM simulation model can thus be determined by quantifying the difference in the maximum achievable reduction in total sound power an analytical solution with that derived from the sum-of-the-squared pressures at the far-field in the FEM simulation model.

3.5.2.1. Minimum Power Output of Two Monopole Point Sources

Since the point sources in a 2D FEM model are defined as incoherent line sources producing cylindrical waves [COMSOL Multiphysics, 2015], an analytical solution can be reformulated from that of the monopole point source in a free-field. The power output of a harmonic monopole point source is given by [Nelson and Elliott, 1992]

\[
W = \frac{1}{2} \text{Re}\{p^* q\} = \frac{1}{2} Z_0 |q|^2, \tag{3.32}
\]

where * represents complex conjugate operator, \(Z_0 = \omega^2 \rho_0/4\pi c_0\), and \(q\) is the complex source strength. An example of a pair of monopole sources, separated by a distance \(w\), is depicted in Figure 3.18. \(q_p\) and \(q_s\) are the complex source strengths of a primary disturbance and secondary source, respectively. Hence, the combined source power output of both the primary and secondary monopole sources can be written as

\[
W = \frac{1}{2} \text{Re}\left\{ p_p \left( r_p \right) + p_s \left( r_p \right) \right\} \cdot q_p + \frac{1}{2} \text{Re}\left\{ p_p \left( r_s \right) + p_s \left( r_s \right) \right\} \cdot q_s, \tag{3.33}
\]

where \(q_p\) is the complex strength of the primary source; and \(p_p(r_p)\) and \(p_s(r_p)\) respectively represent the contributions of the primary and secondary sources to the pressure at the primary source point [Nelson et al., 1987]; it follows that \(p_p(r_s)\) and \(p_s(r_s)\) respectively represent the pressure contributions of the primary and secondary sources at the secondary source location.
After expansion by substituting (3.19) into (3.33), (3.33) can be reduced to a quadratic form given by [Nelson and Elliott, 1992]

\[ W = A|q_s|^2 + q_s b + b^* q_s + c, \]  

(3.34)

where \( A = (1/2)Z_0 \), \( b = -(1/2)Z_0 \text{sinc}(kw)q_p \), and \( c = (1/2)Z_0|q_p|^2 \). The last term is equal to the power output due to the primary source alone and shall be denoted by \( W_p \), for ease of reference. The quadratic function has a unique minimum given by an optimum secondary source strength

\[ q_{s,\text{opt}} = -q_p \text{sinc}(kw), \]  

(3.35)

and a unique minimum power output is given by

\[ W_0 = W_p \left[1 - \text{sinc}^2(kw)\right]. \]  

(3.36)

Figure 3.18: A primary and secondary monopole point source with complex source strength \( q_p \) and \( q_s \) respectively. Both sources are separated by a distance \( w \) [Nelson and Elliott, 1992].
3.5.2.2. **Minimum Power Output of Two Incoherent Line Sources**

The optimal secondary source strength and minimum power output of two monopole points sources in (3.35) and (3.36) are adapted for two incoherent point sources as detailed in Appendix A to give

\[ q_{s,opt} = -q_p J_0(kw), \]  
\[ W_0 = W_p \left[ 1 - J_0^2(kw) \right], \]

where \( J_0 \) is the zeroth-order Bessel function. The maximum attainable attenuation is thus evaluated by

\[ \text{Attenuation} = -10 \log_{10} \left( \frac{W_0}{W_p} \right), \]

where \( W_0 \) refers to the minimum power output defined in (3.38), and \( W_p = (1/2) Z_0 |q_p|^2 \) power output from the primary source alone.

3.5.2.3. **Comparing FEM Model to Analytical Solution**

Firstly, a large simulation space in the form of a 2D square spanning 50 m by 50 m, bounded by a perfectly matched layer (PML) of 0.5 m thickness, is created in the FEM software as shown in Figure 3.19. At the lowest frequency of interest of 100 Hz, the simulation space measures approximately 14.5 by 14.5 wavelengths.

To determine the total sound power output in the far-field, the sum-of-the-squared pressures are calculated at the evaluation circle with a radius of 6\( \lambda \) of 100 Hz, as shown in Figure 3.19. The resolution of the mesh is fixed at 6 elements per wavelength. At the fixed frequency of 100 Hz, and the separation distance \( w \) is varied for three instances to
achieve: (1) \( kw = 0.2\pi \), (2) \( kw = 0.4\pi \), and (3) \( kw = \pi \), where \( k \) is the acoustic wavenumber.

With a fixed value of \( q_p \), the optimal secondary source strengths are determined for three cases of \( kw \). The power attenuation from the FEM simulation model is calculated by

\[
\text{Attenuation} = -10\log_{10} \frac{\mathbf{e}^H \mathbf{e}}{\mathbf{d}^H \mathbf{d}},
\]

where \( \mathbf{e} \) is the vector of complex pressure values at the evaluation arc from the contributions of both the primary and secondary sources, \( \mathbf{d} \) is the vector of complex pressure values due to the primary source only, and \( ^H \) is the Hermitian operator. Hence, \( \mathbf{e}^H \mathbf{e} \) is the far-field estimation of \( W_o \), and \( \mathbf{d}^H \mathbf{d} \) is the far-field estimation of \( W_p \).

The attenuation results of the three instances of \( kw \) (\( 0.2\pi \), \( 0.4\pi \), and \( \pi \)) are plotted as a function of \( kw \), indicated by orange circles in Figure 3.20. The maximum attainable attenuation of the analytical solution calculated with the same value of \( q_p \) is similarly plotted as a function of \( kw \) in Figure 3.20. At the far-field evaluation distance of \( 6\lambda \), the analytical solution matches the estimated power from the FEM model up to an accuracy of 6 decimals places.

To reduce the computation time, the evaluation circle is gradually reduced to within an error margin of 0.5 dB to ensure an accurate far-field approximation. The radius of the evaluation circle approaches \( \sim 1.5\lambda \) and rounded to an absolute value of 5 m for ease of implementation.
3.5.3. **2D FEM model of an open aperture in a rigid wall**

The 2D FEM simulation model of an unobstructed aperture in a rigid wall is constructed with maximum element size set to one-sixth the wavelength at 4 kHz. To emulate a free-field condition in the sound field on both sides of the aperture, the entire structure is bounded by a perfectly matched layer (PML), as shown in Figure 3.21. This encapsulation allows the effect of diffraction around the wall edges on the active control
performance to be quantified, without interference from the reflections in the room interior.

Figure 3.20: Power attenuation (in dB) of the analytical solution (blue line) and the solution derived from the FEM software (orange circles) as a function of the wavelength $\lambda$ multiplied by the separation distance $w$.

The rigid walls have a fixed thickness of 0.1 m to represent a realistic depth. One should note that the thickness of the depth does not affect transmission loss of the aperture except at very low frequencies [Sieck, 2013]. The aperture is fixed at a size of $L = 2$ m, and an evaluation arc with a radius of 5 m (i.e. $\sim 1.5\lambda$ of 100 Hz), consisting of 1100 discrete points, encompasses the entire aperture. The acoustic power of the sound propagating through the aperture can be calculated with the far-field approximation method (i.e. sum-of-the-squared pressure values at all the discrete points on the evaluation arc).
As a reference for variations in geometrical arrangements, the origin of the cartesian coordinates is in the centre of the wall depth and aperture opening. The plane wave is excited in the left section of the simulation plane and travels in the positive $x$ direction through the aperture.

For computational efficiency, the size of the computation plane is reduced from 50 m by 50 m in Figure 3.19 to 12 m by 12 m, with a minimal reduction in accuracy. The 2D model has around 1 million elements, which is reasonably quick to run for different geometric variations. For reference, the corresponding 3D model will require at least 120 million elements and impractical to run all the cases to provide physical insight and practical guidelines for the active control system.

Figure 3.21: 2D FEM model of a 0.1 m wide rigid wall with an open aperture to emulate noise propagating through the aperture in a free-field condition (in m).

3.6. Summary
The equivalent source method (ESM) can be used to study acoustic scattering by driving an array of equivalent sources to match the desired boundary condition of the scattering/radiating object. ESM can be solved either by the least-squares or full-field equation approach with the former yielding higher accuracy in the low-frequency region. Low frequencies are an area of interest for ANC applications as they operate most effectively at such frequencies.

The matrix formulation of the least-squares method gives rise to an inherent conditioning problem, due to matrix inversion. Introduction of a regularisation parameter, $\beta$, has been shown to significantly mitigate the errors introduced by ill-conditioning without affecting cases where the problem is well-conditioned.

Regularisation of ESM has demonstrated improvements in reducing boundary reconstruction error of the surface velocity. However, the sound field radiation accuracy is ultimately dependent on the frequency-dependent distance between the boundary and the embedded equivalent sources and appears to be less affected by the ill-conditioning. Thus, the equivalent source method is unsuitable for the acoustic wavelengths of interest in this study.

In light of the limitations of the ESM, the fundamental limits of active control are proposed to be investigated via the finite element method (FEM). Before the FEM model can be developed for numerical analysis of active control, the sound power accuracy based on the far-field sound pressure estimation accuracy is analysed and optimised for computational efficiency. Based on comparison with an analytical formulation, it was determined that an evaluation circle with a radius of minimally $\sim 1.5$ times the wavelength under test is sufficiently accurate to determine the sound power radiating from both the primary and secondary sources.
Chapter 4

Fundamental Limits of Control through Fully and Partially Open Apertures

This chapter focuses on the physical limitations of active control in simplified arrangements of sources in an aperture with the FEM simulation model defined in section 3.5. Based on the findings from the literature survey in Chapter 2, the investigation will firstly focus on the distributed-layout strategy using a plane array of sources distributed across a fully open aperture to determine: (1) the effect of placing the peripheral sources of the planar array on the boundary of the aperture, (2) the effect of translating the array towards and away from the noise source, (3) the limit of control as a function of angle of incidence, and (4) the fundamental limits of a sliding window application scenario.

After the fundamental limitations have been determined for an open aperture, the physical limits of active control are further characterised for a more realistic window scenario. The open aperture is occluded with a glass panel forming a simplified model of a sliding window in a FEM simulation model. As a benchmark for active control performance, the passive insulation provided by the glass panel is characterised by the state of glazing (i.e. how wide the window is opened). The physical limits of control are subsequently defined in conjunction with the passive insulation properties of the glass panel to determine the minimum configuration required for adequate attenuation of noise. Experimentation based on the same physical dimensions of the FEM model is described in Chapter 5.
### 4.1. Global Active Control Formulation

The proposed active control concept achieves global attenuation in the room interior by treating the window as the sole point of entry for noise [Kwon and Park, 2013; Lam et al., 2015b]. Thus, global control is achieved through the minimisation of the sum of squared pressures on the far-field arc that envelopes the entire window opening, as shown in Figure 4.1. The corresponding vector of complex pressures at the discrete points on the evaluation arc is expressed as

\[
e = d + Gq,
\]

where \( d \) is the vector of complex pressures at the evaluation positions due to the scattered incident plane waves through the window, \( q = [q_1, q_2, \ldots, q_N]^T \) is the vector of complex source strengths of \( N \) secondary sources, and \( G \) is the matrix of

![Diagram](image)

Figure 4.1: 2D FEM model of a 0.1 m wide rigid wall with an open aperture to investigate the active control of noise propagating through an aperture (in m).
complex plant responses between the secondary sources and the evaluation positions on the far-field arc. Both \( d \) and \( G \) were obtained through the FEM simulation. The sum of squared pressures at the evaluation positions is minimised using the exact least-squares method with the cost function given by

\[
C = e^H e = q^H A q + q^H b + b^H q + d^H d, \tag{4.2}
\]

where \( A = G^H G \) and \( b = G^H d \).

By setting the derivative of the cost function in (4.2) with respect to the real and imaginary components of \( q \) to zero [Elliott, 2001], a set of optimised secondary source strengths is obtained, given by

\[
q_0 = - \left( G^H G + \beta I \right)^{-1} G^H d, \tag{4.3}
\]

where \( \beta \) is a parameter that regularises the matrix in order to compensate for the ill-conditioning that arises from the overdetermined problem [Elliott, 2001], \( I \) is an identity matrix, the superscript \( ^H \) is the Hermitian operator. The regularisation parameter was set to the minimum value necessary to obtain a well-conditioned inverse of the matrix in brackets in (4.3).

4.1.1. Evaluation Parameters

The acoustic power radiated through the window from the primary noise source can be determined by the sum of squared pressures evaluated in the far-field on an enclosing surface [Nelson and Elliott, 1992], which can be written as

\[
W_d = \frac{|d|^2}{2 \rho_o c_o} \pi r, \tag{4.4}
\]
where \( \rho_0 \) is the density of air, \( c_0 \) is the speed of sound in air, and \( r \) is the radius of the evaluation arc. The acoustic power after ANC is calculated similarly, based on contributions from both the noise and secondary sources as

\[
W_c = \frac{|e|^2}{2 \rho_0 c_0} \pi r, \quad (4.5)
\]

The attenuation performance of the active acoustic window system is then defined by normalising (4.4) with (4.5), which is represented as

\[
Attenuation = -10 \log_{10} \frac{W_c}{W_d}. \quad (4.6)
\]

### 4.2. Active Control of Sound Through Fully Open Apertures

An open aperture in a wall with a finite thickness is the simplified representation of an actual window system in residential buildings. The complex sound field propagating through the aperture and its interaction with the sound fields generated by the secondary sources, is modelled numerically to optimise secondary source arrangements. By studying the impact on active control performance, the secondary source arrangements are optimised in terms of: (1) their separation distances and distance of the peripheral sources to the wall edges; (2) the position along the depth of the aperture, i.e. \( x \)-axis direction. Based on the trends observed as a function of frequency and angle of noise incidence, guidelines are deduced to determine the minimum number of sources required to attain good control up to a desired frequency and angle of noise incidence.
4.2.1. Secondary Source Positioning

Based on Huygens principle, Murao and Nishimura [Murao and Nishimura, 2012] identified that the separation distance between the secondary sources was as an important factor affecting the attenuation performance of the active acoustic window system in the free-field. When the effects of scattering around the edges of the window are considered, however, the design of the ANC system based on this separation distance alone is insufficient. Additional factors that can potentially affect the performance of the ANC system including the placement of the secondary sources relative to the depth of the wall, and the proximity of the sources to the edges of the window. Due to the lack of an established analytical solution to the window problem, (1) the effect of source separation (y-axis) and hence, the number of sources required, and (2) the source placement relative to the depth of the wall (x-axis), are systematically evaluated using the finite element models.

4.2.1.1. Secondary Source Separation

In a finite aperture, the number of sources is dictated by the separation distance between the sources, \( w \), and the distance of the peripheral sources away from the edges of the walls, \( v \), as shown in Figure 4.2. This separation distance \( w \) determines the upper-frequency limit of control as shown in the free-field investigation of an infinite plane array of control sources [Elliott et al., 2017, 2018]. Although it is intuitive that sources should be evenly distributed across the aperture for normal incidence plane wave, the separation distance between the sources \( w \) can span from \( L/(N+1) \) to \( L/(N-1) \) m, depending on how close the peripheral sources of the array are to the edge of the wall, i.e. the size of \( v \). It can be hypothesized that for optimal control of diffraction, sources
should be placed at the edges (i.e. \( w = L/(N-1) \)), such that the normal velocities at the edges can be controlled by the edge sources.

The effect of source separation, \( w \), on the attenuation performance is explored for increasing number of sources \( N \). Only frequencies up to 4 kHz are considered, which corresponds to the upper limit of the traffic noise spectrum [Jagniatinskis and Fiks, 2014] in conjunction with the upper limit of practical ANC performance. In the FEM simulations, the plane wave noise source is incident at \( \theta = 0^\circ \), and secondary sources are fixed at \( x = 0 \) m. The sources are distributed symmetrically about the \( x \)-axis and separated by a distance of \( w \) m, as exemplified in Figure 4.2(a) and (b) for \( N = 2 \) and \( N = 3 \) respectively.

The distance from the wall edge to the peripheral source, \( v \), as shown in Figure 3, is given by

\[
v = \frac{L - w(N-1)}{2}.
\] (4.7)

Figure 4.2: Secondary sources \( q_1 \) to \( q_N \) at \( x = 0 \) m and symmetric about the \( x \)-axis, with separation distance (a) \( 0.01 \leq w < 2 \) m for \( N = 2 \) sources, and (b) \( 0.01 \leq w < 1 \) m for \( N = 3 \) sources [Lam et al., 2018a].
Hence, $v$ equals zero if $w = L/(N-1)$, and $v$ approaches $w$ as $w$ approaches $L/(N+1)$ m.

Based on the global control formulation defined in 4.1, the attenuation is analysed as a function of $v$ for $N \in \{3, 5, 9, 13\}$. The general trend observed across all cases of $N$ in Figure 4.3 shows that the attenuation performance degrades sharply as $v$ approaches $w$, when $\pi < kw < 2\pi$. $k$ is the acoustic wavenumber, which is equal to $2\pi$ divided by the wavelength.

As $N$ increases, the attenuation performance peaks at $v = w/2$ regardless of $kw$, as seen in Figure 4.3(b) to (d), for the frequency range $\pi < kw < 2\pi$. Hence, it is evident that sources should not be positioned at the edge even for large $N$ (small $w$), as may have been expected from the literature on the active control of sound diffracted over barriers [Fan et al., 2013; Hart and Lau, 2012]. Based on an evaluation of the results for $N \geq 5$, a uniform and symmetric distribution of sources is suggested, where $v = w/2$ and $w$ is given by

$$w = \frac{L}{N}. \quad (4.8)$$

4.2.1.2. **Location of Secondary Sources Along the Depth of the Aperture**

The effect of scattering is prominent when the wavelength of the primary source is large compared to the size of the aperture ($\lambda > L$) [Elliott et al., 2017, 2018; Emms, 2000]. To evaluate the effect of the translational movement of the array relative to the depth of the aperture, i.e. along the $x$-axis in Figure 4.1, on the attenuation performance, simulations were conducted with $N = 5, 7, 9$, and 13 sources. The separation distance
$w$ is selected using the guideline in (4.8) so that $w = 0.4$ m, $0.2857$ m, and so forth, for corresponding values of $N$.

Figure 4.3. Attenuation performance as a function of increasing distance between the peripheral sources and the wall edge, $v$ m, in terms of the source separation distance $w$ m when (a) $N = 3$, (b) $N = 5$, (c) $N = 9$, and (d) $N = 13$ sources. The dashed line indicates when $v = w/2$ m [Lam et al., 2018a].
The results for $N = 5$ are shown in Figure 4.4(a), from which it can be seen that the $x$-axis position has no significant effect on the performance of the ANC system for frequencies at which the attenuation is at least 10 dB.

![Figure 4.4: Attenuation performance as a function of the $x$-axis position of the secondary sources.](image)

The results for $N = 13$ is shown in Figure 4.4(b), in which the control performance degrades rapidly when secondary source positions are situated beyond $x = 0.02$ m, for the frequencies plotted. Control performance at lower frequencies (i.e. $kw < \pi$) is rather constant with $x$ locations farther from the control zone ($x < 0$ m), but start to degrade by as much 30 dB when $x > 0$ m. This observation suggests that the array of secondary sources struggle to generate anti-noise waves that can match and attenuate the scattered...
primary noise waves, as the array is situated farther away from the primary source (aperture).

For frequencies in the range of $\pi < kw < 2\pi$, however, control performance degrades as the sources are situated both farther into ($x > 0$ m), and away ($x < 0$ m) from the control zone. Maximum control is attained when secondary sources are located along $x$ positions between 0 and 0.02 m. At frequencies approaching the spatial aliasing limit, the resolution of the reconstructed anti-noise plane waves becomes increasingly poor.

Overall, placing the plane of the secondary sources at $x = 0$ m, i.e. in the centre of the wall with respect to its depth, gave the best average performance, so this position was used in the further simulations below.

4.2.2. Performance as A Function of Frequency and Angle of Incidence

For a finite aperture, the minimum number of sources required is based on the frequency upper bound and dominant angle of incidence for global control. Firstly, the upper-frequency limit of control for different source configurations is determined for impinging plane waves at normal incidence. Secondly, the maximum separation distance for good control and its respective cut-off frequency is generalised as a function of normalised frequencies for different source configurations, also for normal incident plane waves. Lastly, the generalisation is extended to include oblique incidence angles.
### 4.2.2.1. As a Function of Frequency at Normal Incidence

A cut-off frequency, above which the performance is poor, is clearly illustrated in Figure 4.5(a) for cases when \( N \) is equals to 3, 5, 7, 11 and 15 sources, which is consistent with that identified in [Elliott et al., 2017, 2018], for the 2D and 3D free field case. By plotting the attenuation as a function of \( N \) for selected frequencies, the minimum number of sources required for good global control (>20 dB) can be deduced, as shown in Figure 4.5(b). For instance, at least 9 sources are required to obtain good global control up to 1 kHz, for this aperture of width \( L = 2 \) m.

![Figure 4.5: Attenuation performance (a) as a function of frequency, and (b) as a function of the number of secondary sources, when the primary noise is incident at \( \theta = 0^\circ \), and all sources located at \( x = 0 \) m [Lam et al., 2018a].](image)

Figure 4.6 shows the sound pressure level (SPL) distribution plots of selected frequencies for different number of secondary sources, \( N \). In cases where good control is achieved, such as when \( N = 7 \) at 500 Hz, complex residual sidelobes are present in
the near field. This suggests that in practical applications of active control, the error microphones should be placed at a sufficient distance away. Based on the free-field
analytical analysis of an infinite plane array of sources, the error microphones should be placed at least half the separation distance away for frequencies at which \( w \) is less than half a wavelength [Elliott et al., 2018]. From observation of other instances of good control in Figure 4.7 and as suggested by Elliott et al. [Elliott et al., 2018], the error microphones should be greater than half the source separation distance away at higher frequencies due to more complex and intense near-field sound pressures.

In cases beyond the cut-off frequencies in Figure 4.5(a), such as at 2 kHz with \( N = 7 \), there is an undesired increase of sound pressure at other areas outside the noise main lobes, as depicted in the corresponding plots of Figure 4.6. Hence the frequency range of the controller should be limited to avoid such high-frequency enhancements.

4.2.2.2. Number of Sources Required for Good Control

To determine the maximum separation distance, and hence the total number of sources required to achieve global reduction for an aperture of variable size, the attenuation performance is plotted as a function of \( kw \). The results for six different separation distances, \( w \), are shown in Figure 4.7, namely, with \( N \) equals to 2, 3, 5, 7, 9, and 13, and \( w \) set using (4.8). The array of sources is situated at \( x = 0 \) m, and a primary plane wave impinging at \( \theta = 0^\circ \) incidence. The results of \( N = 1 \) are included in Figure 4.7, for reference, with \( w \) set to 1.

When \( kw < \pi \), the attenuation performance was at least 20 dB for \( N > 2 \) sources, where the separation distance \( w \) is less than half the acoustic wavelength. Attenuation performance terminates at frequencies \( kw \geq 2\pi \), in line with the free-field cases [Elliott et al., 2017] and as shown evidently in Figure 4.7. It is also worth noting that as \( N \) increases, the minimum separation distance approaches \( \lambda \) instead of \( \lambda / 2 \). While using
this guideline, one must keep in mind that these results are the theoretical limits of the ANC system and must consider the loss in fidelity when electronic systems are implemented.

Figure 4.7: Attenuation performance as a function of frequency and separation distance, $kw$, when primary noise is incident at $\theta = 0^\circ$, for a number of control sources arrangements located at $x = 0$ m [Lam et al., 2018a].

As the acoustic window is required to attenuate noise from different dominant incidence angles (e.g. control of traffic noise at the upper floors of high-rise buildings), the active control performance is investigated in the following sub-section for different noise source incidence angles.

4.2.2.3. Performance at Oblique Angles of Incidence

Oblique noise incidences are cases analogous to noise impinging on windows at different levels of a high-rise building. For instance, an incidence angle of $60^\circ$
Figure 4.8: Attenuation performance as a function of frequency when the primary noise is incident at (a) 30°, (b) 60°, and (c) 90°; and as a function of the number of secondary sources when the primary noise is incident at (d) 30°, (e) 60°, and (f) 90° [Lam et al., 2018a].
corresponds to an approximate position at the tenth storey of the building (for a road at surface level, 100 m away from the building).

As the angle of incidence increase, the cut-off frequencies decreases as shown in Figure 4.8 for incidence angles $\theta$ at (a) $30^\circ$, (b) $60^\circ$, and (c) $90^\circ$. The corresponding minimum number of sources to achieve 20 dB of attenuation at 1 kHz increased from $N = 9$, for the normal incidence case in section 0, to $N = 11$ for $\theta = 30^\circ$, and $N = 13$ for $\theta = 60^\circ$ and $90^\circ$, as shown in Figure 4.8 (d), (e), and (f), respectively.

To illustrate the effect of oblique incidences on the minimum source separation distance $w$ for good global control, the attenuation is plotted as a function of $kw$ for different values of $\theta$, when $N = 15$, as shown in Figure 4.9. The cut-off frequencies in Figure 4.9 show that for frequencies up to $90^\circ$, the separation distance has to be less than half the wavelength ($kw < \pi$). These results are in line with the guideline determined from the free field analysis [Elliott et al., 2017, 2018], such that $w < \lambda/(1 + \sin \theta)$.

The findings can be further generalised by taking the window size, $L$, into consideration. Since $w = L/N$, $N$ can be decided based on $w < \lambda/(1 + \sin \theta)$ to give

$$N > \left\lceil \frac{L(1 + \sin \theta)}{\lambda} \right\rceil, \text{ for all } \theta \leq 90^\circ, N \in \mathbb{Z}^+$$

(4.9)

where $N$ is a positive integer $\mathbb{Z}^+$, and $\left\lceil L(1 + \sin \theta)/\lambda \right\rceil$ is the ceiling function that yields the smallest integer greater or equals to $L(1 + \sin \theta)/\lambda$. As seen in Figure 4.8(e) and from (4.9), more than 11 sources are needed if $\theta = 60^\circ$ for frequencies up to 1 kHz.
Figure 4.9: Attenuation performance as a function of $k_w$ when $N=15$ at primary noise incidence angles from $\theta = 0^\circ$ up to $90^\circ$, [Lam et al., 2018a].

### 4.3. Active Control of Sound through Partially Blocked Apertures

The distributed layout ANC studies introduced in section 2.2.2 are focused on the control of noise through unobstructed apertures. With the fundamental limits of control established for the open aperture in the previous subsection, the application to a viable scenario is explored next. Since sliding windows are common fixtures around the world and are especially prevalent in Singapore, the effect of sliding window panels on ANC performance is introduced and investigated through numerical studies and to be validated with experiments in Chapter 5.

#### 4.3.1. Passive Insulation of Single-glazed Windows

Sound insulation provided by a tightly-sealed, 6 mm thick, single-glazed window is a reasonable benchmark to grade the attenuation performance of open window active control systems. The 2D finite element method (FEM) simulation is set up to determine
the transmission loss of a fully glazed window, as shown in Figure 4.10(a). The noise source is initiated as a background plane wave that is travelling in the \(x\)-axis direction when the incidence angle \(\theta\) is 0°. For consistency and accuracy, the minimum element size is fixed at one-sixth the wavelength of 4000 Hz.

![Figure 4.10: (a) FEM simulation model to determine passive insulation of a fully-glazed aperture with glass thickness of \(L_w\) m. (b) The corresponding transmission loss \(\text{TL}_{GR=1}\) of glass panels with different thickness, \(L_w\) m, at 0° noise incidence [Lam et al., 2018c].](image)

The transmission loss is calculated by evaluating the sum-of-the-squared pressures on a far-field arc, written as

\[
\text{TL}_{GR} = 10 \log_{10} \frac{\mathbf{p}_H^\dagger \mathbf{p}_G}{\mathbf{d}^\dagger \mathbf{d}},
\]

(4.10)

where \(\mathbf{d}\) is a vector of complex pressure values at the arc without the glass panel, \(\mathbf{p}_G\) is the vector of complex pressure values at the arc when the glass is \(L_g\) m, and \(GR = L_g / L\) is the glazing ratio.
Figure 4.11: Transmission loss $TL_{GR}$ for different $GR$, with glass thickness $L_w$ at 6 mm, at $0^\circ$ noise incidence [Lam et al., 2018c].

Transmission loss due to the passive insulation of a sealed window is emulated with a glass panel spanning the entire aperture and a thickness of $L_w$ m, as shown in Figure 4.10(b). From the simulation with a plane wave at $0^\circ$ incidence, the full glazing performance $TL_{GR=1}$ increases uniformly across all frequencies as thickness $L_w$ increases. Performance decreases rapidly with increasing wavelength, when the wavelength is larger than the size of the aperture, $L$ m. Results from the FEM simulation for $L_w = 0.003$ m agrees with the measured data from past experiments using the reverberation chamber method as described in ISO 10140 [Quirt, 1982; Tadeu et al., 2007; Tadeu and Mateus, 2001; Yu et al., 2017]. To form a basis of comparison to the full-scale model, the size of the aperture is fixed at $L = 1.0$ m for all FEM simulations in this study. The thickness $L_w$ is fixed at 0.006 m (6 mm) from this point forth, as the thickness of 6 mm is commonly used in single panel windows in Singapore and Hong Kong [Tong et al., 2015].
The transmission loss $TL_{GR}$ due to the glass panel degrades drastically once the glazing ratio is less than 100%, and degrades gradually as the glazing ratio decreases, as shown in Figure 4.11. It is worth noting that passive attenuation is still notable (more than 5 dB) and uniform across all frequencies for glazing ratio is between 75% and 95%. The reduced attenuation of the window panel at frequencies 300 Hz and below also presents a complementary role for an ANC system to provide increased attenuation, as demonstrated by Carme et al [Carme et al., 2016a].

![Figure 4.12: Transmission loss as a function of frequency at full glazing $TL_{GR=1}$ (dashed line), and 95% glazing, $TL_{GR=0.95}$ (solid line), for noise incidence angles from $-90^\circ$ to $90^\circ$ in 30° intervals [Lam et al., 2018c].](image)

When the plane wave incidence angle is varied from $-90^\circ$ to $90^\circ$, the attenuation performance degrades noticeably as shown in Figure 4.12. There is also no notable difference between the symmetric (with respect to the x-axis) noise incidence angles (negative), as shown in Figure 4.12.
4.3.2. Active Control Formulation

The active control system is evaluated using a combination of the simulation setup shown in Figure 4.10(a) and Figure 4.1. In the distributed control system, the control sources are symmetrically distributed across the entire opening, where sources are spaced \( w = L/N \) m apart with peripheral sources \( w/2 \) m away from the wall, as determined by (4.8) and depicted in Figure 4.13. The minimum number of sources required in the aperture can be guided by (4.9).

![Diagram](image)

Figure 4.13: Relative position of a \( L_g \) m wide glass panel with secondary sources distributed within the \( L = 1 \) m wide aperture. [Lam et al., 2018c].

Similar to the transmission loss defined in (4.10), the transmission loss of the active control system can be written as

\[
TL_{GR,\text{ANC}} = -10\log_{10} \frac{e^{i\theta}}{d^B/d},
\]

(4.11)
where $GR$ is the glazing ratio, $\mathbf{e}$ is the vector of complex pressure values after active control, and $\mathbf{d}$ is the vector of complex pressure values of the fully open aperture ($L_g = 0$ m), with the latter two defined in (4.1).

### 4.3.3. Active Control of Noise with a Single Array of Control Sources

Although another active control system was proposed to control noise through the partial opening of a sliding window in France, the design was limited by the maximum opening size of 0.13 m as mandated by the local government for child safety reasons [Carme et al., 2016a]. However, it is still useful to determine the physical limits of the single-sided boundary layout used in the French study, in comparison to a distributed layout to achieve global reduction of noise in the room interior.

The single-sided boundary layout, and a proposed single array distributed system is evaluated numerically in 2D as depicted in Figure 4.14(a), where $q_{(x,y)}$ represents the source locations in their respective cartesian coordinates. Based on the general rule from (4.8), $w/2$ is 0.0625 m if the aperture is 1 m wide. Besides the comparison between single boundary and distributed control strategies, the attenuation contributed only by passive structures is also included in Figure 4.14(b) and (c), for a normally incident plane wave noise.

The 2D numerical simulation is analogous to a top-view cross-section of a sliding window system. When $L_g$ is set to 0.5 m, it depicts the scenario of a fully-open two-panel sliding window system that is typically installed in Singaporean homes. As expected, both the single source systems struggle to yield noticeable attenuation beyond 100 Hz, as shown in Figure 4.14 (b). At 90% glazing ($L_g = 0.9$ m), however, an increase
in attenuation by as much as 8 dB is observed when the source is located \( w/2 \) m away from the wall for frequencies less than 800 Hz, as illustrated in Figure 4.14(c).

Figure 4.14: Transmission loss (\( TL \)) of two single source ANC systems at source positions (0, 0.5) m (\( \rightarrow \)) and (0, 0.44) m (\( \rightarrow \)), as a function of frequency in comparison to passive performance of the glass panel (\( \Rightarrow \)) and when fully-glazed (\( \cdots \)). The \( TL \) when \( L_g = 0.5 \) m and \( L_g = 0.9 \) m is shown in (b) and (c) respectively, with the relative positions of the sources depicted in the cross-sectional view in (a) [Lam et al., 2018c].

As the angle of noise incidence increases, the improvement in performance by placing the single line source \( w/2 \) m away from the wall edge is similar to the normally incident case. The attenuation performance of both single line sources at \( \theta = 30^\circ \) and \( \theta = 90^\circ \), is depicted in Figure 4.15(a) and (b) respectively. Hence, it is evident that the attenuation performance of an open window ANC system is significantly limited when sources are placed at the boundary, especially at higher frequencies of interest and steeper angles of incidences.
Figure 4.15: Transmission loss as a function of frequency, $TL_{GR,ANC}$, of two single source ANC systems with $L_g = 0.9$ m at source positions (0, 0.5) m (■) and (0, 0.44) m (∆), when the primary noise is incident at (a) 30°, and (b) 90°. For comparison, the passive attenuation provided by the glass panel (○), $TL_{0.9}$, and when fully-glazed ( ), $TL_1$, is included. [Lam et al., 2018c].

### 4.3.4. Distributed Layout Active Control System at Normal Incidence

By investigating the physical limits of different distributed-layout configurations, the minimum source configuration can be determined for a specific glazing ratio and vice versa. The attenuation performance of different configurations with noise at $\theta = 0^\circ$ incidence, is illustrated in Figure 4.16 for glazing ratio of (a) 90%, (b) 80%, (c) 75%, and (d) 50%.
Figure 4.16: Transmission loss (TL) with 1 ( ), 2 ( ), 3 ( ), and 8 ( ) control sources with (a) 90%, (b) 80%, (c) 75%, and (d) 50% glazing, at 0° noise incidence angle [Lam et al., 2018c].

For the numerical simulations of the distributed layout, the position of the $N$ incoherent line sources corresponds to the subscript numbering of sources $q_N$ as shown in Figure 4.13. For instance, one source corresponds to $q_1$, and three sources are located at positions $q_1$, $q_2$, and $q_3$. The results when $N$ is 1, 2, 3, or 8 are highlighted and
compared to the transmission loss of a fully glazed window, and the contributions due
to partial glazing without control, as shown in Figure 4.16.

When there are control sources symmetrically distributed across the entire aperture
(i.e. $N = 8$), the transmission loss of the ANC system $TL_{GR, ANC}$ exceeds that of a fully
 glazed aperture without control $TL_1$, up till 1200 Hz for $GR$ greater than 50%. Although active control with sufficient sources across the entire aperture could ideally yield greater attenuation performance than a fully glazed aperture, it is still worthwhile to determine the minimum configuration that can yield sufficient attenuation for sustainability and practicality.

To achieve similar attenuation as the fully glazed aperture, a minimum of two sources are required when the glazing ratio is 80% or less, for frequencies less than 1000 Hz, as shown in Figure 4.16(a) and (b). If the benchmark is lowered to 20 dB, a minimum of 2 sources is required for 75% glazing as shown in Figure 4.16(c). The minimum number of sources with respect to the opening size $L_o$, can be further generalised to $N_{min} = L_o/w$, where $w$ is predetermined based on the general rule shown in (4.8). At a separation of $w = 0.125$ m, the ANC system would be effective up to 2500 Hz at 0° incidence and up to half that frequency at 90°, which would be sufficient to tackle traffic noise at the window [Jagniatinskas and Fiks, 2014].

### 4.3.5. Performance at Different Angles of Incidence

In the 2D simulation model shown in Figure 4.13, the angle of incidence refers to the azimuthal angles, for instance, from a moving noise source in the horizontal plane. This is analogous to a top-view cross-section of a domestic sliding window. Since the glass
panel in the aperture is asymmetric, the angles of incidence are simulated from $\theta = -90^\circ$ to $90^\circ$.

Figure 4.17: $TL_{GR, ANC}$ of $N = 1, 2, 3,$ and $8$ source configurations at $80\%$ glazing for noise incidence angles at (a) $30^\circ$, and (b) $90^\circ$ [Lam et al., 2018c].

When the noise is normally incident, the performance of both two and three source configurations at a glazing ratio of $80\%$, sufficiently satisfy the benchmark of the fully glazed system, as shown in Figure 4.16. At glazing ratio of $80\%$, the $TL_{0.8, ANC}$ of the two and three source configurations also satisfy the benchmark as shown in Figure 4.17 for incidence angles of (a) $30^\circ$ and (b) $90^\circ$. The attenuation performance of the corresponding negative noise incidence angles are similar to the positive ones. Since the performance of the two-source system closely matches that of the three sources, it suggests that two sources at $80\%$ glazing can sufficiently attenuate noise at least as well as full glazing at all incidences $\theta$. 
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4.4. Summary

The fundamental limits of control were firstly determined for an unobstructed open aperture via 2D FEM simulations. From the effect of source arrangement on attenuation performance of the secondary source array, it was found that the peripheral sources of the array should not be placed on the edge of the walls. The gap between the peripheral sources and the wall edge was determined empirically to be half the separation distance between the sources in the array. The underlying factors behind this observation can be explained by the failure of the single source at the edge in controlling the large magnitude normal particle velocities due to diffraction at the edges, which will be discussed in further detail in Chapter 6. Aligning the array in the centre of the wall depth yielded the best average performance for the frequency range of interest (100 Hz to 4 kHz). Finally, a design guideline was derived to suggest the minimum number of sources required for good control in terms of the desired upper frequency and noise incidence angle limit.

Based on the findings from the open aperture investigation, the fundamental limits of control were determined for an aperture fitted with a glass panel to emulate a sliding window system. The passive insulation at different states of glazing of a 6 mm thick single glass panel is firstly characterised to form a benchmark for active control. For an 80% glazing scenario, three sources arranged based on the open aperture guidelines in the opening can provide better attenuation than that of the passive insulation of a fully-closed window, up to 1 kHz at 90°. An experimental setup based on the dimensions of the simulations emulating the sliding window system is described in Chapter 5.
Chapter 5

Real-time Active Control of Noise through a Full-sized Sliding Window

After determining the physical limits of active control for numerical model of the system under study (a regular sliding window configuration) in Chapter 3, the cost function choice, error sensor arrangement, the quality of the reference signal and the controller algorithm and hardware choice must be optimized in sequence to approach the physical limits [Hansen et al., 2012].

Hence, this chapter firstly describes the test chamber with full-sized windows and its interior acoustic characteristics. Secondly, the construct of the control sources and sensors, and their placements based on the guidelines obtained in Chapter 4 is detailed. Thirdly, the active control performance is predicted with an offline simulation using measured secondary path transfer responses. Lastly, the real-time active control performance is evaluated with monitoring microphones distributed across the interior of the test chamber to evaluate the reduction energy-average and planar-average sound pressure levels.
5.1. **Test Chamber**

To realise the distributed layout active control system on a full-sized sliding window, a test chamber was designed and constructed to mimic a small room in a regular apartment. The frequency response of the chamber was measured to determine the extent of modal effects in the chamber after acoustic treatment. An acoustic camera used to analyse the sound pressure distribution of the primary noise source propagating through the window aperture to understand the limitations during the interpretation of the experimental results as a result of space constraints in the test environment.

5.1.1. **Physical Characteristics of Test Chamber**

A $2 \times 2 \times 2$ m$^3$ wooden chamber was constructed and placed in a recording studio, as depicted in Figure 5.1 and Figure 5.2(a). The wooden chamber consists of five 30 mm and one 36 mm thick plywood panels, with the thickest panel housing the window structure that faces the noise source.

A $1 \times 1$ m$^2$ sliding window is installed in the aperture, accompanied by a security grille. The window and grille conform to the standards for domestic windows set by the Singapore standards body, SPRING Singapore [SPRING (Standards Productivity and Innovation Board) Singapore, 2007]. After discounting the frames of the window and grilles, the effective open area of the two-panel sliding window is $(0.93/2) \times 0.93$ m$^2$, where the shorter dimension represents the width and the larger dimension representing the height.
Figure 5.1: A sketch of the experimental setup with dimensions in m [Lam et al., 2018c].

Figure 5.2: Image of the test chamber from the (a) exterior, and (b) interior.
To minimise the interference at the error microphones due to reverberation, the inside surface of the entire chamber has been lined with acoustic foam, as shown in Figure 5.2(b). The opening size is depicted by $L_o$ m and the noise source is located 2 m away from the middle of the opening, as depicted in Figure 5.1.

### 5.1.2. Acoustic Characteristics of the Test Chamber

Although the interior of the test chamber has been lined with acoustic foam to reduce reverberations, it is still necessary to determine the lowest frequency where the active and passive control performances are not affected by acoustic modes. To evaluate the diffuseness of the sound field within the chamber, the frequency response of the test chamber and its reverberation time is evaluated. The equipment and software used to evaluate the frequency response and reverberation time is detailed in the appendix B.1.

The frequency response of the chamber is measured with the windows fully closed, as the modes are released when the window is opened. The sound pressure level is plotted as a function of frequency, as shown in Figure 5.3(a). The first six modes of the room can be distinguished from the sharp crests and troughs and are annotated in Figure 5.3(a). It is evident from the frequency response that frequencies above 700 Hz will not be affected by the room effects.

For further insight into how the low frequencies may affect the active control performance, the reverberation time and its corresponding correlation factor is evaluated. The reverberation time $RT_{60}$ is estimated using the $T_{30}$ method in accordance to ISO 3382-2:2008 [International Organization for Standardization, 2008], using a logarithmic sine sweep from 50 Hz to 20 kHz. The $RT_{60}$ is presented as a function of one-third
octave frequencies from 50 Hz to 10 kHz, as shown in Figure 5.3(b). The $RT_{60}$ is less than 0.15 s when frequencies are 315 Hz and above, as depicted in Figure 5.3(b) by the left-hand $y$-axis. The corresponding correlation factors (measurement reliability of $RT_{60}$) are close to $-1$ ($< -0.98$) at all frequencies, with the exception at 200 Hz and 500 Hz, which correspond to modes as shown in Figure 5.3(a). Hence, based on the $RT_{60}$ and correlation factor, frequencies 300 Hz and above are sufficiently damped in the test chamber.

5.1.3. Primary Source Characteristics

The primary noise source is emitted from a large loudspeaker (8351A, Genelec, Finland) that generates a large wave front to mimic plane waves arriving at the aperture of the window. To determine the limitations due to limited space in the recording studio that houses the test chamber, a 30-channel sliced wheel array acoustic camera (Type 9712-
W-FEN, Brüel & Kjær, Denmark) is employed to analyse the sound pressure distribution of the impinging primary noise at the sliding window aperture. The equipment and software used are listed in the appendix B.2.

The acoustic camera was placed 1 m away from the window aperture inside the test chamber and tuned to the beamforming mode to evaluate higher frequencies (1 kHz to 12 kHz), as shown in Figure 5.4. The sound pressure distribution is depicted by coloured contours at 1 dB intervals, as shown in Figure 5.5. The sound pressure distribution across the window of a 1 kHz sine tone shows that at least half of the active control units are within a 3 dB difference, as shown in Figure 5.5(a). When a bandlimited white noise signal (400 Hz to 1300 Hz) was emitting from the primary noise source, at least two-thirds of the units are within a 3 dB difference, as shown by the sound pressure level contours in Figure 5.5(b).
Although the primary noise source is not fully planar, the sound pressure distribution across the entire aperture is within 6 dB difference (note: primary noise speaker is placed in the centre of the opening; the off-centre view is a due to parallax error from the limited space in the chamber).

Figure 5.5: Sound pressure distribution as detected by the acoustic camera when the primary noise is emitting a (a) 1 kHz tone, and (2) 400 Hz to 1.3 kHz bandlimited white noise.

5.2. **Real-time Active Noise Control System**

A real-time active noise control system is an electro-acoustical system consisting of numerous components. This section discusses the physical components and algorithms in the proposed multichannel ANC system for a full-sized sliding window. For ease of reference and clarity, the multichannel system is described based on a reference to a single-channel implementation. The design of the active control units comprising of a loudspeaker and microphone combination is described in detail. Finally, the active controller and the control algorithm is detailed.
5.2.1. Components of a Single-Channel Feedforward Active Noise Control System

A generalised practical active noise control system can be categorised into three distinct domains, as depicted in Figure 5.6: (1) the acoustic region, where the acoustic waveforms interact; (2) the analogue electronics region, where the acoustic waves are sampled and digitized for analysis and reconstructed for actuation; and (3) the digital domain, where the sampled waves are continuously analysed to generate a digital filter that seeks to minimise the acoustic pressure at the error microphone location.

The ANC system, as illustrated in Figure 5.6, is a typical single-channel feedforward configuration that consists of a pair of transducers (reference and error microphones) and a single actuator (loudspeaker). A reference microphone is placed along the propagation path of the noise to detect the oncoming noise signal. The reference signal, $x(n)$, is sampled and digitised by the analogue-to-digital converter (ADC) and input into the digital processor in the digital domain. The secondary source produces the acoustic anti-noise signal that is generated by the digital processor via the digital-to-analogue converter (DAC). At the error microphone position, the anti-noise signal from the secondary source combines with the noise source, which results in sound pressure reduction if the anti-noise signal is of equal amplitude and opposite phase with the noise. The error microphone signal, $e(n)$, is also sampled and digitised through an ADC to provide a feedback loop to the digital processor for a real-time adaptation to changes in the noise signal detected by the reference microphone and converge to a steady-state.

The blocks in the digital domain portray the commonly implemented filtered- $x$ implementation of the least-mean-squares (LMS) algorithm [Elliott, 2001; Kajikawa et al., 2012; Kuo and Morgan, 1996], which is detailed in section 5.2.5. Adaptive filter
$W(z)$ is updated by the LMS algorithm, which aims to minimise the residual error signal $e(n)$. Since the output of $W(z)$ is calculated from $x(n)$ and $e(n)$, and combine acoustically with the noise signal at the error microphone location, there is a need to compensate the effects of the secondary-path transfer function. The secondary-path transfer function $G(z)$ from $y(n)$ to $e(n)$, includes the electronic components in between, as shown in Figure 5.6. This compensation for $G(z)$ is achieved by filtering the reference signal $x(n)$ with an estimate of the secondary path $\hat{G}(z)$, and hence the name filtered-$$x$$ LMS (FXLMS).

Figure 5.6: Block diagram of a single-channel FXLMS broadband feedforward ANC system segregated into three domains for clarity [Kajikawa et al., 2012]
The primary path \( P(z) \) is the transfer function from the reference sensor to the error sensor, which includes the acoustic plant and the sensor transfer function (including electronic components, such as the pre-amplifier, anti-aliasing filter, and ADC). Hence, if \( W(z) \) is a good estimate of \( P(z) \), good attenuation of broadband stochastic disturbances can be achieved, which is the goal of the ANC system for open windows. However, this assumes that there is sufficient time for the system to compute and generate the anti-noise signal before the noise signal passes beyond error sensor location, also known as the causality constraint.

5.2.2. Multi-channel Feedforward Active Control System

The single-channel system, which was introduced in Section 5.2.1, can be scaled to a multichannel system as depicted in Figure 5.7. A fully-coupled FXLMS implementation is usually denoted as the \( J \times K \times M \) FXLMS system, where there are \( J \) reference inputs, \( K \) secondary sources, and \( M \) error sensors. Since each secondary source is controlled by its own control filter, there are \( K \) control filters to be updated in each time step. Moreover, there are \( K \times M \) secondary paths and \( M \) primary paths.

However, the computational complexity of the fully-coupled FXLMS system increases dramatically with large \( K \) and \( M \). Since the reference microphones are designed to be near the secondary sources, the collocated FXLMS algorithm [Murao and Nishimura, 2012] is adopted to reduce the computational complexity by \( K \) times, as shown in Table 5.1.

Hence, in the interest of investigating the real-time feasibility of an active control system with 24-channels distributed across the opening of a full-sized window, other variants of the FXLMS algorithm such as the leaky-FXLMS or normalised FXLMS
algorithms were not implemented. It is well documented that more robust variants of FXLMS carry additional computational overhead and have slower convergence rates.

Figure 5.7: Block diagram depicts the side-view cross-section of the multichannel active control system in the window aperture showing the reference $x(n)$, control $y(n)$ and error $e(n)$ signal vectors. The control filter $W(z)$ is updated by the FXLMS algorithm. [Lam et al., 2018c]
Table 5.1: Comparative computational complexities of the fully-coupled and the collocated FXLMS algorithms with $J$ reference sensors, $K$ secondary sources, and $M$ error sensors. $L_w$ and $L_s$ represent the filter tap lengths of the control filters and secondary paths respectively [Murao et al., 2017].

<table>
<thead>
<tr>
<th></th>
<th>Generating $y(n)$</th>
<th>Filtering $x(n)$</th>
<th>Updating $W(z)$</th>
<th>Total Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fully-coupled</td>
<td>$JKL_w$</td>
<td>$JKML_s$</td>
<td>$JKM (L_w + 1)$</td>
<td>$JK \left[ M (L_s + 1) + (M + 1)L_w \right]$</td>
</tr>
<tr>
<td>$J \times K \times M$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Collocated</td>
<td>$JML_s$</td>
<td>$JML_s$</td>
<td>$JM (L_w + 1)$</td>
<td>$J \left[ M (L_s + 1) + (M + 1)L_w \right]$</td>
</tr>
<tr>
<td>$J (1\times1) \times M$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5.2.3. Active Noise Control Units

The design of the active control units of the proposed system is adopted from previous designs by Murao et. al. [Murao et al., 2014; Murao and Nishimura, 2012]. Ideally the microphone and speaker should be collocated for optimal control performance; however, their proximity is highly dependent on the selection of transducers and the associated trade-offs. Since microphones have a significantly smaller physical footprint than loudspeakers, the selection of loudspeakers is an important factor affecting both the active control performance and visual obstruction in the window aperture.

To meet the low frequency attenuation requirements, electrodynamic speakers were chosen over the flat panel speakers used by Murao et al., based on results of a prior investigation [Fasciani et al., 2015]. Based on manufacturer reported specifications and preliminary testing, the Visaton BF 45 exhibited an acceptable low-frequency performance for speakers that are less than 5 cm in diameter, albeit at the expense of SPL output (79 dB mean SPL with 1W input measured at 1m). The detailed specification
of the Visaton BF 45 is appended in B.5.1. As the loudspeakers are not custom designed, the loudspeaker choice is limited by commercial availability and shaped by market demands. The surface area of the Visaton BF 45 aluminum diaphragm electrodynamic speakers \((\pi \times 0.045^2 = 0.002 \text{ m}^2)\) is approximately 2.5 times smaller than the flat panel speakers \((0.091 \times 0.055 = 0.005 \text{ m}^2)\) used by Murao and Nishimura, which translates to 2.5 times smaller visual footprint within the aperture.

Since the ANC system is adaptive in nature, a low-cost electret microphone breakout board can provide a reference signal of sufficient quality when coupled with anti-aliasing filters or oversampled by high resolution ADCs. The characteristics of the microphone module and its preamplifier is detailed in B.5.2 and B.5.3 respectively.

The enclosure is similarly lined with rockwool \((100 \text{ kg/m}^3)\) to reduce the acoustic feedback to the microphone and to increases the apparent volume of the speaker enclosure for more stable frequency response at low frequencies (< 500 Hz) [Beranek and Mellow, 2012a]. A detailed list of components used to construct the active control unit and their respective datasheets are shown in B.3.1 and B.5 respectively.

Each unit comprises of two separate housings for a speaker driver and a microphone, as depicted in the top and bottom 3D renderings of Figure 5.8(a) respectively. All the housings were 3D printed using polylactic acid (PLA) thermoplastic \((1.25 \text{ g/cm}^3)\) with the hexagon infill pattern at 80% infill density. Both sections of the housings are secured together by nylon screws and the air gaps are sealed with silicone. Each unit is mounted onto the horizontal bars of the window grille with nylon screws and damped with rubber mats to minimise the structural coupling when the speakers are operating. The attached units are shown from the interior and exterior perspectives in Figure 5.8(b) and (c) respectively.
Figure 5.8: (a) 3D diagram of the active control unit, (b) image of the active control units from the interior, and (c) exterior of the chamber.

The dimensions of the speaker housing are detailed in Figure 5.9, where the narrower and wider side-view cross-section dimensions are depicted in Figure 5.9(a) and (b) respectively. The front-view perspective of the speaker housing is shown in Figure 5.9(c). For a clearer representation, a darker shade represents depth and the shaded area indicates a solid fill. The dimensions of the microphone housing are detailed in Figure 5.10, where the inside-view and side view cross-section of the housing are shown in Figure 5.10(a) and (b) respectively.
Figure 5.9: Cross-section of the (a) shorter and (b) wider sides of the speaker housing, which details the cut-out for attaching to the window grilles, and the (c) front view showing where the speaker driver is housed. The shaded area represents the solid sections and the darker shades indicates depth.
The placement of these active control units within the window aperture is guided by the conclusions from Chapter 4. A total of 24 active control units are evenly distributed in the open aperture of a full-opened 1 m by 1 m sliding window. As shown in Figure 5.7, the separation distance between the sources is 12.5 cm. This separation distance is equivalent to a cut-off frequency of 2747.2 Hz and 1373.6 Hz at 0° and 90° angles of incidence, respectively, as given by the relationship of $w < \lambda/(1 + \sin \theta)$ in Chapter 4.2.2.3. The peripheral sources are placed approximately 6.5 cm away from the window frame. This configuration also corresponds to the 3 source representation in Chapter 4.3, which reflects at least 10 dB of insertion loss up till 1200 Hz at 50% glazing.
5.2.4. Active Controller

The adaptive FXLMS algorithm is programmed onto the configurable field-programmable gate array (FPGA) on the embedded controller (NI cRIO-9039) via National Instruments LabVIEW software and custom VHDL (VHSIC Hardware Description Language) code. The cRIO-9039 embedded controller is a modular 8-slot chassis that comprises of three NI-9220 16-channel input modules and two NI-9264 16-channel output module, as listed in B.3.2.

The 16-channel NI-9220 input module utilises individually isolated 16-bit resolution successive approximation register (SAR) ADCs, which have the lowest latency and settling time amongst the most common ADC topologies (e.g. pipeline and delta-sigma). Of the 48 channels available, 24 are connected to the reference microphones and the remainder connected to the 24 error microphones, as shown in Figure 5.11.

Each NI-9264 output module consists of 16 isolated channels of 16-bit resolution string DACs. Although the string DAC architecture is not built for high-speed applications, it has similar settling times as compared to resistor ladder (R/2R) DACs (~10 µs) and are considerably faster than delta-sigma DACs (> 1000 µs). A total 24 of the 32 available channels are connected to class AB amplifiers, which drives the loudspeakers in the active control units described in the previous section. Although class AB amplifiers are not energy efficient, their energy-efficient class D counterparts usually implement FIR filters that add significant delays (usually in tens to hundreds of ms).
Figure 5.11: Block diagram of the components in the real-time active control system

5.2.5. **Collocated Filtered-x Least Mean Square Algorithm**

The non-causal optimal filters used in the FEM simulations in Section 4.1 can be decomposed from (4.3) to include the reference signal given by

\[ q_{opt} = W_{opt} x, \]  

(5.1)

where \( W_{opt} \) is the optimal control filter and \( x \) is the reference signal picked up by acoustic transducers. In the interest of implementation, instead of calculating the coefficients of the optimal causal FIR control filter in (5.1), an adaptive approach is preferred as it is not strictly bounded by the assumption of stationarity and hindered by the potential instabilities during the inversion of potentially large matrices. Moreover,
adaptive algorithms usually consist of finite length FIR filters that can converge to the
optimal Wiener filter coefficients under stationary conditions and are also capable of
tracking changes in statistical properties of non-stationary signals.

The most widely implemented adaptive algorithm, the least-mean-squares (LMS)
algorithm based on the concept of stochastic descent, adjusts the filter coefficients at
each sample time $n$ based on the instantaneous estimate of the error gradient [Kuo and
Morgan, 1996] to give

$$w(n+1) = w(n) + \mu x(n)e(n), \quad (5.2)$$

where $\mu$ is the step size that determines the convergence rate and stability. Since the
physical secondary path $G(z)$ ‘delays’ the reference signal, it must be compensated in
the adaptive algorithm to ensure convergence. Hence, the reference signal $x(n)$ is
filtered with an estimate of the secondary path $\hat{G}(z)$ to time-align the reference and
control signals at the error microphone position. The resultant FXLMS algorithm is a
modified form of (5.2) [Kuo and Morgan, 1996] given by

$$w(n+1) = w(n) + \mu X'(n)e(n), \quad (5.3)$$

where $X'(n) = G^T(n) \otimes x(n)$ is the $JKL \times M$ matrix of filtered reference signals, and
$\otimes$ denotes the Kronecker product convolution. The specific components of (5.3) can be
written as

$$w_{ij}(n+1) = w_{ij}(n) + \mu \sum_{m=1}^{M} X'_{ijm}(n)e_{im}(n), \quad (5.4)$$

where $j$, $k$ and $m$ are the indices of the respective $J$, $K$ and $M$ components. The
vector
\[ x'_{jkm}(n) \equiv \hat{g}_{mk}(n) * x_j(n), \quad (5.5) \]

represents the components of the filtered reference signal \( X'(n) \). The vector \( \hat{g}_{mk}(n) \) denotes the impulse response of the estimated secondary path from the \( k \)-th secondary source to the \( m \)-th error microphone, and \( * \) is the linear convolution operator.

The motivation behind the design of the active control units in chapter 5.2.3 is the adoption of the collocated FXLMS algorithm. As can be observed, there are equal number of reference sensors and secondary sources \((J = K)\), and each reference microphone and secondary loudspeaker pair forms one collocated channel. Essentially, the collocated channels simplifies the output of the \( k \)-th secondary source from

\[ y_k(n) = \sum_{j=1}^{J} y_{kj}(n), \quad (5.6) \]

where

\[ y_{kj}(n) = w_{kj}^T(n)x(n), \quad (5.7) \]

to

\[ y_j(n) = w_{j}^T(n)x_j(n), \quad (5.8) \]

based on the input only from its microphone pair (i.e. \( j = k \)) [Murao et al., 2017]. This collocated is henceforth adopted in the real-time implementation of the active control system.
5.3. **Predicted Performance of the Control System**

The expected performance of an active noise control system can be predicted via an off-line simulation of the 24-channel active control system with the measured secondary path responses. The bandlimited reference signal $x(n)$ is a random signal band passed with a FIR filter as specified in Table 5.2. The magnitude response and pole-zero plot of the bandpass filter is depicted in Figure 5.12(a) and (b) respectively.

**Table 5.2: Bandpass FIR filter specifications for primary random signal $x(n)$**

<table>
<thead>
<tr>
<th>Specification</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Filter structure</td>
<td>Chebyshev Type II</td>
</tr>
<tr>
<td>First stop band</td>
<td>100 Hz</td>
</tr>
<tr>
<td>Second stop band</td>
<td>2000 Hz</td>
</tr>
<tr>
<td>Filter order</td>
<td>50</td>
</tr>
<tr>
<td>Stopband attenuation</td>
<td>60 dB</td>
</tr>
<tr>
<td>Sampling rate</td>
<td>12000 Hz</td>
</tr>
</tbody>
</table>

(a)

![Magnitude Response (dB)](image)
Figure 5.12: (a) Magnitude response and (b) pole-zero plot of the bandpass filter used to generate a bandlimited white noise signal.

Figure 5.13: (a) The impulse response and (b) frequency response of the desired signal $d(n)$ during one iteration.
The primary path is modelled as an ideal 50 sample delay at the sampling rate of 12 kHz. The resultant impulse and frequency response of the desired signal $d(n)$ (convolution of $x(n)$ and $P(n)$) is illustrated in Figure 5.13 for one iteration.

Table 5.3: Simulation parameters of the 24-channel FXLMS algorithm

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iterations</td>
<td>40</td>
</tr>
<tr>
<td>Step size</td>
<td>$5 \times 10^5$</td>
</tr>
<tr>
<td>Sampling rate</td>
<td>12 kHz</td>
</tr>
<tr>
<td>Adaptive filter length</td>
<td>350 Taps</td>
</tr>
<tr>
<td>Secondary path transfer function length</td>
<td>200 Taps</td>
</tr>
<tr>
<td>Primary path transfer function length</td>
<td>1200 Taps</td>
</tr>
</tbody>
</table>

A fully-coupled 24-channel FXLMS algorithm is implemented with the simulation parameters detailed in Table 5.3 and executed in MATLAB 2017b (The MathWorks Inc., USA). The predicted active control performance is averaged over 40 iterations as shown in Figure 5.14, where the sound power before and after ANC are indicated by the blue and green lines respectively. An average of 10 dB reduction is achieved across all frequencies from 100 Hz to 2 kHz. The time histories of the sum-of-the-squared errors averaged over all 40 iterations reveal a slow convergence of the 24-channel system, as shown in Figure 5.14(b). Hence, the feasibility of the 24-channel system is demonstrated, and its convergence shows that the causality constraint is not violated.
For the multichannel ANC system to achieve control, and as mentioned in Table 2.2, the reference signals have to be correlated to the error signals. Since the collocated implementation is adopted, the individual coherence between the reference sensors and error sensors should be measured instead of multiple coherence as in a car cabin application Cheer and Elliott [2015].

The physical positions of the reference and error microphones are labelled in an exploded view as shown in Figure 5.15. The coherence is measured when a bandlimited white noise signal from 200 to 2000 Hz is generated by the primary speaker positioned normal to the window aperture (i.e. $0^\circ$ incidence).
Overall, the coherence is high (>0.98) between all the reference and error microphones. For clarity, only the coherence of the microphones located in the corner of the 24 channel array are discussed in detail. Figure 5.16(a) shows the coherence between the reference microphone at the A1 position to error microphones at the A1, C1, A8, and C8 microphones. Although the coherence at error microphones that are further away (A8 and C8) should be lower than those where the error microphones are closer to the reference microphone positions (A1 and C1), the calculated coherence values are expected attenuation are similar, as shown in Table 5.4. A similar observation...
can be made when examining the coherence from reference microphone positions at C1, A8 and C8 to the same four error microphone positions, as shown in Figure 5.16(b), (c) and (d) respectively.

This shows that the array is effective at attenuating planewaves and the microphones at the extreme positions detect most of the noise between 200 to 2000 Hz. However, it is worth noting that there is a drop in coherence at the low frequency region where there are modes forming.

Figure 5.16: Coherence between the reference microphone at the (a) A1, (b) C1, (c) A8 and (d) C8 positions to error microphones at the A1, C1, A8 and C8 positions.
Table 5.4: Coherence and expected attenuation between individual reference and error microphones.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Error</th>
<th>Attenuation (dB)</th>
<th>Coherence</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>A1</td>
<td>20.045</td>
<td>0.990104</td>
</tr>
<tr>
<td>A1</td>
<td>C1</td>
<td>20.8304</td>
<td>0.99174</td>
</tr>
<tr>
<td>A1</td>
<td>A8</td>
<td>20.4019</td>
<td>0.990884</td>
</tr>
<tr>
<td>A1</td>
<td>C8</td>
<td>20.1646</td>
<td>0.990372</td>
</tr>
<tr>
<td>C1</td>
<td>A1</td>
<td>18.6531</td>
<td>0.986364</td>
</tr>
<tr>
<td>C1</td>
<td>C1</td>
<td>19.6973</td>
<td>0.989278</td>
</tr>
<tr>
<td>C1</td>
<td>A8</td>
<td>20.0663</td>
<td>0.990151</td>
</tr>
<tr>
<td>C1</td>
<td>C8</td>
<td>20.2931</td>
<td>0.990653</td>
</tr>
<tr>
<td>A8</td>
<td>A1</td>
<td>19.2638</td>
<td>0.988153</td>
</tr>
<tr>
<td>A8</td>
<td>C1</td>
<td>20.0702</td>
<td>0.99016</td>
</tr>
<tr>
<td>A8</td>
<td>A8</td>
<td>19.0877</td>
<td>0.987662</td>
</tr>
<tr>
<td>A8</td>
<td>C8</td>
<td>21.4099</td>
<td>0.992772</td>
</tr>
<tr>
<td>C8</td>
<td>A1</td>
<td>19.0608</td>
<td>0.987586</td>
</tr>
<tr>
<td>C8</td>
<td>C1</td>
<td>20.2331</td>
<td>0.990523</td>
</tr>
<tr>
<td>C8</td>
<td>A8</td>
<td>19.5045</td>
<td>0.988791</td>
</tr>
<tr>
<td>C8</td>
<td>C8</td>
<td>20.3575</td>
<td>0.99079</td>
</tr>
</tbody>
</table>

The level of expected attenuation in Table 5.4 can be achieved is the causality conditions are met. In this application, the causality condition is achieved through the implementation of low-delay analogue to digital converters and parallelised implementation on a FPGA controller. It was also found that the fully-coupled implementation required a longer computation time than that afforded by the 6.4 cm acoustic distance (i.e. 0.186 ms). Hence, the collocated implementation of FXLMS was adopted to meet the causality condition.
5.4. Observation Microphones

To analyse the active noise reduction performance in the entire three-dimensional interior of the test chamber, an array of observation microphones is arranged in two formations: (1) 12 microphones in a plane array monitoring the entire aperture, and (2) 7 microphones distributed in the chamber following ISO 16283-3 guidelines.

5.4.1. Placement of Observation Microphones

A total of 18 free-field microphones (G.R.A.S. 40PH) were distributed within the chamber to determine the passive and active control attenuation performance by the fully glazed window and the active control system, respectively. The analogue microphone data was acquired through five 4-channel data acquisition cards (NI 9234) mounted on a standalone processing chassis (NI cDAQ 9137) via the NI LabVIEW software interface. All the microphones were calibrated with a GRAS 42AB Class 1 calibrator, which uses a 1000 Hz sine tone at 114 dB.

Figure 5.17: Placement of observation microphones in the test chamber in the side view cross-section \(xz\)-plane (left) and the top view cross-section \(xy\)-plane (right), where
microphones 1 to 12 represent a plane array of microphones in front of the window aperture, and microphones 1 and 13 to 18 are arranged according to the guidelines in ISO 16283-3.

The physical locations of the microphones (labelled 1 to 18) in the test chamber are depicted in Figure 5.17. Microphones 1 to 12 are arranged in a planar array to cover the entire open aperture of the two-panel sliding window, whereas microphones 1 and 13 to 18 are arranged in accordance to the guidelines stated in ISO 16283-3 [International Organization for Standardization, 2016].

5.4.2. Evaluation Criteria

The time-averaged SPL readings from all $O$ observation microphones, $SPL_{TA,o}$, are used to determine $SPL_{EA}$, which is the energy-average sound pressure level in the chamber, given by

$$SPL_{EA} = 10\log_{10} \left( \frac{1}{O} \sum_{o=1}^{O} 10^{SPL_{TA,o}/10} \right),$$  \hspace{1cm} (5.9)

The energy-average SPL, $SPL_{EA}$, represents the space and time average of the SPL in the chamber as defined in ISO 16283-3 [International Organization for Standardization, 2016]. Hence, $SPL_{EA}$ is calculated using the time-averaged sound pressure level from microphones 1, and 13 to 18 as shown in Figure 5.17.

To evaluate the average sound pressure across the entire open aperture, a planar array of microphones is placed 0.5 m away from the window as depicted in Figure 5.17. The planar average SPL, $SPL_{PA}$, is calculated using Eq. (5.9) with data from microphones 1 to 12.
5.5. Passive Attenuation Performance of Fully-closed Windows

The passive attenuation of the windows is evaluated by comparing the energy-average sound pressure level reduction, $SPL_{EA}$, when the windows are tightly shut as compared to the state where the windows fully-opened ($L_o = 0.4 \text{ m}$). The average sound pressure level of a planar array of microphones are included to evaluate the sound pressure near the open aperture, as shown in Figure 5.17. The windows are lined with an airtight foam tape for reducing the air (and sound) leakage through the window gaps, a common treatment in a domestic scenario.

5.5.1. Tonal Performance at Normal Incidence

The attenuation performance due to passive insulation of a fully-closed window is analysed with tonal signals from the normally incident primary noise source. The $SPL_{EA}$ of the tonal signals from 100 Hz to 1 kHz in 100 Hz intervals, and from 1200 Hz to 2 kHz in 200 Hz intervals are shown in Figure 5.18(a). The orange and blue bars represent the $SPL_{EA}$ when the windows are opened and fully-closed, respectively.

Aside from the low sound pressure at 100 Hz due to the formation of modes, as shown in Section 5.1.2, there is significant reduction in $SPL_{EA}$ (microphone 1, and 13 to 18) especially above 500 Hz. The planar-average SPL (from microphone 1 to 12), $SPL_{PA}$, exhibits a similar trend to the $SPL_{EA}$ measurements, as shown in Figure 5.18(b). Since the planar arrangement is only 0.5 m away from the window aperture, the sound pressure levels are proportionally higher than the energy-average. However, the attenuation in the planar arrangement is noticeably higher than the energy-average in the mid frequencies (400 Hz to 800 Hz).
5.5.2. Tonal Performance at Oblique Incidences

To understand the attenuation performance of noise impinging from oblique incidences, the primary source is placed at a 30° angle. The same frequencies in section 5.5.1 were measured with all 18 observation microphones with the windows open (orange) and fully-closed (blue), as shown in Figure 5.19.

The attenuation in $SPL_{EA}$ and $SPL_{PA}$ are noticeably reduced as compared to the normal incidence, as shown in Figure 5.19(a) and (b) respectively. Both averages still register low sound pressure at 100 Hz due to the modal effects.
Figure 5.19: (a) Energy-average SPL of microphones 1, and 13 to 18, and (b) the planar average SPL of microphones 1 to 12, in the test chamber with the windows fully opened (orange) and fully closed (blue) with tonal excitation, at 30° incidence.

Figure 5.20: (a) Energy-average SPL of microphones 1, and 13 to 18, and (b) the planar average SPL of microphones 1 to 12, in the test chamber with the windows fully opened (orange) and fully closed (blue) with tonal excitation, at both 0° and 30° incidences.
When both the normal incidence and 30° sources are activated, attenuation levels in $SPL_{EA}$ and $SPL_{PA}$ are similarly lower than the normal incidence case, as shown in Figure 5.20. It is also worth noting that there is an increase in $SPL_{PA}$ at 300 Hz with full-glazing, which could be attributed to mode enhancements at the window opening.

For a clearer comparison, the passive attenuation of the fully-closed window is plotted as a function of frequency in Figure 5.21. The 0°, 30°, and both 0° and 30° angles of incidence are represented by the blue, green and red line plots respectively; the solid lines and the dashed lines representing the attenuation in planar-average and the energy-average SPLs, respectively. Except at 300 Hz when the primary sources are active at both 0° and 30°, the $SPL_{EA}$ attenuation is lower or at least equal to the planar array.

The attenuation at the lower frequencies exhibit a similar trend to the fully-glazed scenario in the FEM simulations, as shown in Figure 4.12, where there is a sharp reduction in attenuation below 500 Hz. Attenuation performance at the higher frequencies deviate from the general increase in attenuation performance from 500 Hz to 2 kHz in the FEM simulations and instead plateaus between 10 to 15 dB after 600 Hz.

As the FEM simulations measure the sound power attenuation and the test chamber experiment measures the reduction in average sound pressure level, a direct comparison between the attenuation values is inappropriate. However, attenuation in the test chamber is a closer representation of the actual performance of a fully-closed window in an in-situ environment and will be used as the basis for comparison for the active control system.
Figure 5.21: Attenuation as a function of frequency when the tonal source is at 0° (blue line), 30° (green line), and both (red line) angles of incidence. The solid line represents the $SPL_{pa}$ attenuation levels (microphones 1 to 12) and the dashed lines represent the $SPL_{ea}$ attenuation (microphones 1, and 13 to 18).

### 5.5.3. Broadband Performance

As a basis for comparison for active noise control performance, two bandlimited white noise signals are employed to evaluate the passive attenuation performance of the fully-closed window, namely, 200 Hz to 2 kHz and 500 Hz to 2 kHz. The 100 Hz frequency is omitted due to modal issues.

The energy-average and planar-average SPLs when only the normally incident primary source is activated, are depicted in Figure 5.22(a) and (b) respectively. No noticeable difference is observed between the average sound pressure level between both bandlimited white noise signals.
Figure 5.22: (a) Energy-average SPL of microphones 1, and 13 to 18, and (b) the planar average SPL of microphones 1 to 12, in the test chamber with the windows fully opened (orange) and fully closed (blue) with broadband excitation, at 0° incidence.

The passive attenuation when the primary noise is at 0°, 30°, and both 0° and 30° is summarised in Table 5.5, showing both the energy-average and average sound pressure level across the planar array. In all cases, the attenuation at 30° incidence is about 5 dB lower than when the primary noise is normally incident. This observation is consistent with the tonal measurements in 5.5.2, with the exception at 200 Hz. There is no noticeable difference in attenuation performance between the two bandlimited white noise cases, indicating that the attenuation in the lower frequency region is poor, as shown in the single frequency cases.
Table 5.5: Passive attenuation in dB for bandlimited white noise signal of 200 Hz to 2 kHz and 500 Hz to 2 kHz emitted by noise source at: (1) 0° only, (2) 30° only, and (3) both 0° and 30° angles of incidence.

<table>
<thead>
<tr>
<th>Angle of Incidence</th>
<th>Frequency</th>
<th>200 Hz to 2 kHz</th>
<th>500 Hz to 2 kHz</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0° only</td>
<td>30° only</td>
<td>0° &amp; 30°</td>
</tr>
<tr>
<td>Planar</td>
<td>14.47</td>
<td>9.61</td>
<td>11.25</td>
</tr>
<tr>
<td></td>
<td>14.49</td>
<td>10.14</td>
<td>11.51</td>
</tr>
<tr>
<td>Energy-average</td>
<td>12.02</td>
<td>7.88</td>
<td>8.49</td>
</tr>
<tr>
<td></td>
<td>12.39</td>
<td>8.10</td>
<td>8.74</td>
</tr>
</tbody>
</table>

5.6. Real-time Active Noise Control Performance

The active noise control system described in Section 5.2 is firstly evaluated in terms of its tonal attenuation performance from 100 Hz to 2 kHz, and next by its broadband performance with two bandlimited white noise signals, 200 Hz to 2 kHz and 500 Hz to 2 kHz. Similar to 5.5, both the energy-average and planar-average SPLs were used as the performance measure of the active control system.

5.6.1. Tonal Performance at Normal Incidence

At normal incidence, the active control system has reduced the $SPL_{EA}$ and $SPL_{PA}$ across all frequencies except at 100 Hz, as shown in Figure 5.23(a) and (b) respectively. For a direct comparison, the passive and active attenuation is plotted as a function of frequency in Figure 5.24, as represented by the green and plot lines respectively. The energy-average attenuation and average attenuation across the planar array are represented by the solid and dashed lines respectively.
Although the attenuation levels of the active control system do not exceed the passive attenuation of a fully-closed window even for low frequencies (<500 Hz), the deviations are at most 5 dB for frequencies less than 1 kHz, as shown in Figure 5.28. There is a roll off in attenuation performance in the active control system after 1 kHz as it approaches its physical limits (<2.6 kHz).

Figure 5.23: (a) Energy-average SPL of microphones 1, and 13 to 18, and (b) the planar average SPL of microphones 1 to 12, in the test chamber with the windows fully opened and the active control system turned off (orange) and turned on (blue) with tonal excitation, at 0° incidence.
5.6.2. **Tonal Performance at Oblique Incidences**

At 30° incidence, the active control system successfully reduces the $SPL_{PA}$ and $SPL_{EA}$ for frequencies across all frequencies below 2 kHz, which is up to the physical limits as defined in Section 4.2.2.3 (~1.83 kHz), as shown in Figure 5.25.

For comparison, the passive attenuation performance of the fully-closed window and the active control system is plotted as a function of frequency, as shown in Figure 5.26. In terms of the planar average, the attenuation performance of the active control system closely matches the passive insulation, and even outperforming it at 600 Hz, 800 Hz and 1.4 kHz. On the other hand, the active control energy-average attenuation performance also closely matches the passive insulation up till 1.2 kHz, but deviates beyond that and resulted in a spill over at 1.6 kHz.
Figure 5.25: (a) Energy-average SPL of microphones 1, and 13 to 18, and (b) the planar average SPL of microphones 1 to 12, in the test chamber with the windows fully opened and the active control system turned off (orange) and turned on (blue) with tonal excitation, at 30° incidence.

Figure 5.26: Passive (green) and active (blue) attenuation as a function of frequency at normal incidence. The solid line represents the $SPL_{PA}$ attenuation levels (microphones 1 to 12) and the dashed lines represent the $SPL_{EA}$ attenuation (microphones 1, and 13 to 18).
The $SPL_{EA}$ and $SPL_{PA}$ when both the $0^\circ$ and $30^\circ$ incidence sources are active is shown in Figure 5.27(a) and (b) respectively. Except at 1.6 kHz for $SPL_{EA}$ and 1.2 kHz for $SPL_{PA}$, the active control system still achieved significant reduction across the entire frequency range.

In comparison to the passive attenuation performance, the $SPL_{EA}$ and $SPL_{PA}$ attenuation of the active control system closely matches the passive insulation performance for frequencies below 1.2 kHz. Similar to the $30^\circ$ incidence case, the attenuation performance of the active control system degrades above 1.2 kHz and resulted in a spill over of $SPL_{EA}$ at 1.6 kHz.

Figure 5.27: (a) Energy-average SPL of microphones 1, and 13 to 18, and (b) the planar average SPL of microphones 1 to 12, in the test chamber with the windows fully opened and the active control system turned off (orange) and turned on (blue) with tonal excitation, at both $0^\circ$ and $30^\circ$ incidence.
The same bandlimited white noise used to determine the passive attenuation of the fully-closed window is employed to evaluate the active control attenuation performance. The $SPL_{PA}$ attenuation levels (microphones 1 to 12) and the dashed lines represent the $SPL_{EA}$ attenuation (microphones 1, and 13 to 18).

### 5.7. Band-limited White Noise Performance at Different Noise Incidence Angles

The same bandlimited white noise used to determine the passive attenuation of the fully-closed window is employed to evaluate the active control attenuation performance. The $SPL_{EA}$ and $SPL_{PA}$, before and after active control at all angles of incidence, are shown in Figure 5.29(a) and (b), respectively. Across all cases, the active control system has reduced both the $SPL_{EA}$ and $SPL_{PA}$ of both types of bandlimited white noise.
Figure 5.29: (a) Energy-average SPL of microphones 1, and 13 to 18, and (b) the planar average SPL of microphones 1 to 12, in the test chamber with the windows fully opened and the active control system turned off (orange) and turned on (blue) using band limited white noise at 0° incidence.

The attenuation performance of the active control system is compared with the passive insulation performance of the fully-glazed window with the noise source at normal incidence and at 30° incidence, as shown in Figure 5.30(a) and (b). The active control attenuation performance in both angles of incidence is approximately one-third of the attenuation provided by the passive insulation. The real-time performance of the active control system is only half of the predicted performance of at least 10 dB attenuation from 200 Hz to 2 kHz, as shown in Figure 5.14.
Figure 5.30: Passive (blue) and active (orange) attenuation as a function of frequency at (a) normal incidence and (b) 30° incidence, in terms of both $SPL_{EA}$ and $SPL_{PA}$.

5.8. Recorded Environmental Noise Performance

To determine the effectiveness of the 24-channel ANC system in attenuating traffic noise, a bandlimited recording of highway noise in Singapore is used as the primary noise signal. At normal incidence, the attenuation performance of traffic noise closely matches that of the bandlimited white noise for both the energy-average and planar-average SPLs, as shown in Figure 5.31(a) and (b) respectively.
Figure 5.31: (a) Energy-average SPL of microphones 1, and 13 to 18, and (b) the planar average SPL of microphones 1 to 12, in the test chamber with the windows fully opened and the active control system turned off (orange) and turned on (blue) using band limited traffic and white noise at $0^\circ$ incidence.

5.9. Summary

A $2 \times 2 \times 2$ m$^3$ test chamber housing a full-sized two-panel sliding window was constructed in a recording studio as a platform to implement an active noise control system. A large loudspeaker that is capable of generating large wavefronts was chosen as the primary noise source. Based on the collocated implementation of Murao and Nishimura, 24 active control units comprising of a single reference microphone and a single electrodynamic loudspeaker was designed and installed onto the window grille. Secondary path responses from the 24 secondary sources to the 24 error microphones were measured for offline predictions of active control performance. Based on the averaging 40 iterations with a bandlimited random noise signal from 100 Hz to 2 kHz, a 10 dB reduction is achieved uniformly across the entire frequency band.
Due to the high computational load and low latency requirements of the collocated implementation, the collocated FXLMS algorithm is implemented on a National Instruments FPGA platform with SAR ADCs and string DACs. The active control performance is evaluated based on the space- and time-average of the SPL in the entire room. The passive insulation of the fully closed sliding window system is measured as a benchmark to the active noise control system. In all noise incidence cases, the performance of the active control system does not exceed that of a fully glazed window. However, in the test of bandlimited white noise and traffic noise, an attenuation of 5 to 7 dB is achieved with the windows almost totally ajar.

The practical implementation issues and preliminary work done to address these issues will be discussed in Chapter 6.
Chapter 6

Considerations for Practical Implementation

Although the fundamental limits of active control have been defined in Chapter 4 and an active control system has been implemented on a full-sized sliding window in Chapter 5, practical deployment of the active control system in a domestic setting poses a different set of challenges. For instance, the placement of error microphones within the vicinity of the domestic living environment is often undesirable due to physical obstruction and poor aesthetics. Investigation into the viability of error microphone omission though the implementation of fixed filters is therefore required. In this chapter, a fixed filter based on the control of noise from multiple incidence angles is designed in the frequency domain and its performance is evaluated.

Additionally, based on design guidelines in Chapter 4, the number of control sources required increases with the desired upper frequency limit of control or with increasing angles of noise incidence. This often results in a dense array of sources that might be visually displeasing. Since it was previously found that having an additional layer of control sources distributed around the boundary aids in the control of certain modes [Wang et al., 2018], a combination of such a dual source arrangement on the boundary with the distributed layout could improve control of scenarios with severe diffraction around the edges of the aperture. Hence, a hybrid layout is designed and evaluated to determine its effectiveness and scenarios in which less sources are distributed in the aperture but with the same attenuation performance as the fully distributed layout.
Lastly, other open issues that are essential to the practicableness of the window ANC system are discussed with reference to some preliminary work conducted.

6.1. Fixed-filter Implementation

The ANC systems introduced in Chapter 2 and proposed in Chapter 5 have been implemented on fully- and partially-opened windows. However, for practical implementations, the requirement of error microphones in the system poses practical placement challenges and privacy concerns. Whilst non-adaptive ANC systems that do not employ error microphones have been realised in a multi-dimensional reverberant room, the optimal filters used in such cases have to be recalculated when the primary or secondary path transfer functions change (e.g. human movement in the room) [Kuo and Morgan, 1996].

However, if the window noise control problem is formulated such that the total acoustic power transmitted through the window is the cost function to be minimised, the ANC performance will be robust to variations in the secondary path for optimal filters that do not employ error microphones [Nelson and Elliott, 1992]. This formulation also assumes that the window opening is the noise source, which is collocated with the reference microphones and secondary sources, yielding a favourable control scenario.

Although global noise attenuation of around 10 dB has been demonstrated experimentally with a fixed set of control filter coefficients in some cases [Kwon and Park, 2013; Murao and Nishimura, 2012], the mechanism behind the formulation of a single filter that is optimal for multiple incidence angles has not been defined. In this section, an optimal filter is formulated in the frequency domain to control noise from multiple incidence angles and validated in FEM simulations. The proposed optimal filter
is focused on the control of noise from multiple incidence angles, which reflects the real-world scenario where the ANC system will be implemented (e.g. control of noise at different storeys of the building).

6.1.1. Global Active Control Formulation

The same global active control formulation in section 4.1 is revisited and reformulated. The complex volume velocity of the control source is firstly decomposed into the convolution between the reference signal and control filter coefficients. The under-determined formulation with infinite solutions is then reformulated to a “full-rank” system to obtain a single optimal solution.

6.1.1.1. Multichannel Control of Tonal Disturbances

The active noise control problem is formulated based on the optimal multichannel control of tonal disturbances [Elliott, 2001]. Acoustic summation of the disturbance signals $d(e^{j\omega t})$ and secondary source signals (at the error microphone locations) yields a complex vector of residual signals that can be represented in steady-state by

$$e(e^{j\omega t}) = d(e^{j\omega t}) + G(e^{j\omega t})W(e^{j\omega t})x(e^{j\omega t}),$$  \hspace{1cm} (6.1)

where the normalised frequency $e^{j\omega t}$ will be removed for brevity. The block diagram of the multichannel ANC system is shown in Figure 6.1. $J$ reference microphones are collocated with $N$ secondary sources ($J = N$), where a vector of $J \times 1$ reference signals $x$, are filtered by a corresponding set of $N \times J$ control filters $W$ to yield a vector of $K \times 1$ secondary source input signals (i.e. $q = Wx$). The contribution of the
$N$ secondary sources at the $M$ error microphone locations is $Gq$, where $G$ is the secondary path transfer function at frequency $f = \omega / 2\pi$.

The optimal secondary source input signals $q_0$ is formulated based on the minimisation of cost function $C$ given by

$$C = e^H e = q^H A q + q^H b + b^H q + d^H d,$$  \hspace{1cm} (6.2)

where $A = G^H G$, $b = G^H d$, $q = Wx$, and superscript $^H$ is the conjugate transpose operator. The optimal $q_0$ can then be calculated by equating the derivative of (6.2) to zero [Elliott, 2001], which is expressed as

$$q_0 = -(G^H G + \beta I)^{-1} G^H d,$$ \hspace{1cm} (6.3)

where $\beta$ is the regularisation parameter [Elliott, 2001; Lam et al., 2015a], and $M > N$.

---

Figure 6.1: Block diagram of the multichannel control system for a specific frequency $\omega$ [Elliott, 2001].

### 6.1.1.2. Full-rank Fixed Filter Formulation

The optimal secondary source strength in the tonal case derived in (6.3) is used to derive the optimal fixed filter,
\( q_0 = W_0 x, \quad (6.4) \)

where \( W_0 \) is the matrix of optimal control filters. However, the optimal filter obtained in (6.4) is an underdetermined problem yielding an infinite number of filter matrices \( W_0 \) that can satisfy (6.4).

One solution to realise an optimal fixed filter that can attenuate noise at \( K \) noise incidence angles, is to reformulate (6.4) to achieve a full-rank formulation, if \( K = N \), by

\[ W_{0,FR} = Q_{0,\theta} X_{\theta}^{-1}, \quad (6.5) \]

where \( Q_{0,\theta} = [q_{0,\theta_1}, q_{0,\theta_2}, \ldots, q_{0,\theta_K}] \) is the \( N \times K \) matrix of optimal source strengths for all \( K \) angles of incidence with \( k \in \{1, 2, \ldots, K\} \), and calculated with (6.3); and \( X_{\theta} = [x_{\theta_1}, x_{\theta_2}, \ldots, x_{\theta_K}] \) is the \( J \times K \) matrix of corresponding reference signals for \( K \) angles of incidence.

6.1.1.3. Evaluation Parameters

The sound power attenuation through the aperture is evaluated at the far-field arc in Figure 6.2 as previously defined in section 4.1.1.

6.1.2. Numerical experiments to evaluate the active noise control performance using full-rank fixed filters

The FEM computation plane illustrated in Figure 6.2 is modified from Fig. 4.1 in section 4.1. The eight secondary sources, i.e. \( N = 8 \), are distributed within the 1 m wide
aperture according to the guidelines in section 4.2.3, i.e. $w < \lambda/(1+\sin \theta)$, where $\theta = 0^\circ$. The entire computation plane is enclosed by a perfectly-matched layer so that all waves are damped to simulate a free-field condition. The acoustic power attenuation is evaluated at 552 points in the far-field arc, with radius of 10 m.

![Diagram](image.png)

Figure 6.2: 2D FEM simulation model with eight control sources distributed in the aperture according to the recommendations in section 4.2.3.3. All units are in m.

### 6.1.2.1. Exact least-squares Solution Performance

As a benchmark, the exact least-squares solution for each frequency $f \leq 2000$ Hz, at each noise incidence angle $\theta_k \in \{0^\circ, 5^\circ, 15^\circ, 30^\circ, 45^\circ, 60^\circ, 75^\circ, 90^\circ\}$, i.e. $K = 8$, is calculated using (6.3). The benchmark far-field sound power attenuation for all $\theta_k$ is plotted in Figure 6.3. In general, greater attenuation is achieved at lower frequencies. Attenuation performance (at least 10 dB) is similar across all $\theta_k$ when frequency is less than 1300 Hz. The decrease in attenuation performance in the higher frequency range would be...
(1300 < \( f \) < 2000 Hz) is proportional to the increment in noise incidence angle. For example when \( f > 1400 \) Hz, attenuation is above 10 dB when noise incidence is at 0°, whereas a sharp decline is observed for 60° angle of incidence.

Figure 6.3: Far-field acoustic power attenuation of incidence disturbance at all \( \theta_k \), using the optimal least-squares solution in (6.3).

6.1.2.2. Fixed-filter Performance for Single Incidence

To quantify the performance reduction due to the introduction of the fixed-filter described in (6.5), the same far-field sound power attenuation performance measure based on (4.6) is used. The fixed filter is calculated in a full-rank manner where \( K = N \), with the same angle of incidences \( \theta_k \) in the exact least-squares method.

The attenuation performance of the full-rank fixed-filter at the same angle of incidences \( \theta_k \) is shown in Figure 6.4. Comparison of Figure 6.3 and Figure 6.4 indicate
that a single fixed filter is able to obtain the same attenuation performance for a wide range of incidence angles of a specific frequency.

The same full-rank filter is tested at other incidence angles to determine the performance deviation with respect to the optimal exact least-squares method. From the results plotted in Figure 6.5, the full-rank filter attained attenuation performance close to the optimal least-squares method, providing evidence of its feasibility as a practical solution to the open window ANC problem.

Figure 6.4: Far-field acoustic power attenuation of incidence disturbance at all $\theta_n$, using the fixed-filter calculated in (6.5).
Figure 6.5: Comparison of sound power reduction of the exact least-squares solution with the full-rank optimal solution in a number of incidence angles.
Figure 6.6: Sound pressure distribution of multiple noise plane waves before active noise control (left column) and after active noise control using the same fixed filter in different scenarios (right column).
6.1.2.3. Fixed Filter Performance for Multiple Simultaneous Angles of Incidences

To determine whether the full-rank fixed filter derived using (6.5) could attenuate noise coming from multiple incidence angles at the same time, a scenario with two incident plane waves and two scenarios with 8 incident plane waves are portrayed in this study.

With two incidence plane waves at 0° and 90°, the full-rank filter was able to attenuate the noise ‘globally’, as shown in the first row of Figure 6.6. A similar global reduction was also achieved when the primary noise field consisted of the same 8 angles of incidence used to formulate the fixed filter, as shown in the second row of Figure 6.6. For a primary noise field with 8 intermediate angles of incidence within the range of angles used to formulate the fixed filter, a slight degradation in attenuation performance is expected and that can be observed in the third row of Figure 6.6.

However, if the primary noise field includes noise coming from angles that deviate greatly from the angles used to formulate the full-rank fixed filter (e.g. negative incidences), the active control system fails to control the noise and even results in spillover in other areas of the interior space. The right figure in the fourth row of Figure 6.6 depicts the said spillover of sound pressure.

6.1.3. Multichannel fixed-filter Formulation for Control of Random Disturbances

To generalise the multichannel active control formulation for multiple angles of incidence with a single set of $N$ control filters, (6.1) is recasted for random disturbance signals [Elliott, 2001] as
\[ e = d + GWx, \quad (6.6) \]

where \( d \) and \( x \) are vectors of random disturbances. The cost function to be minimised is thus

\[ C_i = E \left[ e^H e \right] = \text{trace} \left[ ee^H \right], \quad (6.7) \]

where \( E \left[ \cdot \right] \) denotes the expectation operation taken over ensembles of random data.

The cost function \( C_i \) can be written in terms of spectral density matrices through expansion using (6.6) to give

\[ C_i = \text{trace} \left[ GWS_{xx} W^H G^H + GWS_{sd} + S_{sd} W^H G^H + S_{dd} \right], \quad (6.8) \]

where the cross spectral density matrix for the reference signals, and the cross spectral density matrix between the disturbance and reference signals as

\[ S_{xx} = E \left[ xx^H \right], \quad (6.9) \]

\[ S_{sd} = E \left[ dx^H \right], \quad (6.10) \]

respectively. The optimum controller response at each frequency is obtained by setting the matrix of complex derivatives of (6.8) to zero, yielding

\[ W_0 = - \left[ G^H G \right]^{-1} G^H S_{sd} S_{xx}^{-1}, \quad (6.11) \]

where both \( G^H G \) and \( S_{xx}^{-1} \) are inherently assumed to be positive definite and invertible.

To obtain optimal control of noise from multiple incidences with a set of control filters, the reference vector can be represented by a scalar random process modified by a \( K \times 1 \) vector of paths [Elliott and Cheer, 2015] to give

\[ x = r_p v, \quad (6.12) \]
where $v$ is a scalar random process with unit variance, and $r_\theta$ is a $K \times 1$ vector of paths that modify the $K$ angles of incidence of the impinging noise wave. This relationship can be represented in a block diagram by extending Figure 6.1 to give Figure 6.7.

Figure 6.7: Block diagram of the control system illustrating the generation of the reference signals impinging from $K$ angles of incidences.

In the instance of a single noise incidence angle, the cross spectral density $S_{xx}$ will become

$$S_{xx} = r_\varphi S_{vw} r_\varphi^H = r_\varphi r_\varphi^H,$$

(6.13)

where $S_{vw} = E\left[ v^2 \right] = 1$, and the rank of $S_{xx}$ will be 1. Hence, the optimal control filter calculated with (6.11) has to be formulated with $K > 1$ to ensure that the assumption of non-singularity of $S_{xx}$ will not be violated.
6.1.3.1. Regularised Form

To draw further connection to the deterministic case, the regularised form of the optimal filter in (6.11) is obtained by introducing an effort weighting parameter into the cost function $C_1$, similar to (6.2), to give

$$C_2 = E[e^H e + \beta u^H u] = \text{trace } E[ee^H] + \beta \text{trace } E[uu^H],$$

(6.14)

where $u = Wx$ and $\beta$ is the positive real regularisation parameter. Equation (6.14) is expanded with (6.6), (6.9) and (6.10) to become

$$C_2 = \text{trace } \left[ GWS_{xx} W^H G^H + GWS_{sd}^H + S_{sd} W^H G^H + S_{dd} \right] + \beta \text{trace } [WS_{xx} W].$$

(6.15)

The partial differentiation of $C_2$ with respect to $W$ and can be expressed as

$$\frac{\partial C_2}{\partial W} = 2 \left[ G^H GWS_{xx} + G^H S_{sd} + \beta WS_{xx} \right]$$

$$= 2 \left[ (G^H G + \beta I) WS_{xx} + G^H S_{sd} \right].$$

(6.16)

The optimal control filter can be obtained by setting (6.16) to zero, yielding

$$W_0 = \left( G^H G + \beta I \right)^{-1} G^H S_{sd} S_{xx}^{-1},$$

(6.17)

where it is bounded by the same assumptions as (6.11).

6.1.3.2. Simultaneous Control of Noise from Multiple Angles of Incidence

To control noise simultaneously impinging from $K$ incidences with a single control filter, another cost function can be defined as
\[ C_3 = \sum_{k=1}^{K} E[e_{\theta}^H e_{\theta}] + \beta \sum_{k=1}^{K} E[u_{\theta}^H u_{\theta}] = \text{trace} \left( \sum_{k=1}^{K} e_{\theta}^H e_{\theta}^H \right) + \beta \text{trace} \left[ \sum_{k=1}^{K} u_{\theta}^H u_{\theta}^H \right]. \]

(6.18)

Equation (6.18) is further expanded with \( e_{\theta} = d_{\theta} + GWx_{\theta} \) and \( u_{\theta} = Wx_{\theta} \) to

\[ C_3 = \text{trace} \left[ GWS_{xx}W^H G^H + GWS_{sd}W^H G^H + \bar{S}_{sd} W^H G^H + \bar{S}_{dd} \right] + \beta \text{trace} \left[ WS_{xx}W^H \right], \]

(6.19)

where

\[ \bar{S}_{xx} = \sum_{k=1}^{K} x_{\theta} x_{\theta}^H, \]

(6.20)

\[ \bar{S}_{sd} = \sum_{k=1}^{K} d_{\theta} d_{\theta}^H, \]

(6.21)

and

\[ \bar{S}_{sd} = \sum_{k=1}^{K} d_{\theta} x_{\theta}^H. \]

(6.22)

Hence, the cost function \( C_3 \) is minimised by setting its complex derivatives with respect to \( W \) to zero to give

\[ W_0 = - \left( G^H G + \beta I \right)^{-1} G^H \bar{S}_{sd} \bar{S}_{xx}^{-1}, \]

(6.23)

which adopts a similar form as (6.17) above.

At the \( k \)-th incidence angle, the reference signal can be characterised by its reference path as

\[ x_{\theta} = r_{\theta} v_{\theta}, \]

(6.24)
where \( r_{\theta} \) is the transfer function that modifies the random process \( v_{\theta} \) driving the source at incidence angle \( \theta \). Similarly, the disturbance signal can also be characterised by its primary path as

\[
d_{\theta} = p_{\theta} v_{\theta}.
\]  

(6.25)

By substituting (6.24) and (6.25) into (6.20) and (6.22), the cross spectral densities are rewritten as

\[
\bar{S}_{xx} = E \left[ \sum_{k=1}^{K} r_{\theta} v_{\theta}^* r_{\theta}^H \right] = \sum_{k=1}^{K} r_{\theta}^* r_{\theta}^H, \tag{6.26}
\]

and

\[
\bar{S}_{xd} = E \left[ \sum_{k=1}^{K} p_{\theta} v_{\theta}^* r_{\theta}^H \right] = \sum_{k=1}^{K} p_{\theta}^* r_{\theta}^H, \tag{6.27}
\]

where \( E \left[ v_{\theta}^2 \right] = 1 \). Therefore, \( \bar{S}_{xx} \) is full rank when there are more incidence angles than reference sensors (\( K > J \)).

### 6.1.3.3. Generalisation of the deterministic formulation

The deterministic formulation can be reanalysed by revisiting (6.5), where the matrix of optimal solutions for \( K \) angles of incidence \( Q_{0,\theta} \) in the equation is expressed as

\[
Q_{0,\theta} = -\left( G^H G + \beta I \right)^{-1} G^H D_{\theta}, \tag{6.28}
\]

where \( D_{\theta} = \begin{bmatrix} d_{\theta_1} & d_{\theta_2} & \cdots & d_{\theta_K} \end{bmatrix} \). Hence, by substituting (6.28) into (6.5), the optimal control filter formulation is expanded to

\[
W_{0,FR} = -\left( G^H G + \beta I \right)^{-1} G^H D_{\theta} X_{\theta}^H \left( X_{\theta} X_{\theta}^H \right)^{-1}. \tag{6.29}
\]
where \( D^H \) and \( X^H \) are deterministic vectors, they correspond to \( r_{\theta_k} \) and \( p_{\theta_k} \) in Eqs. (6.26) and (6.27), respectively. Hence, as long as \( \tilde{S}_{\alpha} \) in (6.23) is full rank, the results in section 6.1.2 is valid for general random signals.

### 6.2. Hybrid Source Arrangement with Double-layered Sources at the Periphery

Although the planar arrangement of sources has a higher frequency upper limit of effective control than boundary control methods, the proposed double-layer boundary control by Wang et al has yielded promising results in controlling acoustic modes in a rectangular duct with a baffled opening [Wang et al., 2017a, 2017c, 2018].

Investigation into the physical mechanisms of the double-layer boundary layout ANC system reveal that addition of another layer of sources at a different height eases the burden on the single-layer system in controlling high-intensity modes [Wang et al., 2018]. Without effort control mechanisms in place [Elliott, 2001], the sources at the nodal lines of the modes will be overdriven (i.e. in the single-layer system) resulting in a control spill-over effect and distortion; and reducing the attenuation performance or even destabilise the adaptive system. This coincides with the observations in section 4.2.2.1, where the attenuation performance degrades as the sources are nearer to the edge of the wall. Moreover, the double-layer boundary layout is still bounded by the size of the aperture and has also not been investigated for application on an open aperture.

For a clearer understanding, this section will firstly investigate the normal particle velocity distribution across the open aperture. Secondly, to understand the degree to
which the physical positioning of the control source affects the attenuation performance of the double-layer configuration, the proximity to the wall edge and its separation distance between layers will be investigated here using 2D numerical simulations. Thirdly, a hybrid approach using both the double-layer configuration coupled with the planar layout is proposed. The hybrid solution aims to reduce the visual obstruction in the open aperture caused by the control sources by requiring less control sources distributed across the open aperture, whilst maintaining attenuation performance. Finally, scenarios which favour the deployment of the hybrid configuration is discussed.

6.2.1.  FEM Simulation Model

To account for the effects of scattering around the edges of the aperture, the physical limits of active noise control attenuation is investigated with numerical methods. The study is performed using the 2D finite element method (FEM), with a maximum element size of one-sixth of the wavelength at 4 kHz. Based on the free-field 3D analysis of an infinite plane array of control sources [Elliott et al., 2018], the 2D model is sufficient to provide useful insights in this preliminary investigation.

The 2D FEM computation plane measures 10 m by 10 m and is bounded by a perfectly-matched layer to emulate a free-field condition, as shown in Figure 6.8. Two rigid rectangles form the vertical cross section of a window opening of size $L = 1.0$ m. The total number of secondary sources $N$ are optimised to reduce the sum-of-squared pressures at the far-field evaluation arc. The $x$ and $y$ axis intersect in the middle of the aperture, as depicted by the blue axis lines in Figure 6.8.
Active Control Formulation and Evaluation Parameters

The active control system follows the formulation which minimises the total power transmitted through the aperture at the far-field arc that envelopes the entire opening in section 4.1. The optimised secondary source strengths are calculated with (4.3), where regularisation parameter $\beta$ was set to the minimum value necessary to obtain a well-conditioned inverse of the matrix. Similarly, the evaluation criteria have been defined in section 4.1.1 as shown in (4.6).

6.2.2. Normal Velocity Distribution Across the Aperture

The cost function defined in (4.3) is the far-field estimate of the sound power emitted through the aperture. Sound power through the aperture can also be described by the
acoustic intensity per unit area, whereby the acoustic intensity is defined as the product between the acoustic pressure and the particle velocity normal to the surface [Nelson and Elliott, 1992]. Since the control sources have been tuned to minimise the acoustic power, the acoustic power distribution across the aperture will reveal the spatial distribution of effort required by the respective sources to achieve effective global control.

With reference to Figure 6.8, the normal particle velocity of a plane wave passing through the aperture in the positive $x$ direction is plotted as a function of the $y$-axis coordinates between $-0.5$ and $0.5$ m in Figure 6.9. The plots describe the distribution within the aperture, which are represented by the particle velocity normal to a vertical 2D line parallel to the $y$-axis at $x = -0.5$, 0 and 0.5 m. The three $x$-axis coordinates represent the left most edge, the central point where the sources are located, and the right most edge of the aperture bounded by the rigid walls. For clarity, the frequency range from 100 Hz to 1000 Hz is represented only by the lower and upper limits and the median value, i.e. 100 Hz, 500 Hz, and 1000 Hz, in Figure 6.9.

In the entire frequency range, the magnitude of the normal particle velocity increases sharply nearing the edges of the aperture and reaches the maximum value on the edge. The magnitude distribution of the normal velocity is similar along all three $x$-axis coordinates. This observation indicates that sources on the edge have to be driven at disproportionately higher levels, which suggests that an additional source at the edge could improve the control of diffraction at the edges and result in better global control.
Figure 6.9: Normal velocity magnitude and phase as a function of $y$-axis coordinates for 100 Hz, 500 Hz, and 1000 Hz, at three $x$-axis positions ($-0.05$ m, 0 m, and 0.05 m).

6.2.3. Double-layer Configuration in an Open Aperture

Although the double-layer configuration has been shown to yield more stable attenuation performance than the planar array, albeit up to a lower upper frequency limit [Wang et al., 2017b], it has yet to be implemented in an open aperture scenario. Moreover, the effect of the wall edges on the source placement of the double-layer configuration is still unknown. Therefore, the effect of (1) the separation distance between each pair of sources, $h_x$, and (2) proximity to the wall edge, $h_y$, on the attenuation performance is investigated in this section. The separation distance $h_x$ is symmetric about the $y$-axis, and $h_y$ is anchored to the wall edge such that $h_y = 0$ m indicates that the sources are resting on the wall edge, as depicted in Figure 6.8.
6.2.3.1. Effect of Source Separation and Proximity to the Edge on Attenuation Performance

In the 2D scenario, the double-layer configuration can be represented by 2 sources on each edge as depicted in Figure 6.8. The proximity to the edge is anchored at $h_y = 0$ m, and investigated at three distances, namely $h_y = 0$, 0.03, and 0.06 m, i.e. $h_y = 0$ refers to control sources resting on the edge of the wall. With a fixed wall width of 0.1 m as depicted in Figure 6.8, the effect on attenuation is also investigated at three separation distances from a maximum of $h_x = L = 0.1$ m to $h_x = 0.025$ m, at intervals of 0.025 m, symmetric to the $y$-axis.

Except for a minor deviation in the case where $h_x = 0.1$ and $h_y = 0$ m at 90° incidence, the results of the 9 configurations (3 proximities to the edge and 3 separation distances) are indistinguishable, as shown in Figure 6.10 for (a) normal incidence, (b) 30° incidence, (c) 60° incidence, and (d) 90° incidence. Hence, the double layer configuration appears to be unaffected by the proximity to the edges of the wall unlike in the planar configuration where it is important not to place the sources on the edges of the wall [Lam et al., 2018a]. Although the separation distance does not affect the attenuation performance of the double-layer configuration, it is important not to place the sources too close to each other to prevent overdriving. The separation distance will henceforth be set to $h_x = 0.1$ and $h_y = 0$ m for simulations in the subsequent sections.
Figure 6.10: Transmission loss of the 4-channel double-layer configuration with different separation distances at angles of incidence at (a) 0°, (b) 30°, (c) 60° and, (d) 90°.

6.2.4. Hybrid Configuration in an Open Aperture

Since the upper frequency limit of attenuation performance of the double-layer configuration is still limited by the size of the open aperture, a hybrid configuration which comprises of both the double-layer and planar layouts is proposed. For practicality, the hybrid configuration should consist of the same number of sources as
the planar configuration. The 4-source double-layer configuration is shown in Figure 6.11(a) as a comparison. The 8-source planar arrangement with a source separation distance of \( w_p = L/8 \), and the 8-source hybrid arrangement with a separation distance of \( w_h = L/4 \), is depicted in Figure 6.11(b) and (c) respectively.

![Diagram of source positioning](image)

Figure 6.11: Source positioning of the (a) 4 source double-layer boundary array, (b) 8 source planar array, and the (c) 8 source hybrid array.

6.2.4.1. **Performance as a Function of Frequency at all angles of Incidence**

The attenuation performance as a function of frequency for the 8-source planar array and 8-source hybrid configuration are plotted in Figure 6.12(a) and (b), respectively, for angles of incidence from 0° to 90°. At normal incidence, both cases exhibit an upper limit at frequencies where the acoustic wavelength are equals to the separation distances \( w_p \) and \( w_h \), where subscripts \( p \) and \( h \) represents planar and hybrid configurations respectively. As the incidence angles increase, the hybrid configuration deviates from the general guidelines showing increased attenuation at steeper angles of incidence, as
emphasised in Figure 6.13. In absolute terms, however, the planar configuration still excels at gentler angles of incidence (<45°). Hence, it is useful to devise scenarios for which a hybrid configuration would be more effective than the planar configuration, such as at glancing angles of incidence.

6.2.4.2. **Conditions for the Effective Deployment of a Hybrid Configuration**

The attenuation performance is evaluated for 0°, 30°, 60°, and 90° angles of incidence as a function of normalised frequency $k_{wp}$ and $k_{wh}$, for the 8-source planar and hybrid configurations respectively. $k$ represents the acoustic wavenumber, which is 2 times $\pi$ divided by the acoustic wavelength $\lambda$.

![Figure 6.12: Transmission loss as a function of frequency at all angles of incidence using the (a) planar configuration, and with the (2) hybrid configuration.](image)
Figure 6.13: Transmission loss as a function of frequency at incidence angles above 45° for the 8 sources planar (solid line), 8 sources hybrid (dashed), and 4 sources double-layer (dashed with circular markers) configurations.

Attenuation performance of the 8-source planar array is consistent with the general guidelines reported by Lam et al. [Lam et al., 2018a], where there is a sharp termination when $k w_p$ is $2\pi/(1+\sin \theta)$, as shown in Figure 6.14(a). As discussed in Chapter 0, the 8-channel hybrid layout only adheres to the guidelines for normal incidence, as indicated by the light blue solid line in Figure 6.14(b). In other words, the planar array is only effective up to the acoustic wavelength as large as the separation between control sources at normal incidence, and up to half the acoustic wavelength at 90° incidence.
Attenuation performance of the 8-source hybrid configuration is plotted for the same angles of incidence in Figure 6.14:(b). The augmentation of the double-layer sources on the edge improves the attenuation upper limit of the system up to wavelengths equivalent to the separation distance between the planar arrangement in the hybrid array, for all angles of incidence, i.e. $kw_h \approx 2\pi$, for all $\theta \leq 90^\circ$. This improvement indicates that the double-layer sources are contributing significantly to the attenuation of the primary noise at oblique incidences. It is then essential to generalize the conditions for which the attenuation performance of the hybrid configuration will exceed that of the planar array.

The suggested minimum number of control sources $N$ for the planar array is derived in (4.9) in section 4.2.3.3. [Lam et al., 2018a]. Since the minimum number of sources required for the double-layer configuration is four, and the cut-off frequency seems to converge at $kw = 2\pi$ for all angles of incidence, the minimum number of control sources for the hybrid configuration can be written as
By inferring from Eqs. (4.9) and (6.30), the conditions for which the hybrid configuration is more effective than a planar array can be generalized to

\[ \frac{L \sin \theta}{\lambda} > 4, \]

and further generalised in terms of the minimum upper frequency limit to justify the deployment of the hybrid array to

\[ f_{\text{lim}} > \frac{4c_0}{L \sin \theta}, \text{ for all } 0^\circ < \theta \leq 90^\circ, \]

where \( f_{\text{lim}} \) refers to the required upper frequency limit for effective control and \( c_0 \) refers to the speed of sound in air. For instance, if the ANC system is required to be effective up to 90°, the desired upper frequency limit \( f_{\text{lim}} \) must be greater than 1373.6 Hz (\( L = 1 \) m) to justify the deployment of the hybrid layout instead of a planar array.

### 6.3. Summary

In the real-time implementation of any ANC system in the real-world, there are numerous considerations and design choices that can limit the control performance. Two of the main hurdles to the real-world implementation were investigated theoretically and numerically in this section. The first hurdle considers the difficulties in the placement of error microphones within the domestic living quarters on the basis of privacy concerns and physical obstruction. The second hurdle is concerning the visual obstruction of the somewhat dense array of sources distributed in the window aperture.
6.3.1. Fixed-filter Implementation

Error microphones are an essential component to an effective active noise control system. However, physical constraints do not always favour the presence of error microphones during implementation. For the specific problem of ANC through open windows, a fixed-filter formulation is studied to determine the noise attenuation performance degradation for different noise incidence angles.

With the aim to minimise average noise power attenuated across different incidence angles, a full-rank fixed filter formulation was proposed. Our acoustic simulation demonstrated that the full-rank fixed-filter approach is able to attenuate noise with similar performance to the exact least-squares solution, even for incidence angles excluded from the full-rank calculations (from $0^\circ$ to $90^\circ$ in increments of $5^\circ$).

Despite evidence that the fixed-filter approach could cover a wide range of individual incidence angles, and even multiple noise plane waves from a few incident angles, the performance of the fixed filter is still bounded by acoustical limitations. As shown in this study, the performance of the full-rank fixed filter is dependent on the angles used to formulate the filter. However, the limits of attenuation performance have yet to be investigated in a diffused primary noise field (1) with various combination of angles used in filter formulation; (2) filters designed with overdetermined formulation ($K > N$); (3) and how the number of secondary sources $M$ affects the range of incidence angles that can be controlled with a fixed filter.
6.3.2. Hybrid Source Arrangement with Double-layered Sources at the Periphery

The double-layered active noise control configuration is investigated for application in open apertures. Through 2D FEM simulations, attenuation performance of the double-layer source configuration is mostly unaffected by positioning in terms of proximity to the wall edge and the separation distance between layers. Additionally, through further testing, the attenuation performance is also unaffected by the asymmetrical control source positioning within the depth of the wall.

As an attempt to reduce the visual obstruction caused by distributing the sources across the aperture, a hybrid source configuration of a double-layered control source arrangement at the edge of the wall coupled with a planar array consisting of lesser sources (i.e. separated farther apart) is proposed. Although the attenuation performance of the hybrid configuration pales in comparison with the planar array at normal primary incidence, it exhibits increased attenuation at steep incidences. Hence, the conditions for which the hybrid configuration outperforms the planar array is devised.

In practice, the hybrid method could be the solution for large apertures or extremely steep angles of incidences (e.g. noise at the upper floors of a tall high-rise building, neighbourly noise).

6.3.3. Open Issues

Although fixed filters seem to be an enticing solution, their real-time implementation could be thwarted by the extensive tuning process or the requirement of potentially long filter lengths. Hence, the error microphones have to be included for adaptive control but
shifted away from their desired locations, presenting an avenue for the implementation of virtual sensing approaches [Cheer et al., 2018; Jung et al., 2017].

If the physical error microphones are placed in a manner such that the auxiliary filters are causal, i.e. physical microphones nearer to control sources than the desired virtual locations, current remote/virtual techniques will suffice. Hence, the successful implementation of the virtual microphone technique is still dependent on the careful placement of the error microphones. Moreover, the inclusion of auxiliary filters increases the already high computation complexity of the multichannel ANC system.

To realise the system at a reasonable cost, the computational complexity of the multichannel ANC system has to be further reduced. So far, several preliminary investigations have been conducted to explore potential areas where the computational complexity can be reduced. One straightforward method is to reduce the number of error signals used in the control algorithm, such as grouping neighbouring error microphones [Murao et al., 2013] or mixing the error microphone signals [Murao et al., 2017]. By manipulating the error signals, however, the control performance is unavoidably reduced, especially when the signal arrives from an oblique incidence angle.

If the noise signature can be classified, control filters could be pre-trained and stored in a database. A selective approach could be adopted to first classify the impinging noise and thereafter select the appropriate control filters from the database [Ranjan et al., 2016; Shi et al., 2018].

Finally, for high computational loads that necessitates the implementation on an FPGA, the control algorithm should be optimized for the hardware architecture. For instance, a systolic FXLMS implementation [Shi et al., 2016] or a parallel architecture implementation of the FXLMS algorithm [Shi et al., 2017].
Since these approaches have only been studied preliminarily, their practical usage requires further validations in experimental setups and in operational environments.
Chapter 7

Conclusions and Further Work

7.1. Conclusions

The traction towards active control methods to quieten environmental noise that propagate through window apertures of living quarters has been motivated by four factors: maintenance of natural ventilation function, access to the building façade, allowance of daylight ingress, and the ability to control noise in the lower frequencies. This thesis has investigated the active control of noise through window aperture from the perspective of practical realisation. For clarity, the conclusions are grouped into three sections: physical limits of active noise control, real-time active noise control, and considerations for practical implementation.

7.1.1. Physical Limits of Active Noise Control

Although active control methods for window apertures have been demonstrated in the past, their physical limits of control have not been defined – an important first step in designing a practical active control system. This thesis firstly investigated the fundamental limits of control of noise through apertures using numerical methods.

Since the equivalent source method shared similarities with the active control formulation, a preliminary study was conducted in Chapter 3 to evaluate its suitability and accuracy in modelling the acoustic field of the window problem. Despite its computational similarities to the active control formulation and the introduction of regularisation methods to prevent ill-conditioning during matrix inversions, the
equivalent source method was inherently limited by the physical dimensions of the rigid wall with respect to the wavelength of interest in this study – i.e. thickness of the wall was too thin compared to acoustic wavelength.

A finite-element method based numerical modelling approach was adopted to investigate the fundamental limits of active control through the aperture in Chapter 4. Based on a free-field study on the active control of planar noise with an infinite plane array sources, it was deemed that a 2D model could provide sufficient accuracy. To understand the interaction between the acoustic fields of the array of control sources and the impinging noise plane wave, the positions of the array of sources were systematically iterated across the range of frequencies of interest (100 to 2000 Hz) and angles of incidences (0° to 90°). Contrary to the practice of placing sources on the boundary of the aperture in several past experimental studies, it was found in 4.2.2.1 that the control sources should not be placed at the edge of the aperture for optimal performance and that it should be half the separation distance away from the wall – i.e. $v = w/2$. For the best average performance across all frequencies, the array of sources should be placed in the centre of the depth of the aperture. In an unobstructed aperture, it was found in 4.2.3.3 that the sources should be separated by the shortest wavelength of interest weighted by the sine of the incidence angle added to 1 – i.e. $w < \lambda/(1 + \sin \theta)$. The findings agree with those in the free-field simulation. Based on the fundamental limits of control defined for a number of control source arrangements, a practical guideline was developed to decide on the minimum number of sources required for good control up to the desired frequency and angle of incidence.

Before the real-time active control system was realised in a typical full-sized sliding window, its fundamental limits of control are investigated with an accurate replication of the dimensions in an FEM model. The passive insulation performance of a single-
glaze window in the 1 m wide aperture was first quantified as a benchmark for the active control system performance, which revealed that the passive insulation is reduced drastically even with a slight gap. In the presence of the glass panel, the general rule that the sources should be not placed on the edge was shown to still be true, in an attempt to replicate a past study numerically in section 4.3.3. Using the guidelines source placement and deciding on the number of sources required for good control, it was shown in section 4.3 that the active control implementation in the partially glazed aperture of a typical sliding window system outperforms the passive insulation of a fully-glazed aperture.

7.1.2. Real-time Active Noise Control

To investigate the attenuation performance of a real-time active noise control system in a window, a cubic chamber was constructed and placed in a recording studio. A full-sized sliding window with similar dimensions to the simulation model was fabricated according to the building standards in Singapore and installed onto one of the vertical sides of the chamber. A total of 24 active control units inspired by past studies were custom designed and secured onto the security grille of the window – a typical fixture in Singapore.

An average broadband (100 to 2000 Hz) attenuation of 10 dB was predicted at the error microphones via a fully-coupled multichannel FXLMS simulation using the measured transfer functions between the secondary sources and an array of 24 error microphones. To evaluate the actual real-time ANC performance, an array of 18 class 1 calibrated microphones was distributed inside the test chamber, where 12 microphones formed a planar array stretching across the window aperture, and the rest of the
microphones were distributed in accordance to the ISO 16283-3 to evaluate the energy-average sound pressure levels.

Due to the high computational complexity of a 24 channel system, a collocated-FXLMS control algorithm was adopted and implemented on an FPGA platform. In the tonal experiments at normal incidence, energy-average attenuation performance of the active control system with partial glazing (~55%) was comparable (< 5 dB lower) to the passive performance fully-glazed system from 400 Hz to 1200 Hz. In the attenuation of broadband noise at normal incidence, the energy-average attenuation of the active control system was notably poorer than the fully-glazed window as the ANC system was shown to perform poorly for high frequency tones (> 1200 Hz). At oblique incidences, the ANC system performance closely matches that of the full-glazed passive attenuation up till approximately 1200 Hz, suggesting that passive insulation is less effective for oblique noise sources. When the noise is bandlimited to between 400 Hz and 1300 Hz, the active control system attained an energy-average reduction of 5 to 7 dB for both recorded traffic noise and white noise. The discrepancy between the numerical and the real-time experiments is largely due to the limitation of the electronic components.

7.1.3. Considerations for Practical Implementation

To increase the practicability of active control solutions for window apertures, preliminary studies were carried out to address two specific issues pertaining to the visual and physical obstruction caused by: error microphones, and the dense array of control sources in the aperture.
The concept of employing a fixed filter to omit the need for error microphones was investigated theoretically and numerically. By implementing the designed filter numerically in the 2D FEM model of the window aperture, it was found that a single, carefully-designed filter could attenuate noise from a wide range of incidence angles, up to two sources (theoretically up to the number of sources used in the formulation) impinging simultaneously at the same time. Although the initial theoretical formulation and subsequent numerical implementation was based on deterministic signals, a further theoretical derivation shows that the results could be casted in the framework of random disturbances.

Based on the findings in Chapter 4, the required number of sources increases with the angle of noise incidence – a typical scenario in a high-rise building implementation for the upper levels. Since a dense array of control sources is visually displeasing, an approach adapted from a recent study was proposed to reduce the number of sources required without decreasing the attenuation performance. Results of the numerical study showed that the number of sources distributed in the aperture could be halved by adopting the double-layer source approach at the edge of the aperture without any loss in attenuation performance but only for near glancing angles of incidence. Nevertheless, a guideline based on that defined in section 4.2.2.3 was devised to decide when the proposed hybrid approach is suitable.

7.2. Recommendations for Further Work

The main hurdle to the real-world deployment of the active control system for window aperture lies in the high computational complexity of the multichannel ANC system. Besides extensions proposed in Chapter 6, other feasible directions could be undertaken.
Decentralisation of the control algorithm [Elliott, 2001; Murao et al., 2016; Zhang et al., 2019, 2013] could be the enabling factor for the mass production of individual control units with embedded controllers. However, a large open aperture could prove to be difficult for a decentralised approach to achieve satisfactory performance especially for noise impinging from oblique incidences. An elegant approach is thus required to segregate the aperture into smaller cells for successful implementation of the decentralised control technique.

The long-term stability of an adaptive control system is also vital to the practicability of the any ANC system. One major trade-off with using small speakers or audio amplifiers is their susceptibility in being overdriven as they are operating close to their maximum output capacity. Traditional effort-weighting methods or nonlinear adaptive systems come at an expense of significantly increased computational complexity. Hence, it is desirable to develop solutions that do not increase the computational complexity of the system but still able to constraint the output power and guarantee system stability [Shi et al., 2019].

The human perception of sound is not only a physical process at the periphery of the hearing system (up to the inner ear) but also a neurological process where signals are interpreted in the brain [Zwicker and Fastl, 2013]. The soundscape approach, where it is the acoustic environment as perceived or experienced by humans in context [International Organization for Standardization, 2014], could be adopted in which ANC is an excellent first step in enhancing the sonic environment. One common approach in soundscape design is to first reduce the unwanted sounds (e.g. environmental noise by ANC), followed by enhancement of wanted sounds (e.g. water stream sounds, birdsongs). It was found that when stream sounds and birdsongs were augmented with traffic noise in an outdoors environment it decreased the perceived loudness and
increase the overall pleasantness [Hong et al., 2017]. Since the subjective evaluations were conducted in the context of an outdoors scenario, a separate study targeted at indoor environments could provide a more accurate insight. If the indoor evaluations arrive at similar conclusions, the residual error signal from the ANC window system could be augmented by wanted sounds for a quieter indoor soundscape.
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Appendix A

The minimum power output of free field incoherent line sources and the active control of sound

The free field complex pressure of the cylindrical waves radiating from an infinite incoherent line source is defined by

\[ p(r) = \frac{k \rho_o c_o q}{4} H_0^{(2)}(kr), \]  

(A.1)

where \( r \) denotes the radial distance from the source, \( \rho_o \) is the density of air, \( c_o \) is the speed of sound in air, \( q \) is the total volume velocity per unit length, \( H_0^{(2)} \) is the zeroth-order Hankel function of the 2\textsuperscript{nd} kind [Beranek and Mellow, 2012b].

In the far-field, the Hankel function becomes

\[ H_0^{(2)}(kr) \bigg|_{r \to \infty} = \sqrt{\frac{2}{\pi kr}} e^{-\frac{i(kr-\pi)}{4}}, \]  

(A.2)

so the resulting far-field complex pressure for an incoherent line source is written as

\[ p(r) = \frac{\rho_o c_o q}{2} \sqrt{\frac{k}{2\pi r}} e^{-\frac{i(kr-\pi)}{4}}. \]  

(A.3)

The acoustic power output of the incoherent line source can be derived from the far-field acoustic power definition [Bies and Hansen, 2009] given by

\[ W = \frac{|p(r)|^2}{2 \rho_o c_o} \cdot 2\pi r, \]  

(A.4)
to give

\[ W = \frac{\rho_0 c_s k |q|^2}{8} = \frac{1}{2} Z_o |q|^2, \quad (A.5) \]

where \( Z_o = \left( \rho_0 c_s k \right)/4. \)

The complex pressure in (A.1) can also be written as

\[ p(r) = q \cdot Z(r), \quad (A.6) \]

where \( Z(r) \) is a complex impedance given by

\[ Z(r) = Z_o H_n^{(2)}(kr) = Z_o \left[ J_0(kr) - jY_0(kr) \right], \quad (A.7) \]

where \( J_0 \) and \( Y_0 \) are the zeroth-order Bessel function of the first and second kind, respectively. Since the power output of the source [Nelson et al., 1987] is also given by

\[ W = \frac{1}{2} |q|^2 \text{Re} \{Z(r)\}, \quad (A.8) \]

it arrives at the same expression as (A.5) by directly recognising that \( J_0(kr) \rightarrow 1 \) as \( kr \rightarrow 0 \) [Beranek and Mellow, 2012c].

With the complex pressure and the power output of the incoherent line source defined in free-field conditions, we can formulate the power output of an incoherent line primary source in the presence of a secondary control source in the same fashion as the monopole case given by

\[ W = \frac{1}{2} \text{Re} \left\{ \left[ p_p \left( r_p \right) + p_s \left( r_p \right) \right] \cdot q_p + \left[ p_p \left( r_s \right) + p_s \left( r_s \right) \right] \cdot q_s \right\}, \quad (A.9) \]

where * represents complex conjugate operator; \( q_p \) and \( q_s \) are the complex strengths of the primary and secondary source respectively; \( p_p \left( r_p \right) \) and \( p_p \left( r_s \right) \) respectively
represent the pressure contributions of the primary and secondary sources to the primary source location [Nelson et al., 1987]; it follows that \( p_p(r_s) \) and \( p_s(r_s) \) respectively represent the pressure contributions of the primary and secondary sources at the secondary source location. By relating to their complex impedances from (A.6), (A.9) can be expanded to

\[
W = \frac{1}{2} \text{Re} \left[ q_s \left( Z_s^* (r_s) + q_s Z_p^* (r_s) q_s^* + q_p Z_s^* (r_p) q_s + |q_p|^2 Z_p^* (r_p) \right) \right]. \tag{A.10}
\]

Further simplification is achieved by applying the principle of reciprocity, which equates \( Z_p (r_s) \) and \( Z_s (r_p) \) in (A.10) to arrive at

\[
W = \frac{1}{2} \left[ q_s^* \text{Re} \left\{ Z_s (r_s) \right\} + q_s \text{Re} \left\{ Z_p (r_s) \right\} q_s + \right. \\
\left. q_p^* \text{Re} \left\{ Z_p (r_s) \right\} q_s + |q_p|^2 \text{Re} \left\{ Z_p (r_s) \right\} \right]. \tag{A.11}
\]

From (A.7), it is clear that \( \text{Re} \left\{ Z_s (r_s) \right\} = \text{Re} \left\{ Z_p (r_p) \right\} = Z_o \) and \( \text{Re} \left\{ Z_p (r_s) \right\} = J_o (k r_s) \). If the separation distance between the sources is represented by \( w \), (A.11) can be represented in the complex quadratic form [Nelson and Elliott, 1992] as

\[
W = A |q_s|^2 + q_s^* b + b^* q_s + c, \tag{A.12}
\]

where \( A = (1/2) Z_o \), \( b = -(1/2) Z_o q_p J_o (k w) \), and \( c = (1/2) Z_p |q_p|^2 \). The last term represents the power output of the primary source alone and shall be denoted by \( W_p \).

As \( A \) is greater than zero, the quadratic function in (A.12) has a unique minimum characterised by the optimal secondary source strength given by

\[
q_{s, \text{opt}} = A^{-1} b = -q_p J_o (k w), \tag{A.13}
\]
and its minimum power output is thus given by

\[ W_0 = c - b^* A^{-1} b = W_p \left( 1 - J_0^2(\beta) \right). \]  

(A.14)

Unsurprisingly, the derived optimal secondary source power output in terms of incoherent line sources in 2D arrives at the same expression as optimal secondary force input applied to control a point primary force on an infinite thin elastic plate [Fuller et al., 1996].
Appendix B

Equipment details

The equipment utilised for the measurements and experiments in this thesis are detailed in the following subsections.

B.1. Room response measurement

The frequency response and reverberation time of the test chamber described in section 5.1.2 is measured with a logarithmic sine sweep using the following setup:

- Genelec 8320A Smart Active Monitoring (SAM™) Studio Monitor
- Creative Sound Blaster E5 24-bit USB Digital-to-Analog Converter
- miniDSP UMIK-1 USB audio class 1 omni-directional USB measurement microphone
- Windows 10 Notebook running Room EQ Wizard (REW) room acoustics software

B.2. Acoustic camera setup in the test chamber

The sound pressure distribution of the primary source (Genelec 8351A) described in section 5.1.3. was characterized with an acoustic camera calibrated to measure the sound impinging into the window aperture with the following setup:

- Brüel & Kjær BK Connect Acoustic Camera Type 9712-W-FEN
  - Brüel & Kjær WA-1764-W-001 30-channel, sliced wheel array with integral cables and a removable reflective plate
- Brüel & Kjær Type 4959 0.25 inch prepolarized CCLD microphone with TEDS
  - Brüel & Kjær LAN-XI Data Acquisition Hardware
    - 1 unit of the front-end frame with GPS Type 3660-C-100 (5-module)
    - 2 units of the 12-channel input module Type 3053-B-120 with array connector front panel UA-2112-120
    - 1 unit of the 6-channel input module Type 3050-A-060 with array connector front panel UA-2112-060
    - 1 unit of the battery module Type 2831
  - Windows 10 notebook running BK Connect software with Array Analysis Type 8430 module

B.3. **Real-time 24-Channel active noise control system**

The real-time active noise control system as detailed in section 5.2 can be described in terms of its major components in chronological order: (a) the active control units, comprising of both the reference microphone and control speaker; (b) the controller, which is executing the adaptive algorithm; (c) the primary noise source that is producing the disturbance to be cancelled; and (d) the error microphones at which the disturbance is minimized.

B.3.1. **Active control units**

- 24 custom enclosures 3D printed using Makerbot Replicator 5th Generation with polylactide (PLA) thermoplastic
• 24 units of Visaton BF 45 full-range loudspeaker drivers secured to the 3D printed enclosure with nylon screws
• 24 reference sensors secured to the 3D printed enclosure with silicone gel and made up of individual breakout boards consisting of a single electret condenser microphone CUI CMA-4544PF-W preamplified with MAXIM MAX4466
• Speaker amplifiers

B.3.2. Controller

• National Instruments cRIO-9039 CompactRIO controller
• National Instruments NI-9220 16-channel C series voltage input module
• National Instruments NI-9264 16-channel C series voltage output module
• Windows 7 desktop PC running LabVIEW 2017 for monitoring and execution of the cRIO-9039 CompactRIO controller

B.3.3. Primary noise source

• Genelec 8351A Smart Active Monitoring (SAM™) Studio Monitor
• ASUS Xonar Essence One USB digital-to-analog converter
• Windows 7 desktop PC running Audacity

B.3.4. Error microphone

• 24 units of individual breakout boards consisting of a single electret condenser microphone CUI CMA-4544PF-W preamplified with MAXIM MAX4466
B.4. Monitoring microphone setup in the test chamber

- 18 units of G.R.A.S. 40PH CCP free-field array microphones as monitoring microphones
- G.R.A.S. 42 AB sound calibrator, Class 1
- 5 units of National Instruments NI-9234, 4-channel, C series sound and vibration input module
- National Instruments cDAQ-9137 CompactDAQ controller
- Windows 10 laptop running LabVIEW 2017 for monitoring and communication with the standalone cDAQ-9137 controller

B.5. Equipment Specifications

The datasheets of the electronic components used in the custom active control units described in B.3.1, and microphone and amplifier breakout boards for the reference microphone described in B.3.1 and error microphones described in B.3.4 are detailed in the following subsections.
B.5.1. Visaton BF 45 S Data Sheet

BF 45 - 4 Ohm
Art. No. 2240

Technical data:
- Rated power: 4 W
- Maximum power: 8 W
- Nominal impedance: 4 Ohm
- Frequency response: 90-20000 Hz
- Mean sound pressure level: 79 dB (1 W/1 m)
- Resonance frequency: 158 Hz
- Height of front pole piece: 3 mm
- Voice coil diameter: 17 mm
- Height of winding: 4 mm
- Cutout diameter: 45 mm
- Net weight: 0.032 kg

01.10.2015
VISATON GmbH • Chilgser Straße 29-31 • D-42761 Haan • Tel.: 02129/552-0 • Fax 02129/552-10 • E-Mail: visaton@visaton.com
B.5.2. CUI CMA-4544PF-W Data Sheet

**PART NUMBER:** CMA-4544PF-W  
**DESCRIPTION:** electret condenser microphone

**SPECIFICATIONS**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Directivity</td>
<td>omnidirectional</td>
</tr>
<tr>
<td>Sensitivity (S)</td>
<td>-44 ± 2 dB</td>
</tr>
<tr>
<td>Sensitivity reduction (S-Vs)</td>
<td>-3 dB</td>
</tr>
<tr>
<td>Operating voltage</td>
<td>3 V dc (standard), 10 V dc (max.)</td>
</tr>
<tr>
<td>Output impedance (Zout)</td>
<td>2.2 kΩ</td>
</tr>
<tr>
<td>Operating frequency (f)</td>
<td>20 ~ 20,000 Hz</td>
</tr>
<tr>
<td>Current consumption (I0SS)</td>
<td>0.5 mA max.</td>
</tr>
<tr>
<td>Signal to noise ratio (S/N)</td>
<td>60 dBA</td>
</tr>
<tr>
<td>Operating temperature</td>
<td>-20 ~ +70° C</td>
</tr>
<tr>
<td>Storage temperature</td>
<td>-20 ~ +70° C</td>
</tr>
<tr>
<td>Dimensions</td>
<td>ø9.7 ± 0.2 mm</td>
</tr>
<tr>
<td>Weight</td>
<td>0.80 g max.</td>
</tr>
<tr>
<td>Material</td>
<td>Al</td>
</tr>
<tr>
<td>Terminals</td>
<td>pin type (soldered only)</td>
</tr>
<tr>
<td>RoHS</td>
<td>yes</td>
</tr>
</tbody>
</table>

**note:** We use the “Pascal (Pa)” indication of sensitivity as per the recommendation of IEC (International Electrotechnical Commission). The sensitivity of “Pa” will increase 20 dB compared to the “µbar” indication. Example: -60 dB (0 dB = 1 V/µbar) = -40 dB (1 V/Pa)

**APPEARANCE DRAWING**

---

20050 SW 112th Ave, Tualatin, Oregon 97062  phone 503.612.2300  fax 503.612.2383  www.cui.com
B.5.3. MAXIM MAX4466 Datasheet

Low-Cost, Micropower, SC70/SOT23-8, Microphone Preamplifiers with Complete Shutdown

ABSOLUTE MAXIMUM RATINGS

Supply Voltage (VCC to GND) ........................................... +6V
All Other Pins to GND ...................................................... 0.3V to VCC + 0.3V
Output Short-Circuit Duration
OUT Shorted to GND or VCC ............................................. Continuous
Continuous Power Dissipation (TAmb = +70°C)
5-Pin SC70 (denote 2.5mW/°C above +70°C) ................. 200mW
5-Pin SOT23 (denote 7.1mW/°C above +70°C) .............. 370mW
6-Pin SOT23 (denote 5.3mW/°C above +70°C) .............. 421mW
6-Pin SO (denote 6.9mW/°C above +70°C) ................. 471mW
Operating Temperature Range ........................................... -40°C to +85°C
Storage Temperature Range ................................................ -65°C to +150°C
Junction Temperature ...................................................... +150°C
Lead Temperature (soldering, 10s) .................................... +300°C

Stresses beyond those listed under “Absolute Maximum Ratings” may cause permanent damage to the device. These are stress ratings only, and functional operation of the device at these or any other conditions beyond those indicated in the operational sections of the specifications is not implied. Exposure to absolute maximum rating conditions for extended periods may affect device reliability.

ELECTRICAL CHARACTERISTICS

(VCC = +5V, VCM = 0, VOUT = VCC/2, RL = 10kΩ to VCC/2. SHDN = GND (MAX4466/MAX4468 only). TA = TMIN to TMAX, unless otherwise noted. Typical values specified at TA = +25°C.) (Note 1)

<table>
<thead>
<tr>
<th>PARAMETER</th>
<th>SYMBOL</th>
<th>CONDITIONS</th>
<th>MIN</th>
<th>TYP</th>
<th>MAX</th>
<th>UNITS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Supply Voltage Range</td>
<td>VCC</td>
<td>Internally From FSRR Test</td>
<td>2.4</td>
<td>5.5</td>
<td>V</td>
<td></td>
</tr>
<tr>
<td>Supply Current (Per Amplifier)</td>
<td>ICC</td>
<td>TA = +25°C</td>
<td>2</td>
<td>48</td>
<td>μA</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>TA = TMIN to TMAX</td>
<td>60</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Supply Current in Shutdown</td>
<td>ISHDN</td>
<td>SHDN = VCC (Note 2)</td>
<td>5</td>
<td>50</td>
<td>nA</td>
<td></td>
</tr>
<tr>
<td>Input Offset Voltage</td>
<td>VISS</td>
<td>±1</td>
<td>±5</td>
<td></td>
<td>mA</td>
<td></td>
</tr>
<tr>
<td>Input Bias Current</td>
<td>IS</td>
<td>VCM = 0V</td>
<td>±2.5</td>
<td>±100</td>
<td>nA</td>
<td></td>
</tr>
<tr>
<td>Input Offset Current Range</td>
<td>IOC</td>
<td>VCM = ±0.1V</td>
<td>±1</td>
<td>±15</td>
<td>nA</td>
<td></td>
</tr>
<tr>
<td>Input Common Mode Range</td>
<td>ICM</td>
<td>VCM</td>
<td>±0.1</td>
<td>V</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Common-Mode Rejection Ratio</td>
<td>CMRR</td>
<td>0.1V ± VCM ± VCC - 1V</td>
<td>50</td>
<td>126</td>
<td>dB</td>
<td></td>
</tr>
<tr>
<td>Power-Supply Rejection Ratio</td>
<td>PSRR</td>
<td>2.4V ≤ VCC ≤ 5.5V</td>
<td>50</td>
<td>112</td>
<td>dB</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>MAX4466/MAX4467/MAX4469. f = 3.4kHz</td>
<td>75</td>
<td></td>
<td>dB</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>MAX4466/MAX4468. f = 3.4kHz</td>
<td>90</td>
<td></td>
<td>dB</td>
<td></td>
</tr>
<tr>
<td>Open-Loop Gain</td>
<td>AVOL</td>
<td>RL = 100kΩ to VCC/2,</td>
<td>125</td>
<td></td>
<td>dB</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0V ≤ VOUT ≤ VCC - 0.05V</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>RL = 100kΩ to VCC/2,</td>
<td>80</td>
<td>95</td>
<td>dB</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.1V ≤ VOUT ≤ VCC - 0.01V</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Output Voltage Swing High</td>
<td>VOH</td>
<td>VCC - VCM</td>
<td>10</td>
<td></td>
<td>mV</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>RL = 100kΩ</td>
<td>10</td>
<td></td>
<td>mV</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>RL = 10kΩ</td>
<td>16</td>
<td></td>
<td>mV</td>
<td></td>
</tr>
<tr>
<td>Output Voltage Swing Low</td>
<td>VOL</td>
<td>VCM - 0V</td>
<td>10</td>
<td></td>
<td>mV</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>RL = 100kΩ</td>
<td>10</td>
<td></td>
<td>mV</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>RL = 10kΩ</td>
<td>14</td>
<td></td>
<td>mV</td>
<td></td>
</tr>
<tr>
<td>Output Short-Circuit Current</td>
<td>ISOL</td>
<td>To Either Supply Rail</td>
<td>15</td>
<td></td>
<td>mA</td>
<td></td>
</tr>
<tr>
<td>Output Leakage Current (in Shutdown)</td>
<td>SHDN = VCC, 0 ≤ VOUT ≤ VCC</td>
<td>±0.5</td>
<td>±100</td>
<td>nA</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(Notes 2, 3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SHDN Logic Low</td>
<td>VIL</td>
<td>(Note 2)</td>
<td>VCC × 0.3</td>
<td></td>
<td>V</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(Note 2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SHDN Logic High</td>
<td>VIH</td>
<td>(Note 2)</td>
<td>VCC × 0.7</td>
<td></td>
<td>V</td>
<td></td>
</tr>
<tr>
<td>SHDN Input Current</td>
<td>(Note 2)</td>
<td>2</td>
<td>25</td>
<td></td>
<td>nA</td>
<td></td>
</tr>
<tr>
<td>Gain Bandwidth Product</td>
<td>GBWP</td>
<td>MAX4466/MAX4467/MAX4469</td>
<td>200</td>
<td></td>
<td>kHz</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>MAX4466/MAX4468</td>
<td>600</td>
<td></td>
<td>kHz</td>
<td></td>
</tr>
</tbody>
</table>
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