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An Analytic Gabor Feedforward Network for Single-sample and Pose-invariant Face Recognition

Beom-Seok Oh, Member, IEEE, Kar-Ann Toh*, Senior Member, IEEE,
Andrew Beng Jin Teoh, Senior Member, IEEE, Zhiping Lin, Senior Member, IEEE,

Abstract—Gabor magnitude is known to be among the most discriminative representations for face images due to its space-frequency co-localization property. However, such property causes adverse effects even when the images are acquired under moderate head pose variations. To address this pose sensitivity issue as well as other moderate imaging variations, we propose an analytic Gabor feedforward network which can absorb such moderate changes. Essentially, the network works directly on the raw face images and produces directionally projected Gabor magnitude features at the hidden layer. Subsequently, several sets of magnitude features obtained from various orientations and scales are fused at the output layer for final classification decision. The network model is analytically trained using a single sample per identity. The obtained solution is globally optimal with respect to the classification total error rate. Our empirical experiments conducted on five face datasets (six subsets) from the public domain show encouraging results in terms of identification accuracy and computational efficiency.

Index Terms—Face Recognition Across Pose, Gabor Filtering, Single Hidden Layer Feedforward Network, Information Fusion

I. INTRODUCTION

DURING the past few decades, face recognition has been found to be among those active research topics in pattern recognition and computer vision. The main reason is that face recognition possesses huge potential in a wide variety of application domains including forensics, law enforcement, and entertainment. To gain a deep penetration into the deployment of such applications, achieving a certain level of recognition accuracy performance under various imaging conditions is mandatory. However, images acquired for such applications are often contaminated by imaging noises such as variation of pose, illumination, expression, etc. These noises often induce highly overlapping intra- and inter-identity distributions, and hence deteriorate the recognition accuracy. For those challenging security related applications such as passport identification [1]–[5], watch-list (e.g., a terrorist) screening [6], [7] and video surveillance [1], [8] under the near-infrared or infrared illumination [7] in which only a single face image per subject is available for training, the difficulty towards an accurate recognition task is further aggravated [1]–[8].

Despite the several decades of research on face recognition, there remained much room for recognition performance enhancement. Particularly, as pointed out in [9], [10], face recognition across pose variation remains largely unsolved. This is partly due to self-occlusion and partly due to the drastic change in appearance from projecting a 3D rigid body onto a 2D surface under various illumination settings. A possible resolution by deep networks as seen in [11]–[14] takes advantage of abundant training samples to construct the corrupted information. Particularly, the deep networks, which are tuned on a set of pose-varied face images per subject, extract pose invariant features in an hierarchical (depth) manner. Although a pre-trained deep network model can be used for transfer learning, collecting a large enough number of labelled data for deep network tuning could still be costly. Moreover, a network which was pre-trained using the RGB images is not directly transferable to another visual spectrum (such as the infrared and the near-infrared images). A re-training of the network for such applications requires yet a significant amount of the already scarce data with ground truth. Furthermore, expert knowledge in network design and sophisticated parameter tuning effort may be needed for adapting the network to the new recognition paradigm [10].

Several methods which address the pose issue have been proposed in the literature (see [9], [10]). These methods can be categorized into three approaches [10]: i) face image synthesis based [13], [15]–[22], ii) multi-view subspace learning based [23], [24], and iii) pose-robust feature extraction based [11]–[14], [25]–[31] approaches. The main characteristics of these methods are summarized in Table I. It is observed from this table that each category possesses its own strength in different aspects. For example, approaches 1, 2 and deep learning based methods of approach 3 can work even for probe images with significant head pose variation. However, except for some recently proposed deep learning-based methods [1], [5] which use single sample per person face recognition, many of these approaches require a large amount of data for training and are computationally demanding. Such requirements hinder them from deployment in real-world applications. On the other
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The main contributions of this work are enumerated as follows:

- We propose a computationally efficient and yet effective single hidden layer feedforward network structure for face recognition under moderate pose tolerance. The network is also tolerant to a moderate amount of external imaging noises such as variation of illumination, expression and acquisition time. The network works directly on raw face images, and its model is analytically trained using a single image per subject.
- We have found that the directional accumulation of Gabor elements expands the size of Gabor response area. Such feature provides tolerance to moderate image translation, and thus plays an important role in mitigating the translational effects caused by moderate changes in head pose. The accumulation can be performed efficiently via the proposed simplification of Gabor filtering process.
- We provide extensive experiments on five public face datasets (six subsets) comparing AGFN with competing Gabor-based face recognition methods. Our results show that AGFN outperforms these compared methods in terms of accuracy and efficiency under moderate conditions of imaging noise.

The remaining parts of this paper are organized as follows. In Section II, we provide some background knowledge on Gabor filtering and a total error rate minimization based classifier for immediate reference. Section III presents the details of Gabor features extraction within the proposed AGFN model. Section IV presents an extensive empirical evaluation based on six public face datasets/subsets and state-of-the-art methods. Concluding remarks are given in Section V.

II. PRELIMINARY

In this section, we provide the background knowledge of two methods, namely the two-dimensional Gabor filtering for image representation and the total error rate minimization for multi-category classification, for immediate reference.
A. Two-dimensional (2D) Gabor filtering

Let \( z = [c, r]^T \) denote a pixel coordinate, where \( T \) indicates the vector/matrix transposition, and suppose \( j = \sqrt{-1} \). According to [35], [36], a Gabor kernel is defined as follows:

\[
\Psi_{\mu, \nu}(z) = \frac{|k_{\mu, \nu}|^2}{\sigma^2} e^{-\frac{|k_{\mu, \nu}z|^2}{2\sigma^2}} = e^{k_{\mu, \nu}^T z - e^{-\frac{|z|^2}{2}}} \tag{1}
\]

where \( \Psi_{\mu, \nu}(z) \) is a complex Gabor element obtained using orientation \( \mu \) and scale \( \nu \) at pixel coordinate \( z \). \( \sigma \) denotes the standard deviation and \( || \cdot || \) indicates the \( L_2 \)-norm. The kernel matrix \( \Psi_{\mu, \nu} \) is of size \( h \times w \) pixels. The symbol \( k_{\mu, \nu} = (k_\mu \cos \phi_\mu, k_\nu \sin \phi_\mu)^T \) denotes a wave vector in which \( k_\nu = k_{max}/f_\nu \) is the frequency where \( k_{max} \) is the maximum frequency and \( f \) is the spacing between kernels in frequency domain. \( \phi_\mu = \mu \pi/8 \in [0, \pi] \) indicates the orientation.

The Gabor representation of an image matrix \( X \in \mathbb{R}^{p \times q} \) is the result of convolving \( X \) with a Gabor kernel \( \Psi_{\mu, \nu} \). The convolution can be performed in both spatial and frequency domains. However, we shall focus on the spatial domain convolution\(^2\) in which the proposed method is originated (see Section III for details). This convolution can be written as:

\[
O_{\mu, \nu}(x, y) = \sum_{c=1}^{w} \sum_{r=1}^{h} (X(c-x, r-y) \Psi_{\mu, \nu}(c, r), \tag{2}
\]

where \( O_{\mu, \nu} \in \mathbb{C}^{p \times q}, \ (x, y) \) is a pixel coordinate of image \( X(c, r) \) is a pixel coordinate of kernel \( \Psi_{\mu, \nu} \in \mathbb{C}^{h \times w} \), \( p > h, q > w \), and both \( h \) and \( w \) are odd numbers. To handle pixels falling on the image boundary, a zero padding can be adopted.

The next step is to compute magnitude and/or phase of the \( O_{\mu, \nu} \) matrix from [36], [37]. Except for some works [38]–[40] to list just a few, literature discarded the phase information due to its sensitivity to changes in rotation and translation while retaining the magnitude information. For similar reason, our proposed method adopts only the magnitude feature for recognition, which is defined as follows:

\[
M_{\mu, \nu}(x, y) = \sqrt{\text{Re}(O_{\mu, \nu}(x, y))^2 + \text{Im}(O_{\mu, \nu}(x, y))^2}, \tag{3}
\]

where \( M_{\mu, \nu} \in \mathbb{R}^{p \times q}, \text{Re}(\cdot) \) and \( \text{Im}(\cdot) \) respectively correspond to real and imaginary parts of \( O_{\mu, \nu} \).

B. TER minimization for multi-category classification

According to [41], the total error rate (TER) is defined as a summation of the false acceptance rate and the false rejection rate of a predictor’s output at a certain decision threshold \( \tau \). Let \( N_C \) be the total number of classes where each class represents an identity. Then, samples belonging to the \( C \)-category, \( C = 1, \ldots, N_C \), are treated as positive class (denoted by a superscript ‘+’) while all the other non-\( C \)-category samples are considered as negative class (denoted by a superscript ‘-‘). With an appropriate normalization plus inclusion of an offset term \( \eta \), minimization of TER with respective to a classifier which is linear in its parameters \( \beta_C \) can be solved in analytic form [41]:

\[
\beta_C = (b + P_C W_C P_C)^{-1} P_C W_C y_C, \tag{4}
\]

where \( b \) is a regularization factor, \( P_C = \begin{bmatrix} P_C^{0} & \cdots & P_C^{N-1} \end{bmatrix} \in \mathbb{R}^{m\times d} \) is a regressor matrix, \( m^{+}\) and \( m^{-}\) \((m = m^{+} + m^{-})\) respectively indicate the positive class and negative class populations.

Let \( y_C = [y^C_0, \ldots, y^C_{r-1}, y^C_{r+1}, \ldots, y^C_{N-1}] \in \mathbb{R}^{m} \) be a target vector, \( 1^{-} = [1, \ldots, 1]^T \in \mathbb{R}^{m^{-}}\) and \( 1^{+} = [1, \ldots, 1]^T \in \mathbb{R}^{1^{+}}\); \( W_C = W_C^{+} + W_C^{-} \in \mathbb{R}^{m \times m} \) is a diagonal weighting matrix defined for the \( C \)-th class in which \( W_C^{-} = \text{diag}(1/m^{+}_C, \ldots, 1/m^{+}_C, 0, \ldots, 0) \) and \( W_C^{+} = \text{diag}(0, \ldots, 0, 1/m^{-}_C, \ldots, 1/m^{-}_C) \). Here \( I \) is an identity matrix with dimension matching that of \( P_C^{\top} P_C \).

III. PROPOSED METHOD

In this section, we propose a single hidden layer feedforward network, called analytic Gabor feedforward network (AGFN), for efficient extraction of Gabor features without needing the time consuming convolutional operation in full mode. Another important characteristics of AGFN is that no iteration is needed for network training and the solution is globally optimal with respect to classification total error rate.

By removing redundant computations while extracting Gabor variant features at the input and the hidden layers, we achieve both efficiency and effectiveness at the same time. The outputs from the hidden layer are subsequently fused to produce the final decision in analytic solution. The following subsections provide details of AGFN.

A. Gabor-based structured projection

Gabor magnitude is known to be among the most discriminative representations for face [34]–[36], [42]. However, the high computational cost due to image convolution hinders its real-time application potential. Another shortcoming of the representation is its sensitivity to variation of illumination and head pose. To address these issues, the extracted Gabor features are treated as two directional projections with random accumulation of local regions such that moderate translations caused by head pose variation can be tolerated.

1) Simplification of Gabor filtering process: To achieve this goal, the matrix convolution operation discussed in (2) is revisited based on the vector multiplication viewpoint. Consider an image matrix \( X \in \mathbb{R}^{p \times q} \) and a set of Gabor kernels \( \Psi_{\mu, \nu} \in \mathbb{C}^{h \times w}, \mu \in \{0, \ldots, m^{max}\} \) and \( \nu \in \{0, \ldots, v^{max}\} \) being constructed using (1). Starting around each image pixel, let \( A_{x,y} \in \mathbb{R}^{h \times w} \) be an image patch of \( X \) which is centered on a pixel coordinate \((x, y)\), and it has the same size with that of \( \Psi_{\mu, \nu} \). Then, equation (2) can be re-written as follows:

\[
O_{\mu, \nu}(x, y) = \sum_{c=1}^{w} \sum_{r=1}^{h} A_{x,y}(c, r) \Psi_{\mu, \nu}(c, r) = a_{x,y}^{\top} \Psi_{\mu, \nu}, \tag{5}
\]

where \( a_{x,y} \in \mathbb{R}^{h \times w} \) and \( \Psi_{\mu, \nu} \in \mathbb{C}^{h \times w} \) respectively denote vectorized \( A_{x,y} \) and \( \Psi_{\mu, \nu} \).
Consider a set of $n = (\mu^\text{max} + 1)(\nu^\text{max} + 1)$ kernels being pre-generated and stacked to form a kernel matrix $\Psi = [\psi_{0,0}, \cdots, \psi_{0,\nu^\text{max}}, \psi_{1,0}, \cdots, \psi_{\mu^\text{max},\nu^\text{max}}] \in C^{\nu^\text{max} \times \mu^\text{max}}$. Consequently, the matrix convolution (5) can be re-written as:

$$O(x,y) = a_{x,y}^T \Psi,$$

(6)

where $O(x,y) \in C^{1 \times n}$ and $\tilde{O} \in C^{p \times q \times n}$. As a result of this simplification, we are able to compute all the $n$ Gabor responses by a single vector-matrix multiplication. This simplified representation enables us to design localized directional projections to extract locally accumulated Gabor features which will be described below. Such directional projections are tolerant to noises originated from variation of head pose, expression, and acquisition time.

2) **Vertically projected local Gabor features, $g_{\text{ver}}$ features:** The proposed $g_{\text{ver}}$ features consist of magnitudes of locally accumulated Gabor responses along the $y$-axis direction. Let $s_y \in \{1, \cdots, p - 1\}$ be an index of the first cell where the projection (i.e., accumulation) starts, and $l$ be an extraction size which controls the number of cells to be accumulated within each image columns. With these two parameters, we define vertically projected Gabor responses $O_{\mu,v}(x, \Sigma[s_y,l])$ as:

$$O_{\mu,v}(x, \Sigma[s_y,l]) = \sum_{i=s_y}^{s_y+l-1} (a_{x,i}^T \Psi_{\mu,v}) = v_{x}^T \Psi_{\mu,v},$$

(7)

where $O_{\mu,v}(x, \Sigma[s_y,l]) \in C^{1 \times q}$, and $v_{x} = \sum_{i=s_y}^{s_y+l-1} a_{x,i} \in R^{h \times w \times 1}$ is a vertically summed image vector along the $y$-direction of the $x$-th column. See equation (5) for details of $a_{x,y}$ and $\Psi_{\mu,v}$.

It is worth emphasizing that the above projection discards those Gabor responses that do not belong to a local region of interest (i.e., corresponding to pixel coordinates $(x, y < s_y)$ and $(x, y > s_y + l)$). In this work, we randomly set the location $s_y$ while $l$ is an adjustable parameter. Because of this localized strategy, we achieve algorithmic efficiency which other Gabor-based algorithms do not possess. Fig.1 (a) illustrates the process of computing $O_{\mu,v}(x, \Sigma[s_y,l])$.

Thus far, we have worked on a single accumulated image vector $v_{x}$ and a single Gabor kernel $\Psi_{\mu,v}$ per operation. By considering multiple number of image vectors and kernels as in (6), equation (7) can be represented compactly as:

$$\tilde{O}_{\text{ver}} = V^T \tilde{\Psi},$$

(8)

where $V = [v_{y1}, \cdots, v_{yq}] \in R^{hw \times q}$ is a stacked set of image vectors $v_{x}$, and $\tilde{O}_{\text{ver}} \in C^{q \times n}$ denotes the projected Gabor responses over the entire range of $\mu$ and $v$. With this generalization, extraction of the vertically projected Gabor responses from an image matrix over $n$ number of Gabor kernels can be completed by a single matrix-matrix multiplication. Subsequently, the magnitude of $\tilde{O}_{\text{ver}}$ is computed using (3) and then being converted into a feature vector $g_{\text{ver}} \in R^{q \times n}$.

3) **Horizontally projected local Gabor features, $g_{\text{hor}}$ features:** Similar to $g_{\text{ver}}$ features, horizontally projected Gabor features, which is called $g_{\text{hor}}$ features, are proposed. Similar to equation (7), here Gabor responses of a local region are accumulated along the direction of $x$-axis as follows:

$$O_{\mu,v}(\Sigma[s_x,l], y) = \sum_{i=s_x}^{s_x+l-1} (a_{x,i}^T \Psi_{\mu,v}) = h_{y}^T \Psi_{\mu,v},$$

(9)

where $h_{y} = \sum_{i=s_x}^{s_x+l-1} a_{x,i} \in R^{hw \times 1}$ is a summed image vector along the horizontal direction. $O_{\mu,v}(\Sigma[s_x,l], y) \in C^{p \times 1}$ indicates the horizontally summed Gabor responses, and $s_x \in \{1, \cdots, q - l\}$ denotes randomly determined index of the first cell in which the accumulation starts along each image rows (see Fig.1 (b)).

Similar to the matrix-based formulation in (8), equation (9) can be compactly represented using matrix notation as:

$$\tilde{O}_{\text{hor}} = H^T \tilde{\Psi},$$

(10)

where $H = [h_{y1}, \cdots, h_{yp}] \in R^{hw \times p}$ represents a stacked set of $h_{y}$, and $\tilde{O}_{\text{hor}} \in C^{n \times p}$ is the horizontally extracted Gabor responses. Similar to $g_{\text{ver}} \in R^{q \times n}$ features, $g_{\text{hor}} \in R^{p \times m}$ features contain the vectorized magnitudes of $\tilde{O}_{\text{hor}}$.

4) **Controlling the number of extracted features by projection size $k$:** We have introduced two adjustable parameters, namely the extraction size $l$ which controls the number of Gabor responses to be accumulated, and the cell index $s_y$ or $s_x$ where the accumulation starts. Both $s_y$ or $s_x$ and $l$ determine upon which part of a face image and how much of local facial information will be extracted. We note here that such locality in the feature extraction stage gives rise to a concern that some important facial information might be missed. For example, $g_{\text{ver}}$ which extracted features at $s_y = 1$ and $l = 3$, may contain non-facial information such as hair and/or background.

In order to alleviate such lacking of facial information, a new parameter, projection size $k$, is introduced to both the horizontal and vertical projections. Suppose each computation of $g_{\text{ver}}$ or $g_{\text{hor}}$ features per image constitutes a single round of feature extraction. Then, $k$ controls the number of rounds per image. Particularly, $k$ number of $s_{y,l}$ or $s_{x,l}$ are randomly generated and utilized: $[s_{y1}, \cdots, s_{yK}]$ for $g_{\text{ver}}$ features and $[s_{x1}, \cdots, s_{xK}]$ for $g_{\text{hor}}$ features. Since $k$ is directly related to the amount of extracted information, it can tradeoff between accuracy and efficiency. Our focus in this work is to observe under what setting of $k$ is appropriate in balancing between accuracy and efficiency. With inclusion of $k$ projection rounds, the
size of resulted feature vector becomes $g_{ver} \in \mathbb{R}^{kqn \times 1}$ and $g_{hor} \in \mathbb{R}^{kpn \times 1}$, respectively.

5) Empirical analysis regarding the physical meaning of Gabor responses accumulation: The proposed $g_{ver}$ and $g_{hor}$ features consist of magnitudes of directionally accumulated Gabor responses. Here, we observe the underlying mechanism of the accumulation and its effects on translation invariance corresponding to moderate face pose variation. Essentially, our analysis shows that the output region of Gabor responses is directionally expanded as a result of the accumulation. Particularly, such region expansion increases the chance of matching identical facial components which appear at different image locations caused by pose variation.

Let $r_{\mu, v} = \Re(\psi_{\mu, v})$ and $i_{\mu, v} = \Im(\psi_{\mu, v})$, then equation (3) for any given image coordinate $(x, y)$ can be re-written as:

$$M_{\mu, v}(x, y) = \sqrt{(r_{\mu, v}^T a_{x,y})^2 + (i_{\mu, v}^T a_{x,y})^2} = \sqrt{a_{y,x}^T S a_{x,y}}, \quad (11)$$

where $S = r_{\mu, v} r_{\mu, v}^T + i_{\mu, v} i_{\mu, v}^T \in \mathbb{R}^{a \times a}$. Based on (11), both $g_{ver}$ feature at coordinate $x$ and $g_{hor}$ feature at coordinate $y$ can now respectively be represented as the square root of directionally accumulated $a_{y,x}^T S a_{x,y} \in \mathbb{R}$ as follows:

$$M_{\mu, v}(x, \Sigma_{(x, l)x}) = \sqrt{\sum_{y=x}^{y=x+l-1} (a_{y,x}^T S a_{x,y})} = \sqrt{v^T S v}, \quad (12)$$

$$M_{\mu, v}(\Sigma_{(x, l)y}) = \sqrt{\sum_{y=x}^{y=x+l-1} (a_{y,x}^T S a_{x,y})} = \sqrt{h^T S h}, \quad (13)$$

where $v = \sum_{y=x}^{y=x+l-1} a_{x,y}$ and $h = \sum_{y=x}^{y=x+l-1} a_{y,x}$.

Equations (12) and (13) show that matrix $S$ remains unchanged for $l$ number of image patches (a) accumulation (as in $v$ and $h$). Particularly, only those image patches which contain corresponding information to the adopted Gabor kernel contribute to $g_{ver}$ and $g_{hor}$ features computation. To explore the relationship between such kernel-dependent summation of patches and recognition accuracy, two synthetic image-based case studies: Case study 1 and 2, are conducted as follows.

a) Case study 1 (Fig. 2 (a)–(d)): We observe the similarity among the Gabor magnitude features by means of the utilized image patches and a particular Gabor kernel. Consider an image shape with its translated version in Fig. 2 (a). Such geometrical translation of objects (e.g., facial components) on a 2D image plane represents an effect caused by changes in head pose. Then, the extracted features are shown in Fig. 2 (b) where only diagonal image edges are being extracted due to the alignment of Gabor kernel. We note that this empirical analysis holds for other settings of $\mu$ and $v$ as well.

Fig. 2 (c) shows image patches $a_{x,y}$ taken from two synthetic images $X_1$ and $X_2$ (see Fig. 2 (a)) respectively. Here, $X_2$ is three pixels shifted from $X_1$ along the $x$-direction. The conventional approach compares magnitude values computed from each patch of the same pixel coordinate. As shown in Fig. 2 (c), this approach may produce a low similarity between $X_1$ and $X_2$. The main reason is that no patch contains the targeted edge at the same or similar pixel coordinates.

On the other hand, as shown in Fig. 2 (d), the horizontally accumulated image patch (i.e., the vector $h$ in equation (13)) appeared to be similar to each other at $l = 6$. This shows that $g_{hor}$ features can be less sensitive to differences of object location caused by horizontal pose variation than that of the conventional Gabor-based approach. In a similar manner, it can be inferred that $g_{ver}$ features can be less sensitive to vertical pose variation than that of the conventional approach.

b) Case study 2 (Fig. 2 (e)–(h)): The above empirical analysis is now extended to synthetic face images. The first row of Fig. 2 (f) shows the real part of Gabor kernels (generated at $\mu = \{0, \ldots, 7\}$ and $v = 0$) which are treated as images. Magnitude features resulted from the conventional approach and the $g_{hor}$ features at $l = 5$ and $l = 9$ are respectively shown in the second to fourth row of Fig. 2 (f). By comparing the three magnitude results, it is observed that the size of magnitude response area becomes wider as a result of accumulation except for $\mu = 0$ and $\mu = 4$.

To support the above observation, we now consider three pose-varied synthetic face images (see Fig. 2 (g)): frontal, right pose and left pose (rotated 20° from the frontal). The conventional Gabor magnitude features and the proposed $g_{hor}$ features at $l = \{3, 5, 7, 9\}$ are extracted from each of the images, respectively. The Euclidean distance is then computed over pairs of different poses: frontal-left, frontal-right and left-right, per method per $l$ setting. Fig. 2 (h) shows that $g_{hor}$ features extracted at higher extraction size $l \in \{7, 9\}$ produced lower Euclidean distance values than that of low extraction size at $l \in \{3, 5\}$, and than that of the conventional one which is equivalent to $l = 1$. 

![Fig. 2. An illustrative example for Gabor elements accumulation.](image-url)
B. Analytic Gabor Feedforward Network

The extracted local Gabor features: \(g_{ver} \in \mathbb{R}^{kpn \times 1}\) and \(g_{hor} \in \mathbb{R}^{kpn \times 1}\), would be of high-dimension. This is particularly true if input images are of high resolution and when a high value of \(k\) is adopted. Moreover, due to the nature of Gabor representation resulted from eight orientations and five scales, the feature vector would be highly correlated and redundant.

The proposed AGFN is designed to handle these high-dimensional and redundancy problems while increasing the discriminatvity by information fusion. After performing feature extraction at the hidden layer (see Fig. 3), the information is fused and classified at the output layer. By integrating these steps into a simple network, we could achieve algorithmic simplicity and efficiency while enjoying good accuracy performance. Due to an approximated counting formulation, AGFN is free from iterative parameter learning.

1) The proposed network architecture: Suppose we have \(m\) training sample pairs \((X_i, y_i), i = 1, \cdots, m\), where \(X_i \in \mathbb{R}^{p \times q}\) and \(y_i \in \mathbb{R}\) respectively indicate the \(i\)-th raw image matrix and its corresponding class label (i.e., user identity). The proposed AGFN model is defined as follows (see Fig. 3):

\[
y_i = \beta_C^T \left( \mathbf{W} \phi \left( g_i^* \right) \right), \quad C = 1, \cdots, N_C
\]

(14)

where \(g_i^*\) denotes the proposed Gabor features (either \(g_{ver} \in \mathbb{R}^{kpn \times 1}\) or \(g_{hor} \in \mathbb{R}^{kpn \times 1}\), see Section III-A) extracted from \(X_i\), and \(\phi(\cdot)\) indicates the sigmoid activation function. \(\mathbf{W} \in \mathbb{R}^{d \times d}\) indicates the set of \(d\) projection basis vectors learned by a whitened principal component analysis (WPCA), where \(d > d\), \(d = kpn\) if \(* = \text{ver}\) otherwise \(d = kpn\), and \(\beta_C = [\beta_{C1}, \cdots, \beta_{Cd}]^T \in \mathbb{R}^{d}\) denotes the output weight vector learned for the \(C\)-th identity. The unsupervised WPCA subspace learning is adopted because the supervised learning method (e.g., linear discriminant analysis [43]) requires more than a single image per subject for training.

As shown in equation (14) and Fig. 3, the \(n\) number of hidden nodes constitute the hidden layer. Each hidden node corresponds to a combination of \(\mu\) and \(\nu\), and produces a directionally projected Gabor feature vector. The outputs from the hidden nodes are subsequently activated and projected onto \(d\)-dimensional whitened subspace for data compaction (see Section III-B2 for details). The low dimensional feature vector is finally incorporated into the output weight vector \(\hat{\beta}_C\) to produce a final decision (see Section III-B4 for details). According to the feature type being extracted, we call the proposed model as AGFN\(_{\star}\) where \(* = \text{ver}\) refers to AGFN\(_{\text{ver}}\) and \(* = \text{hor}\) refers to AGFN\(_{\text{hor}}\) hereafter for convenience. AGFN\(_{\text{fusion}}\) indicates the AGFN which adopts both \(g_{ver}\) and \(g_{hor}\) features being concatenated in feature level.

From the feature extraction viewpoint, the hidden nodes of AGFN extract the proposed local Gabor features. By having multiple hidden nodes with different values for \(\mu\) and \(\nu\), different Gabor facial information are extracted simultaneously. From the information fusion viewpoint, the output layer of AGFN fuses the extracted Gabor features over the entire range of \(\mu\) and \(\nu\) by a simple weighted sum rule. In a nutshell, both feature extraction and information fusion stages are integrated and absorbed into the AGFN model.

2) Learning the subspace \(\mathbf{W}\) by a Whitened PCA: In order to reduce the dimension of hidden layer outputs as well as to reduce their correlation, we learn a projection subspace using WPCA. Let \(P_{PCA} = [\phi(g_1^e), \cdots, \phi(g_{d}^e)]_{d \times m}\) be a matrix of hidden layer outputs in which each column vector corresponds to a training image. The whitened subspace matrix is defined as \(\mathbf{W} = \mathbf{E} \Lambda^{-\frac{1}{2}}\), where \(\mathbf{E} = [e_1, \cdots, e_d] \in \mathbb{R}^{d \times d}\) and \(\Lambda = \text{diag}\{\lambda_1, \lambda_2, \cdots, \lambda_d\}\) respectively denote the leading \(d\) eigenvectors and eigenvalues (i.e., \(\lambda_i > \lambda_{i+1}\)) computed from the covariance matrix of \(P_{PCA}\).

3) Learning the output weights \(\beta_C\) by TER: Suppose the given training data consists of \(N_C\) subjects. Our task is to identify a subject from the given test face image among the \(N_C\) subjects. To this end, we learn an output weight vector \(\hat{\beta}_C \in \mathbb{R}^d\) per subject which is indexed by \(C = 1, \cdots, N_C\). Within the training set, those samples corresponding to each of the \(C\)-th subject are considered as the positive class while the remaining non-\(C\)-th samples constitute the negative class (see Section II-B for details). Correspondingly, an indicator target label [44] can be constructed to train these multiple sets of binary targets.

With a regression matrix \(P_C = \left[ P_{C1}^e, P_{C1}^e \right]_{d \times m}^\top \in \mathbb{R}^{m \times d}\), where \(P_{C}^e = [\mathbf{W}^T \phi(g_1^e), \cdots, \mathbf{W}^T \phi(g_{mc}^e)] \in \mathbb{R}^{d \times m_{C}}\), and \(P_{C}^\top = \left[ \mathbf{W}^T \phi(g_1^e), \cdots, \mathbf{W}^T \phi(g_{mc}^e) \right] \in \mathbb{R}^{d \times m_{C}}\) computed using the training data, the output weight vector \(\hat{\beta}_C\) is computed using Equation (4) [45]. Following other Gabor-based algorithms [36], we normalize each column of \(P_{C}\) to follow zero mean and unit variance. The procedure for training AGFN model is summarized in Algorithm 1.

4) Prediction of unseen test data: Let \(X_i \in \mathbb{R}^{p \times q}\) represent a test image which does not belong to the training samples. Its class (i.e., identity) label can be predicted using the estimated
Algorithm 1 AGFN: Training phase

1: Given: $m$ training sample pairs $(x_1, y_1) \in \mathbb{R}^{p \times q}, y_i \in \mathbb{R}$, $i = 1, \ldots, m$, projection size $k$, extraction size $l$, Sigmoid function $\phi(\cdot)$, bias $b = 10^{-4}$, threshold $\tau = 0$, offset $\eta = 1$, $\ast \in \left\{ \text{ver, hor} \right\}$
2: $\hat{\theta} \leftarrow \theta$ if $\ast = \text{ver}$ or $\hat{\theta} = \theta$ if $\ast = \text{hor}$
3: $[s_1, \ldots, s_N] \leftarrow \left\{ \text{rand}(1, k) \times (\# - 1) \right\} + 1$
4: $\Psi \leftarrow n$ number of vectorized Gabor kernels ($1$)
5: for $i \leftarrow 1$ to $m$ do
6: \hspace{1cm} $O^i_1 \in \mathbb{R}^{k \times n} \leftarrow \nabla \Psi^i$ if $\ast = \text{ver}$ or $H^i_1 \Psi$ if $\ast = \text{hor}$
7: \hspace{1cm} $M^i_1 \in \mathbb{R}^{k \times n} \leftarrow \text{Magnitude of } O^i_1$
8: \hspace{1cm} $g^i_1 \in \mathbb{R}^{k \times n} \leftarrow \text{Vector form of } M^i_1$
9: end for
10: Normalize $[g_1^1, \cdots, g_n^n]$ to a zero mean and unit variance
11: $P_{PCA} \in \mathbb{R}^{d \times (m \cdot n)} \leftarrow \Phi^{-1} \left( [g_1^1, \cdots, g_n^n] \right)$ \hspace{1cm} \(\triangleright\) Learn $\Psi$
12: $E \in \mathbb{R}^{d \times d}, A \in \mathbb{R}^{d \times k} \leftarrow \text{Top d (95\%) of the eigenenergy eigenvectors and eigenvalues from Cov}(P_{PCA}) \in \mathbb{R}^{m \times m}$
13: $\Psi \in \mathbb{R}^{d \times d} \leftarrow EA^{-\frac{1}{2}}$
14: $P \in \mathbb{R}^{m \times m} \leftarrow \Psi^T \Phi^{-1} \left( [g_1^1, \cdots, g_n^n] \right)$
15: for $C \leftarrow 1$ to $N_C$ do
16: \hspace{1cm} Construct a diagonal weighting matrix $W \in \mathbb{R}^{m \times m}$
17: \hspace{1cm} $P_{C}^1 \in \mathbb{R}^{d \times m} \leftarrow \text{Vectors of } P \text{ corresponding to Cth class}$
18: \hspace{1cm} $P_{C} \in \mathbb{R}^{d \times m} \leftarrow \text{Vectors of } P \text{ corresponding to non-Cth class}$
19: \hspace{1cm} $Y_C \in \mathbb{R}^{m \times 1} \leftarrow (\tau + \eta)I^T$ and $y_C \in \mathbb{R}^{m \times 1} \leftarrow (\tau - \eta)I^T$
20: \hspace{1cm} $P_{C} \in \mathbb{R}^{d \times m} \leftarrow [P_{C} P_{C}]^T$ and $y_C \in \mathbb{R}^{m \times 1} \leftarrow [Y_C Y_C]$
21: \hspace{1cm} $\beta_C \in \mathbb{R}^{d \times 1} \leftarrow (bI + P^T_{C} W_{C} P_{C})^{-1} P^T_{C} W_{C} y_C$
22: end for

Note: ‘A → B’ indicates that ‘B’ is assigned to ‘A’.

output weights obtained in (4) as: $\hat{y}_i = p_1^T \widehat{\beta}_1, \widehat{\beta}_2, \cdots, \widehat{\beta}_{N_C}$
where $\hat{y}_i = [\hat{y}_1, \hat{y}_2, \cdots, \hat{y}_{N_C}]$ denotes the estimated model outputs over $N_C$ classes, and $p_1 = \Psi^T \Phi(g^i_1) \in \mathbb{R}^{d \times 1}$ is the regression vector constructed using the test sample. The class label can then be predicted using the one-versus-all technique: $\text{cls}(X_i) = \arg \max_{C} \hat{y}_C$. In other words, no prior class information is needed for this test sample prediction.

5) Comparison with convolutional neural network (CNN):

In this subsection, the proposed AGFN is compared with the well-known CNN [46]–[48], in terms of architectural and learning properties. The upper panel of Fig. 4 illustrates the architectural difference in the hidden layer(s) between the two networks. The table shown in the lower part of Fig. 4 provides a brief summary of both networks for comparison.

Generally, the AGFN can be considered as a layer of the CNN. However, as shown in Fig. 4, the architectures of the hidden layer(s) of both networks have clear difference. The AGFN consists of a single hidden layer and its input weights (i.e., filter masks) are pre-fixed to Gabor kernels. Due to the fixed nature of input weights, only the output weights are to be estimated. Our approach for learning the output weights is to adopt an analytic solution based method so that no iterative search is required.

On the other hand, training the CNN is no simple task as it consists of $N > 2$ hidden layers with nonlinearity in each layer. Filter masks for local convolution should be learned by using a large amount of image data (either face images or images of other objects) [49]. In addition to the filters, fully connected weights should also be learned for the final classification task. Moreover, sophisticated parameter tuning is often required to achieve outstanding recognition accuracy performance [50].

Despite these differences in architecture and learning mechanism, AGFN shares some functional similarities with that of CNN. As shown in Fig. 4, the AGFN hidden layer performs a Gabor based convolution, accumulated local Gabor features extraction, and feature activation using the sigmoid function. Particularly, the Gabor convolution step (denoted by ‘a’) in Fig. 4 is similar with the convolution step (denoted by ‘a’) in CNN. Similarly, extracting accumulated Gabor features followed by the sigmoid activation (b) is similar to taking a non-linear operation (Sigmoid, Rectified linear units [51] etc.) followed by a mean pooling (e).

IV. EXPERIMENTS

In this section, the one-to-N identification performance of the proposed AGFN is evaluated via extensive empirical experiments. Firstly, we analyze the effects of each AGFN parameter towards the identification performance empirically. Next the identification capability of AGFN is evaluated under head pose changes. The last three are chosen to evaluate the tolerance of AGFN to variation of illumination, acquisition time and the wild condition. Note that the COX dataset is a recently released large-scale face dataset, and is provided with the standard evaluation protocol for the single-sample face recognition. Except for LFW10, subjects
of the datasets possess only one image for training. Fig. 5 provides details of the datasets (e.g., data statistics, protocols, etc.) utilized in our experimental study.

B. Empirical analysis on AGFN parameters

This experiment aims to study the effects of AGFN parameters namely, the projection size $k$ and the extraction size $l$, on the accuracy of face identification. Since $k$ is closely related to the dimension of extracted features, both recognition accuracy and training CPU time are measured. Next, we study the role of $l$ in face recognition across pose variation. The FERET b-series, which contains variation of head pose, is chosen for these studies. The adopted parameters for Gabor kernel construction [36] are: $\mu \in \{0, \cdots, 7\}$, $\nu \in \{0, \cdots, 4\}$, $k_{\text{max}} = \pi/2$, $\sigma = 2\pi$, $f = \sqrt{2}$, and $h = w = 21$. The reduced dimension $d$ by WPCA is calculated and set at a number corresponding to 95% of eigenenergy (see line 12 of Algorithm 1). Following [45], we set threshold $\tau = 0$ and offset $\eta = 1$. For statistical evidence over the randomness in $s_{(k,l)}$, the AGFN is iterated 10 times where the average performance is recorded.

1) Effect of the projection size $k$: The test recognition accuracies of AGFNs at various projection sizes $k \in \{1, 2, \cdots, 20\}$ are shown in Fig. 6 (a). Images of partition $ba$ are used for training while partition $bf$ images are used for testing. Here, $l$ is fixed at 3 in order to focus only on observing the effect of $k$. From this sub-figure, AGFNs show lower accuracy at low $k$ values (e.g., $k < 7$) than at high $k$ values (e.g., $k > 10$). It can be seen that the accuracy values become stable at $k > 8$ and then get saturated after $k = 15$. Here we note that a similar trend is observed for experiments on all other datasets/subsets. Due to space constraint, these results are not presented here.

The CPU time elapsed for i) extracting the $g_{\text{ver}}$ and/or $g_{\text{hor}}$ features; and ii) estimating the output weights $\tilde{\beta}$, are shown in Fig. 6 (b). This sub-figure reveals that all AGFNs spent similar amount of time to estimate $\tilde{\beta}$ regardless of $k$ settings. This is because WPCA projects $g_{\text{ver}}$ and $g_{\text{hor}}$ features onto a low dimensional space. On the other hand, the elapsed time for feature extraction is observed to increase linearly with respect to $k$. Since AGFN$_{\text{fusion}}$ computes both $g_{\text{ver}}$ and $g_{\text{hor}}$ features, extracting this fused feature takes longer time than these of individual ones. To balance between accuracy performance and computational efficiency, we fix $k$ at 15 for the rest of our experiments.

2) Effect of the extraction size $l$: Fig. 7 shows the test recognition accuracy at various extraction sizes $l \in \{1, 2, \cdots, 9, 10, 20, 30, \cdots, 80, 90\}$ at $k = 15$ using the FERET b-series subset. The frontal face images of $ba$ partition (single image per subject) are used for training while non-frontal face images of partitions $bb$, $bc$, $bd$ and $be$ are respectively used for test performance evaluation across pose variations.

It is observed from Fig. 7 that both AGFN$_{\text{ver}}$ and AGFN$_{\text{hor}}$ can almost perfectly identify face images from partition $be$ at low extraction size $l < 5$. They also work reasonably well for images from partition $bd$ at $l < 5$. Their accuracy values,
however, drop (significantly for AGFN_{ver}) at high extraction sizes (e.g., \( l > 10 \)). We note here that the images from both \( be(+15\degree) \) and \( bd(+25\degree) \) contain moderate pose variation.

Different from the results of the partition \( be \) and \( bd \) discussed above, AGFN_{hor} has produced higher accuracy values at \( l > 10 \) than those at \( l \leq 10 \) for partitions \( bb(+40\degree) \) and \( bc(+60\degree) \). In other words, AGFN_{hor} shows better recognition performance at higher \( l \) setting when probe images contain large pose variation. AGFN_{ver}, again, shows low accuracy due to images from partitions \( bb \) and \( bc \) contain only horizontal pose variation.

In summary, the obtained results are observed as follows:

- The projection size \( k \) is closely related to the recognition accuracy as well as computational efficiency. In order to balance between them, we fix \( k = 15 \) where the accuracy values started to get saturated.
- The extraction size \( l \) plays an important role in mitigating difficulties caused by pose changes. This observation is congruent to our analysis on synthetic images (see Section III-A5 and Fig. 2).

### C. Evaluation of AGFN performances under pose variation

The main goal for conducting this experiment is twofold. The first is to investigate under what level of head pose as well as external imaging conditions can AGFN tolerate in terms of recognition accuracy. The second is to position AGFN among those competing state-of-the-art face recognition methods by comparing their recognition accuracy. To achieve this goal, AGFN and several competing methods are evaluated under three scenarios as shown in Table II. Under Scenarios I and II, the tolerances of AGFN to head pose variation only and head pose together with illumination changes are respectively evaluated. The tolerance of AGFN to other external imaging conditions is then evaluated under Scenario III.

Apart from the evaluation scenarios, Table II shows five groups of methods for performance comparison under the three scenarios mentioned above. Group 1 consists of competing Gabor-based face recognition methods being implemented in our experiments. These methods are listed in Table III together with their parameter settings. Group 2 consists of state-of-the-art pose-invariant face recognition methods (see the second column of Table IV and V). These Group 2 methods are 2D based and published recently with evaluation results on FERET b-series and/or CMU-PIE subsets. Group 3 consists of recently published deep learning based methods (see Table VI) which are evaluated under a single-sample face recognition protocol. Groups 4 and 5 consist of state-of-the-art face recognition methods published recently with evaluation results on FERET f-series and COX subset, respectively. In addition to these five groups of competing methods, a CNN-based method namely VGG-Face [32], is also included in all of our comparison studies (see Table II). Particularly, the pre-trained VGG-Face model [62] has been used as an extractor of deep features (of 4,096 dimension) followed by the TER classifier for class label prediction. For convenience, we shall use ‘VGG-Face + TER’ and ‘VGG-Face’ interchangeably hereafter. The publicly available source code for VGG-Face [62] has been adopted in our experimental study.

#### 1) Scenario I:
Under this scenario, we evaluate the tolerance of AGFNs and competing methods to horizontal head pose changes on both FERET b-series and CMU-PIE subsets. The best test results obtained from the various parameter settings using these two subsets are respectively tabulated in Table IV and V. Note that these tables consist of four groups of methods:

- i) Three AGFNs (denoted as Group 0 in these tables),
- ii) Group 1 methods,
- iii) Group 2 methods, and
- iv) VGG-Face method.

Within Group 0, apart from single-image training, we have included a subgroup for two-image training to demonstrate the advantage of having more images for training. In the rest of this subsection, we shall discuss

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Target external imaging conditions</th>
<th>Adopted dataset/subset</th>
<th>Performance Comparison with</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>Head pose, Single-sample face recognition</td>
<td>FERET b-series, CMU-PIE</td>
<td>Algo. Groups 1, 2, VGG-Face [32]</td>
</tr>
<tr>
<td>II</td>
<td>Head pose variation, Single-sample face recognition</td>
<td>Multi-Pie</td>
<td>Algo. Group 3: VGG-Face [32]</td>
</tr>
<tr>
<td>III</td>
<td>Expression, Acquisition time, Wild condition</td>
<td>FERET f-series, LFW10, COX</td>
<td>Algo. Groups 1, 4, 5: VGG-Face [32]</td>
</tr>
</tbody>
</table>

Table II: Three scenarios for performance evaluation and comparison

<table>
<thead>
<tr>
<th>Methods</th>
<th>Parameter settings</th>
</tr>
</thead>
<tbody>
<tr>
<td>GaborkPCA [63]</td>
<td>Polynomial kernel: Mahalanobis distance; ( d \in [40, 80, \ldots, 400] ) for all except for CMU-Pie; ( d \in [5, 10, \ldots, 65] ) for CMU-Pie</td>
</tr>
<tr>
<td>LGBPbiS [64]</td>
<td>Block size ( 4 \times 8 ); Number of bins 16; Histogram intersection</td>
</tr>
<tr>
<td>GRCM [65]</td>
<td>ARB similarity [66]</td>
</tr>
<tr>
<td>MBC-O [67]</td>
<td>Num. of blocks ( M_2 = 4 ) and ( M_1 = 2 ); Num. of scale = 3; BFLD dim. ( d = 200 )</td>
</tr>
<tr>
<td>MOST [42]</td>
<td>Gaussian kernel (with ( t = 30 )); Euclidean distance</td>
</tr>
</tbody>
</table>

\* All methods: \( \nu \in \{0, \ldots, 200\} \); \( \varphi \in \{0, 1, \ldots, 2\} \); \( k_{lim} = \sigma_{lim} = \| \sigma \| = \| \varphi \| = \| \varphi \| 

Abbreviations: Gabor-based Kernel PCA (GaborkPCA); Gabor-based region covariance matrix (GRCM); Local Gabor binary patterns with histogram sequence (LGBPbiS); Monogenic binary coding w/ orientation (MBC-O); Multiple orientation and scale transform (MOST).

\( \sharp \): The authors released source code for ‘MBC-O’rentiation, ‘MBC-A’mplitude and ‘MBC-P’hase. We selected MBC-O due to its better performance than the other two [67].


\( \therefore \): The publicly available source code for VGG-Face [62] has been adopted in our experimental study.

Note: LGBPbiS and GRCM are implemented by ourselves.
about the results per group to provide an overview.

The Groups 0 and 1 in Tables IV and V show that AGFNs outperform those Group 1 methods in test recognition accuracy. Particularly, single-image AGFN Kor (see the upper panel of Group 0) produces the best test accuracies over various partitions of the two subsets. When the probe images contain moderate head pose variation, MBC-O, MOST (for partitions from $bd$ to $bg$ of FERET b-series, see Table IV), and GRCM, MBC-O (for partition $c05$ of CMU-PIE, see Table V) achieve about 89–98% of accuracy. However, their performances drop significantly when the probe images contain significant pose variation (e.g., partitions $bb$, $bc$, $bh$ and $bi$ of Table IV, and partitions $c22$, $c02$, $c14$ and $c34$ of Table V).

Different from those AGFNs and Group 1 methods, VGG-Face and Group 2 methods generally work well under moderately rotated poses (e.g., $\pm 30^\circ$). For images with moderate pose variation (e.g., partitions from $bd$ to $bg$ of Table IV, and partitions from $c37$ to $c11$ of Table V), the AGFNs’ accuracies appear to be comparable or slightly worse than those of the compared VGG-Face and Group 2 methods. Except for PAN, ADMCLS, MVV-AE and Sarfraz et al., VGG-Face and Group 2 methods generally show good recognition performances regardless of the rotation degree of the head. For example, the reported results of EGFC-S1, RidgeGab and Cament et al., obtained using partition $bb(+60^\circ)$ are $>82\%$. The best accuracy achieved by AGFN for the partition is $45.4\%$.

Here, it is noted that the proposed AGFN is among the simplest algorithms within the compared pose-invariant face recognition methods. Particularly, AGFN uses only a single-image for training and does not require any sophisticated processing for pose compensation. Approaches to pose compensation include, but not limited to, image synthesis, image warping and face shape fitting. As shown in the last second column of Tables IV and V, the Group 2 methods require pose compensation to reduce differences caused by pose changes. For example, PAF requires several complicated processing steps (e.g., face shape fitting, 3D face modeling and filter transformation) to reduce the pose gap. Finally, most of those Group 2 methods require multiple non-frontal face images (see the last column of the tables) for training. In contrast, the proposed AGFN does not have such requirement.

To observe the merits of using multiple number of non-frontal face images in training, a case study is conducted here. In this extended study, the accuracy performance of AGFN Kor is observed when two non-frontal face images per subject is used for training. Interestingly, as shown in the lower panel of Group 0 of Tables IV and V, a large gap of accuracy improvement is observed. For example, about 22–30% of accuracy increment on $bb(+60^\circ)$ and $bb(−60^\circ)$ partitions is observed from Table IV. These results are either comparable or slightly worse than the VGG-Face and Group2 methods.

2) Scenario II: Different from the two subsets (i.e., FERET b-series and CMU-PIE) of Scenario I, the Multi-PIE subset used in this scenario consists of images with moderate ($\pm 15^\circ$)
horizontal pose variation plus 19 illumination changes. Moreover, the proposed AGFN\textsubscript{hor} (selected as the representative among AGFNs based on the results of Tables IV and V) is compared with the deep learning-based Group 3 methods and VGG-Face in terms of their recognition accuracies.

When the low resolution images (of $32 \times 32$ pixels) are utilized (see the second, third, fifth and sixth rows of Table VI), VGG-Face outperforms all compared methods except for SSAE under the $0^\circ$ partition in terms of test recognition accuracy. The AGFN\textsubscript{hor} produces higher accuracy values than that of DAE and MDAE. However, as shown in the fourth row of Table VI, the accuracy values of AGFN\textsubscript{hor} increase significantly when the images are photometrically normalized using processing sequences (PS) [59] and of high resolution (of $160 \times 140$ pixels). It is worth noting here that different from the deep learning methods, the efficiency of AGFNs is not much affected by the resolution of adopted images.

3) Scenario III: Under this scenario, AGFNs and the compared VGG-Face, Groups 1 and 4 methods are evaluated under two different external imaging conditions: variation of expression and difference in acquisition time using FERET f-series. AGFNs, VGG-Face, Groups 1 and 5 methods are subsequently evaluated under the wild condition using both LFW10 and COX subsets.

The test recognition accuracies on FERET f-series are tabulated in Table VII. To improve the readability of results over the four subsets, only the best performances of GaborKPCA and AGFNs are tabulated along the used parameter setting as in [38]. It is observed from Table VII that the proposed AGFNs produce comparable recognition performances with competing state-of-the-arts for all the four probe sets. Particularly, AGFNs achieve around 99% recognition accuracy on the first two probe sets, and around 93–94% recognition accuracy on the last two probe sets.

Fig. 8 and Table VIII respectively show the test recognition accuracies of the evaluated methods on the LFW10 and COX subsets. VGG-Face significantly outperforms the AGFNs and Group 1 methods in terms of the test accuracy on LFW10 subset (see Fig. 8). Among the Gabor-based meth-
ods, AGFN\textsubscript{fusion} achieves the best test recognition accuracy performance. However, for the COX subset, the VGG-Face fails to maintain such a good accuracy performance (see Table VIII). This could be due to the large difference between the COX images (see the last row of Fig. 5) and those VGG images [32] used in training the VGG-Face model. According to [32], the VGG images were acquired from the web similar to that of the LFW images. Moreover, the authors of [80] have pointed out that a CNN trained only on still images under the video-to-still face recognition protocol may not produce a good recognition accuracy performance for the similar reason discussed above. Since the VGG-Face is a very deep network [32], fine-tuning the model on COX dataset is not a trivial task unless we have very powerful computing resources. Among the compared methods, the best accuracy performance of the point-to-set matching-based Group 5 methods appear to be about 10% higher than that of the AGFNs. Considering the point-to-point matching is a more difficult protocol than that of the point-to-set matching, it can be seen that the proposed method works reasonably well.

D. CPU processing time performance

AGFNs, VGG-Face and the Group 1 methods are now evaluated in terms of their CPU processing time elapsed for extracting Gabor or deep features and training a model to evaluate 100 test samples using the LFW10 subset (see Table IX). To evaluate the efficiency of the proposed feature extraction, the CPU time elapsed for extracting the conventional Gabor features (denoted as ‘Conventional Gabor’) is also included in the table. The CPU times for GaborKPCA and AGFNs are respectively measured at $d = 400$, and $l = 2$ and $k = 15$ which showed the best test accuracy performance. The CPU time was measured using a PC of 3.4 GHz CPU with 16 GByte RAM and Matlab [83].

As shown in Table IX, AGFNs take less processing time than VGG-Face and all other compared Gabor-based face recognition methods. Individual AGFN\textsubscript{ver} or AGFN\textsubscript{hor} is about 2–11 times faster, and AGFN\textsubscript{fusion} is about 1.4–8.8 times faster than most compared methods in terms of training speed. The AGFNs also outperform all compared methods in terms of testing time (about 1.3–22 times faster). The table also shows that extraction of individual $g_{ver}$ and $g_{hor}$ features is about 7 times faster than that for the conventional Gabor magnitude features. Among those Group 1 methods, the algorithm MOST takes the lowest processing time for both training and testing while MBO-C takes the highest processing time.

E. Summary of results and observations

The evaluation results and observations are summarized as follows:

- The proposed AGFNs have produced about 90–96% of accuracy when the probe images contain moderate pose variation (about $-30^\circ$ to $+30^\circ$). For similar probe images, the best accuracy performances achieved by the
### V. Conclusion

In this paper, a single hidden layer analytic Gabor feedforward network was proposed for face recognition. Essentially, the input layer took in raw images and propagated geometrically localized sub-image patches to the hidden layer. At the hidden layer, vertically and horizontally accumulated Gabor magnitude features were extracted over several orientation and scale settings. After a whitening process with dimension reduction, the extracted features were finally fused at the output layer for classification decision based on the total error rate minimization. Our empirical results on CMU-PIE, MultiPIE, FERET, LFW and COX datasets showed comparable or better accuracy and CPU processing time performances than state-of-the-art and/or Gabor-based face recognition methods. Although the shallow networks are computationally efficient, their generalization ability for complex data could be limited. The proposed method trades off between such weakness and computational efficiency for applications in which only a single training sample per person is available.
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