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Chip Temperature Optimization for Dark Silicon Many-Core Systems

Mengquan Li, Student Member, IEEE, Weichen Liu, Member, IEEE,
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Abstract—In the dark silicon era, a fundamental problem is: given a real-time computation demand, how to determine if an on-chip multiprocessor system is able to accept this demand and to maintain its reliability by keeping every core within a safe temperature range. In this paper, a practical thermal model is described for quick chip temperature prediction. Integrated with the thermal model, we present a Mixed Integer Linear Programming (MILP) model to find the optimal task-to-core assignment with the minimum chip peak temperature. For the worst case where even the minimum chip peak temperature exceeds the safe temperature, a heuristic algorithm, called temperature-constrained task selection (TCTS), is proposed to optimize the system performance within chip safe temperature. The optimality of the TCTS algorithm is formally proven. Extensive performance evaluations show that our thermal model achieves an average prediction accuracy of 0.0741°C within 0.2392 ms. The MILP model reduces chip peak temperature of ~10°C comparing with traditional techniques. The system performance is increased by 19.8% under safe temperature limitation. Due to the satisfying scalability of our MILP formulation, the chip peak temperature is further decreased by 5.06°C via the TCTS algorithm. The feasibility of this systematical technique is testified in a real case study as well.

Index Terms—Dark silicon, Thermal model, MILP model, Chip temperature optimization.

I. INTRODUCTION

M OORE’S Law, coupled with Dennard scaling, has resulted in an exponential increase in multi-core system performance for a long period. The ever-shrinking feature size of integrated circuits gives rise to the “Dark Silicon” phenomenon [1], [2]. Borrowed from [3], Table I shows the origin of dark silicon briefly, where $S$ is the technology scaling factor. The chip power density stays constant in conventional transistors whose total power consumption is proportional to the chip area. However, in the leakage-limited regime, it costs ever-increasing leakage power to scale the threshold voltage ($V_t$). The operating voltage ($V_{DD}$) remains constant thereby. As a result, the chip power density increases with a factor of $S^2$. To stay within an allowable power budget and a safe temperature limit, considering the limited device packaging and cooling technologies, only a fraction of cores can be simultaneously powered-on while others remain ‘dark’, which is technically known as “Dark Silicon”.

Chip temperature is not only a performance optimization metric but also a fundamental factor of safety. It has been a major concern for chip designers. Excessive power consumption in many-core chips introduces expensive packaging and cooling costs. Currently, limited by less-mature cooling techniques, the leakage power grows exponentially with the increasing chip temperature in the nanometer era [4]. In addition, high temperature, particularly thermal hot spots [5], increases the invalidation probability of integrated circuits (ICs) [6], reducing the lifetime reliability of systems. For instance, a 216% increase in soft error rate is observed on combinational circuits as the ambient temperature climbs from 25°C to 125°C [7], and a 10-15°C temperature increase can lead to a 2× reduction in the lifespan of devices [8]. To alleviate the overheating problem of many-core systems in the dark silicon era, researchers have proposed techniques from micro-architectural level [9], [10] down to physical and device level [11], [12].

The coming “Dark silicon” era introduces a new opportunity to optimize the thermal profile of many-core systems by selecting the optimal placement pattern of dark cores among all available ones. A TDP (Thermal Design Power) specification in conventional chips corresponds to only one mode where all cores are powered-on at full voltage/frequency, to a certain extent, a specific chip peak temperature [2]. In contrast, for the dark silicon many-core systems, different placement patterns of dark cores cause drastically various thermal profiles due to the different heat dissipation efficiency. As shown in Figure 1, inefficient placement patterns of dark cores (such as Pattern 1 and 2) may lead to thermal ‘hot spots’. The leakage power near the hot cores increases by an order of magnitude, which enormously limits the number of active cores and degrades system performance [2], [13]. Hence, we should grasp the opportunity offered by dark silicon to optimize chip temperature. Moreover, dynamic voltage and frequency scaling (DVFS) and power gating [14] techniques provide technical support to rearrange the location of ‘dark’

<table>
<thead>
<tr>
<th>Transistor property</th>
<th>Classical scaling</th>
<th>Leakage-limited scaling</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta V_t$ (threshold voltage)</td>
<td>$1/S$</td>
<td>$1$</td>
</tr>
<tr>
<td>$\Delta V_{DD}$ (supply voltage)</td>
<td>$1/S$</td>
<td>$1$</td>
</tr>
<tr>
<td>$\Delta$ Quantity</td>
<td>$S^2$</td>
<td>$S^2$</td>
</tr>
<tr>
<td>$\Delta$ Frequency</td>
<td>$S$</td>
<td>$S$</td>
</tr>
<tr>
<td>$\Delta$ Capacitance</td>
<td>$1/S$</td>
<td>$1/S$</td>
</tr>
<tr>
<td>$\Delta$ Power density</td>
<td>$1/(QFCV_B^2)$</td>
<td>$1/S$</td>
</tr>
<tr>
<td>$\Delta$ Chip utilization</td>
<td>$1/(\Delta$ Power density)</td>
<td>$1/S^2$</td>
</tr>
</tbody>
</table>

TABLE I
CLASSICAL VS. LEAKAGE-LIMITED SCALING
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cores for system-level chip temperature optimization.

The main contribution of this paper is that we propose a systematical technique for chip temperature prediction and optimization, by which the new opportunity from the “dark silicon” phenomenon is utilized to solve the overheating problem of on-chip multiprocessor systems. Extensive performance evaluations prove the good practicality of our technique.

The rest of this paper is organized as follows: Section II discusses the related work; Section III introduces the system model, the problem definition, and an overview of our technique; The proposed thermal model is described in Section IV; The MILP model is proposed in Section V and the TCTS algorithm is put forward in Section VI; Experimental results and concluding remarks are presented in Section VII and Section VIII, respectively.

II. RELATED WORK

Due to the rapid growth in power density and the limited advancement of cooling techniques, current on-chip multiprocessor systems suffer from overheating significantly [15], [16]. The dark silicon phenomenon is currently one of the foremost concerns to many researchers. Facing the coexistence of opportunity and challenge, the existing work addresses this problem from different design aspects, such as architecture heterogeneity and application-specific accelerators [17], On-chip Network Designs [18], [19], [20], run-time power and thermal management [21], [22], [23] and variability-aware techniques [13]. Analyzing these methods above, we find that the power and thermal management is the essential solution to address dark silicon phenomenon for on-chip many-core systems.

There have been many attempts at power budgeting techniques. Isci et al. [24] achieved maximum performance (energy efficiency) under a chip-level power budget. In view of the huge performance loss of many-core system caused by a constant chip-level power constraint, like TDP, pagani et al. [22] presented a novel power budgeting technique, called Thermal Safe Power (TSP), in which safe power budget is refined from a chip-level constant into a function of simultaneously operating cores’ number. Besides core-level power budgeting techniques, many thread-level techniques are further proposed [25], [26]. Considering the gap between the power budget and the power capacity of the chip, given a conservative power budget in advance has the risk of performance underestimation, thereby causing more tasks to be suspended.

To avoid the risk resulted from conservative power budgets, one method is run-time temperature-aware management. Sheikh et al. [27] provided a comprehensive survey of thermal-aware task scheduling techniques for multi-core systems. To maximize the total system performance with the temperature and power constraints satisfied, Murali et al. [28] proposed a novel convex optimization based method to perform temperature-aware processor frequency assignment. Coskun et al. were devoted to achieving better temporal and spatial thermal profiles for multiprocessor systems-on-chips [4] and presented a proactive thermal-aware management approach to predict the future temperature and to adjust the job allocation.
for chip thermal optimization [5]. Inspired by these prior studies, we realize the importance of alleviating chip thermal hot spots and the new chance lies in the dark silicon phenomenon. In this paper, we provide a chip temperature optimization technique for many-core systems by taking advantage of the opportunity implied in the “dark silicon” phenomenon.

Temperature estimation approaches are the foundation of thermal-aware techniques. Shafique et al. [13] employed thermal sensors for variability-aware dark silicon management (DaSiM) technique. Hardware thermal sensors have high accuracy and fast sensing speed while introducing additional overhead on chip area and hardware resources. Pagani et al. used the HotSpot simulation [29] for temperature prediction in Thermal Safe Power (TSP) technique [22]. HotSpot has been widely applied in architecture-level thermal modeling on MPSoCs. However, it is restricted to execute HotSpot simulation repeatedly during design space exploration due to the heavy computation overhead [30]. In addition, Chantem et al. modeled the heat dissipation process into equivalent RC circuit based on the Classical Fourier Heat Flow Model. Thus the chip temperature distribution is obtained by solving a set of equivalent equations in polynomial time [15]. This method simplifies the higher-order model of HotSpot and provides a practical way for chip temperature prediction. However, it is indicated by the experimental results shown in Section VII-A that the accuracy of this method is not perfectly promised due to the extreme uncertainty and complexity of heat dissipation process. Inaccurate temperature prediction techniques suffer from either underestimation or overestimation of chip temperatures, resulting in overheated processor cores or poor system reliability/reduced performance, respectively.

The steady-state temperature distribution of a many-core system is essential to thermal-aware task assignment and scheduling techniques because the execution of every task lasts for a period of time. We focus on the steady-state temperature in this paper. Pagani et al. [31] developed a new simulation called MatEx for transient peak temperature computation. Similarly, it is necessary to develop a new thermal model for steady-state thermal prediction that can provide both measurement accuracy and computation efficiency.

III. PROBLEM DEFINITION

In this section, the system configuration and the task model that are used in this paper are first described. We then formally define the problem to be addressed. And we give an overview of the chip temperature optimization technique.

A. System Model

We consider a homogeneous multi-core system with DVFS and the power-gating technologies, similar to the platforms in [32], [25]. The processors are architecturally identical. The only source of heterogeneity is that they can operate at different voltage and frequency levels or be power-gated off. A 4×4 2-D mesh network-on-chip (NoC) architecture is used for inter-core communications. We use the XY dimension-ordered routing algorithm and the wormhole routing switching technique for the NoC. The parameters of our system configuration are summarized in Table II.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Core type</td>
<td>ALPHA 21364</td>
</tr>
<tr>
<td>Core count</td>
<td>16</td>
</tr>
<tr>
<td>Topology</td>
<td>4×4 2-D Mesh</td>
</tr>
<tr>
<td>Routing algorithm</td>
<td>XY routing</td>
</tr>
<tr>
<td>Frequency range</td>
<td>1 GHz - 2.5 GHz</td>
</tr>
<tr>
<td>Technology node</td>
<td>22nm</td>
</tr>
</tbody>
</table>

The threshold voltage of transistors are reduced correspondingly with the decreasing operating voltage, consequently increasing the ‘off-leakage’ current [33]. The leakage power has become such a critical factor in design that cannot be ignored [34]. Without loss of generality, we take both dynamic and static power consumption into account in this paper. As shown in Table III, we use McPAT 1.0 [35] to estimate the average power consumption of each task (including both dynamic and leakage power) considering its operating frequency/voltage level and the system configuration presented in Table II. Not only dynamic power but also static power is modeled and addressed in McPAT. The power modeling in McPAT has utilized technology projections from ITRS [36] for static power, which is consumed due to the leakage current through the transistors. There are two types of leakage: the subthreshold leakage which occurs when a transistor that is supposed to be in the off state actually allows a small current to pass between its source and drain, and the gate leakage that leaks through the gate terminal. The unit leakage current is determined by using MASTAR [36], [37]. The temperature and leakage power are inter-dependent. The working temperature significantly affects leakage power, especially the subthreshold leakage. While the changes in the leakage power have an impact on the temperature in turn. In this paper, we focus on chip temperature prediction and optimization, and the power values of the processor cores are used as an input. Thus, we assume the working temperatures of processor cores are fixed. The average power values of a processor core at different frequency levels are obtained through McPAT, as shown in Table III. It is noteworthy that Table III is used as input in our experiments, and its values can be replaced by the actual power values in real systems. Without considering the power consumption of shared components for simplicity, the power consumption of a chip is the summation of the power consumption of individual cores. Without doubt, the power consumption from the shared components can be considered through some additional processing, for example, to treat the power consumption of individual cores as a power superposition of the shared components and the individual cores through a compensation function.

Formally, a MPSoC consists of a set of processor cores. Each core has \( n_f \) discrete frequency levels \( \{L_1, \ldots, L_{n_f}\} \). Each level is characterized by a triple \( L_j = (V_j, F_j, P_j) \), \( j \in \{1, \ldots, n_f\} \), i.e., the voltage, frequency and the average power consumption, respectively. The actual power consumption of a
TABLE III  
FREQUENCY LEVELS AND THE CORRESPONDING POWER CONSUMPTION

<table>
<thead>
<tr>
<th>Level</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Freq. (GHz)</td>
<td>1.2</td>
<td>1.4</td>
<td>1.6</td>
<td>1.8</td>
<td>2</td>
<td>2.2</td>
<td>2.5</td>
<td></td>
</tr>
<tr>
<td>Power (W)</td>
<td>2.95</td>
<td>3.14</td>
<td>3.32</td>
<td>3.51</td>
<td>3.7</td>
<td>3.89</td>
<td>4.08</td>
<td>4.37</td>
</tr>
</tbody>
</table>

processor core depends on not only its voltage and frequency \((V/F)\) level but also the characteristics of the task that is executed on this core. However, it’s reasonable to denote the frequency levels \(L\) as a triple of \((V, F, P)\) according to the experiment results of the real case study in Section VII-C. In addition, we add a frequency level \(L_0\) for each core to denote the ‘dark’ state, where the voltage, the frequency, and the power consumption of the core are all zero.

In this paper, we focus on the thermal profiles of applications running on many-core systems, which mainly depend on the power consumption of the applications. For simplicity, we call them tasks in this work. We abstract the execution of an application, or a task, into a power trace to highlight the power profile of the task. Therefore, in this paper, we define a real-time computation demand as a set of independent tasks, each of which occupies a core until it finishes. Each task is preassigned a frequency level according to its ordinary performance requirement, and the corresponding average power consumption is predetermined then. In DVFS and power-gating techniques, the state transition of processor cores introduce additional overhead in terms of time [38], energy [39], and functional reliability [40]. The evaluation on the state transition cost of Intel processors can be found in [41]. As each task is assumed to be preassigned a constant frequency and voltage based on its own performance requirement, no state transition is involved and thus no extra overhead is introduced for processor cores.

We define a computation demand \(D\) as the set of independent tasks with the preassigned running frequencies. In a relatively short period of time, a task running on a processor core can be considered to have a relatively stable power consumption, and a set of tasks running in parallel in a many-core system can be considered to form a constant power profile. In this perspective, the computation demand \(D\) is a snapshot of the set of tasks, or a scenario. The system running a set of applications can be seen as a continuous evolution of scenarios in short time periods. A constant power profile is kept for each scenario in the concerned period of time. Our technique can be applied for each scenario to determine the task allocation within the time period with the expectation of minimum chip peak temperature. All tasks in a demand form a computing requirement in current system. They should be executed simultaneously when the computation demand is newly launched. We assume that the tasks are allowed to be delayed in a soft real-time system if the safe temperature is violated. The computation demand \(D\) can include the ‘delayed’ tasks of the previous demands as long as they do not miss their own deadlines. The technique of selecting the tasks to be delayed is shown in Section VI. Formally, the set of \(n_t\) independent tasks are represented as \(D = \{\tau_1, ..., \tau_{n_t}\}\). Each task is preassigned a frequency level, which is denoted as \(\tau_k \gets L_j = (V_j, F_j, P_j), k \in \{1, ..., n_t\}, j \in \{1, ..., n_f\}\).

B. Problem Definition

We define a Chip Power Distribution (CPD) as a snapshot of the chip power consumption at a certain moment. A CPD contains the following information: the number of cores that are powered-on (the rest of cores are dark); their locations; their voltage and frequency settings. Formally, \(CPD = (C, X)\), where \(C\) is the set of active cores, and \(X\) is the corresponding voltage and frequency levels of the active cores. Each task-to-core mapping has an equivalent CPD. And different task-to-core assignments of the same computation demand \(D\) would lead to various chip temperature profiles.

Figure 2 shows two different CPDs, in which all active cores run in the highest frequency in case (a) while in the lowest frequency in case (b). The two pictures below show their corresponding thermal conditions. Although both CPDs maintain the safe chip peak temperature which is determined by the physical parameters of the chip and the cooling system, for example, below 80°C, the maximum number of cores that can be powered on simultaneously and their locations are different. When running all active cores at the highest frequency, only eight cores can be simultaneously powered on, and the total power consumption is 34.96 W. When running active cores in the lowest frequency, twelve cores can be simultaneously powered on, and the total power consumption is 35.4 W.

![CPD(a) and CPD(b)](image)

Running thermal profile of (a)  Running thermal profile of (b)

Fig. 2. Two different CPDs and their corresponding thermal profiles (obtained through HotSpot simulations).

We formulate the problem addressed in this paper as follow: Given the floorplan of an MPSoC containing a set of processor cores and a computation demand \(D\), determine the CPD that satisfies the safe temperature constraint and maximizes the system performance with the minimum thermal profile.
C. Technique Overview

Figure 3 illustrates the entire thermal optimization technique. In this paper, we focus on the chip thermal optimization for dark silicon many-core systems. As the foundation of thermal optimization, we first present an accurate yet efficient thermal model, Empirical Thermal Model (ETM), to quickly predict the chip thermal profile of a given task-to-core assignment. Two empirical scaling factors are added in the thermal model to achieve high prediction accuracy and running efficiency. Integrated with the ETM, we then present a Mixed Integer Linear Programming (MILP) model to find the optimal Chip Power Distribution (CPD) with the minimum chip peak temperature. For the worst case where the minimum chip peak temperature still exceeds the safe temperature, a heuristic algorithm, called temperature-constrained task selection (TCTS), is proposed to trade off the conflict between the safe thermal constraint and the real-time computation demand.

IV. THE THERMAL MODEL

As shown in Figure 4, a well-known duality between heat transfer and electrical phenomena exists [42]. The thermal transmission in a MPSoC can be modeled as an equivalent first-order RC circuit, similar to the approaches presented in [28], [15]. Heating/cooling process is complicated. The heat that a core dissipates in a certain area is not fixed due to the thermal transmission between components. Thermal conduction plays a key role in thermal transmission activities. Every core in a MPSoC, as a heat producer, is considered as an individual thermal element. The heatsink and heat spreader are considered as heat consumers since they consume little power and generate no heat. Heat spreader layer is so thin that we consider heatsink layer and heat spreader layer as a whole and call it heatsink for simplicity. We divide the heatsink into a set of heatsink elements according to the layout of the cores.

Let $C_e$ be the thermal capacitance for any thermal element $e$, $e \in \mathcal{M} \cup \mathcal{H}$, where the set of processor cores and the set of heatsink elements are denoted by $\mathcal{M}$ and $\mathcal{H}$, respectively. Thermal capacitances model the transient behavior before a change in power results in the temperature’s reaching steady state. Heat flow, similar to a ‘current’, passes through a thermal resistance and leads to a temperature difference analogous to a ‘voltage’. Let $R_{m,l}$ be the lateral thermal resistance between core $m$ and its neighboring core $l$, $m, l \in \mathcal{M}$. Let $R_{h,g}$ be the thermal resistance between two adjacent heatsink elements $h$ and $g$, $h, g \in \mathcal{H}$. The set of neighboring cores of core $m$ is denoted as $N_m$ and the set of neighboring heatsink elements of heatsink element $h$ is denoted as $N_h$. Let $R_{h,A}$ be the vertical resistance between the heatsink element $h$ and the ambient. $P_w(t, m)$ indicates the power consumption of core $m$ at time $t$. If the core is power-gated, then $P_w(t, m) = 0$. The temperature of thermal element $e \in \mathcal{M} \cup \mathcal{H}$ at time $t$ is denoted by $T(t, e)$. The temperature of each thermal element can be expressed as a function of its power consumption, ambient temperature, and the temperature of neighboring thermal elements. Based on the classical Fourier’s law of heat conduction, the heating/cooling process can be formulated as follows:

$$P_w(t, m) = \sum_{l \in N_m} \frac{T(t, m) - T(t, l)}{R_{m,l}}$$

$$+ C_m \cdot \frac{dT(t, m)}{dt} + f_c \cdot \frac{T(t, m) - T(t, h)}{R_{m,h}}$$

$$f_c \cdot \frac{T(t, m) - T(t, h)}{R_{m,h}} = \sum_{g \in N_h} \frac{T(t, h) - T(t, g)}{R_{h,g}}$$

$$+ C_h \cdot \frac{dT(t, h)}{dt} + f_h \cdot \frac{T(t, h) - T_A}{R_{h,A}}$$

where the heatsink element $h$ is vertically on top of the core $m$. The thermal resistance of thermal elements can be calculated easily as described in [43]. Equation (1) and (2) can be used to calculate the temperature value of each individual core at any instant.

The heat dissipation of many-core systems mainly contains the lateral and the vertical heat transfer processes. The vertical thermal resistance, which indicates the heat dissipation rate, captures heat flow from one layer to the next, moving from the die through the package and eventually into the air. And the lateral thermal resistance captures the heat diffusion between adjacent thermal elements within a layer. We add two scaling
factors, $f_c$ and $f_h$, to adjust the vertical heat dissipation rate on account of the considerable uncertainty of the vertical heat transfer process, as Equation (1) and (2) suggest. The scaling factors increase the accuracy of the thermal model in an efficient manner. These scaling factors are obtained through the MATLAB Curve Fitting Toolbox (CFtool) with a large set of random training samples.\(^1\)

![Fig. 5. The generation of the thermal model.](image)

Figure 5 illustrates the generation of the thermal model. It mainly contains two iterative loops: quantification loop and verification loop, which quantifies/trains the value of scaling factors and tests the accuracy of our thermal model, respectively. We assume the temperature value obtained from HotSpot simulation as the ground truth value since the HotSpot is widely recognized for temperature simulation in many-core systems.

It is obvious that the temperature of a core is non-decreasing if the core’s execution speed is fixed. Moreover, if each core runs at a constant speed, the system will eventually reach a steady state where the temperature of all cores become steady. We can calculate the steady-state temperature of each cores in polynomial time when the Equation $C \cdot \frac{dT}{dt} = 0$.

The main difference between the HotSpot simulation and our thermal model is the number of levels. The full 5-level RC network model from HotSpot simulation considers more thermal nodes in the network than our 2-level thermal model. Whether the full 5-level model from HotSpot simulation or the 2-level RC thermal network from [15], the key point of a thermal model is how practical it is. From this perspective, we highlight the benefit of our thermal model through the following two points: Firstly, our thermal model considers both the accuracy and the efficiency of chip temperature prediction in high-level modeling. Secondly, as a linearized formal method, our steady-state thermal model is able to be integrated into an MILP formulation (as shown in Section V) to solve the optimization space exploration efficiently. All in all, our empirical thermal model has practical contributions for on-chip temperature modeling of many-core systems.

V. THE MILP-BASED OPTIMIZATION APPROACH

In this section, we present a MILP model to minimize chip temperature, to a certain extent, the thermal hot spots, of many-core systems. The safe threshold temperature ($T_{safe}$) is not taken into consideration in this section.

A. Inputs and Decision Variables

In Table IV, We summarized the input variables of the MILP formulation, with detailed definition.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D$</td>
<td>The computation demand.</td>
</tr>
<tr>
<td>$\mathcal{M}$</td>
<td>The set of individual cores, and the number of thermal elements is $2 \times</td>
</tr>
<tr>
<td>$\mathcal{H}$</td>
<td>The set of heatsink elements.</td>
</tr>
<tr>
<td>$n_f, n_t$</td>
<td>The number of frequency levels and tasks.</td>
</tr>
<tr>
<td>$v_k$</td>
<td>The execution speed in the voltage/frequency level of $V_k/F_k$.</td>
</tr>
<tr>
<td>$P_w(V_k, v_k)$</td>
<td>The power consumption of the cores running with speed $v_k$.</td>
</tr>
</tbody>
</table>

In addition, the decision variables used in our MILP formulation are show in Table V.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_{i,k}$</td>
<td>Binary variable, equals to 1 if core $i$ executes with speed $v_k$.</td>
</tr>
<tr>
<td>$C_i$</td>
<td>Binary variable, equals to 1 when core $i$ is active.</td>
</tr>
<tr>
<td>$T_i$</td>
<td>The steady-state temperature of core $i$.</td>
</tr>
</tbody>
</table>

B. Optimization Objective

To minimize thermal hot spots of many-core systems, the major objective of our formulation is to minimize the chip peak temperature with the given computation demand $D$.

The objective formulation is shown as follow:

$$\min (\max (T_i)) \quad i \in \mathcal{M} \cup \mathcal{H}$$

C. Constraints

To satisfy the computation demand on the given many-core platform, the key constraints are described as follows:

(i) Constraint for target platform: For each core $i \in \mathcal{M}$, it can be powered-off or powered-on in consideration of the

\(^1\)Advanced methods, such as Linear Regression, Least square Method, Neural Network based methods and other machine learning techniques, are all alternative for adjusting the scaling factors and the further optimization of our thermal model. A lot of heuristic methods can be applied to address this problem in polynomial time with a given precision target.
dark silicon phenomenon. The equation below guarantees that only one frequency and at most one active core are selected for each task. If core \( i \) is active, \( C_i = 1 \). Then \( \sum_{k \in n_f} X_{i,k} = 1 \), which means only one frequency is chosen for core \( i \).

\[
\sum_{k \in n_f} X_{i,k} = C_i \quad \forall i \in M \tag{4}
\]

(ii) Constraint for computation demand: Equation (5) guarantees that the computation demand \( D \) is satisfied. \( D_k \) denotes the number of tasks in the voltage/frequency level of \( V_k/F_k \).

\[
\sum_{i \in M} X_{i,k} = D_k \quad \forall i \in M \tag{5}
\]

(iii) Constraints for temperature: In this paper, we consider a set of tasks running in relatively stable power profile, resulting in steady temperature states of the processor cores in the concerned period of time. We set Equation (1) and (2) with two capacitance values both equal to zero to describe the steady-state temperature. In addition, the differential part is eliminated, which greatly enhances the computational efficiency during design space exploration. The derived Equation (6) and (7) estimate the steady-state temperature of each core. And these linear constraints can be used in our MILP formulation.

\[
\sum_{1 \leq k \leq n_f} X_{i,k} \cdot P_w(V_k, v_k) = \sum_{l \in N_m} \frac{T_i - T_l}{R_{i,l}} + f_c \cdot \frac{T_i - T_h}{R_{i,h}} \tag{6}
\]

\[
f_c \cdot \frac{T_i - T_h}{R_{i,h}} = \sum_{g \in N_h} \frac{T_h - T_g}{R_{h,g}} + f_h \cdot \frac{T_h - T_A}{R_{h,A}} \tag{7}
\]

The optimal \( CPD_{opt} = (C, X) \) is obtained from the MILP formulation, which can be converted into an equivalent task assignment solution with the minimum chip peak temperature. When a set of tasks (i.e., a computation demand) is newly launched, we allocate the tasks in accordance with the assignment solution obtained by the MILP model. As shown in Section VII, our MILP-based thermal optimization model has satisfying flexibility and scalability.

VI. TEMPERATURE-CONSTRAINED TASK SELECTING ALGORITHM

The MILP model, which integrates with the thermal model for steady-state temperature prediction, can provide a globally optimal task assignment solution with minimum chip peak temperature. There is no available CPD that can meet the safe thermal constraint and satisfy the computation demand full set at the same time if the chip peak temperature of the optimal CPD still exceeds the chip safe temperature \( T_{safe} \). The MILP model is still suitable for the tasks whose operating voltage/frequency levels can be reduced with their own deadline constraints satisfied. If it is not allow to slow down the execution speeds of tasks, only a subset of the computation demand \( D \) can be executed simultaneously, i.e., some of tasks have to be selectively delayed, to guarantee the system reliability. We further propose a temperature-constrained task selection (TCTS) algorithm to maximize the system performance within safe temperature limit.

As shown in Figure 6, the key objective of the TCTS algorithm is to maintain the optimality of the task allocation solution when coping with the conflict between the safe thermal constraint and the computation demand. To guarantee the maximum computation performance and take full advantage of the temperature slack, we implement the TCTS algorithm by greedily selecting the available tasks until the temperature threshold \( T_{safe} \) is satisfied. We assume that the tasks of a computation demand have identical priority. It achieves an optimized computation performance within safe temperature limit to maximize the number of selected tasks and their total power consumption. And from another perspective, we delay the tasks that have low frequency requests in Phase 2 immediately because we can not even afford the remaining task subset. We move into phase 2 then. The critical point \( \tau_{key} \) makes \( T_{remain}(\tau_{key}) \) higher than \( T_{safe} \) while \( T_{remain}(\tau_{key+1}) \) lower than \( T_{safe} \). To fully utilize the temperature headroom, we continue the iteration rather than delay \( \tau_{key+1} \) directly. We keep \( \tau_{key+1} \) and test \( T_{remain}(\tau_i) \) of the task \( \tau_i \), whose frequency level is lower than \( \tau_{key+1} \). The iteration will stop when we find the task \( \tau_{out} \), whose
Theorem 1. The temperature-constrained task selection algorithm maximizes the affordable computation demand subset and its total power consumption within safe thermal limit.

Proof. In phase 1, Algorithm 1 minimizes the number of the delayed tasks (i.e., maximizes the affordable computation demand subset). The TCTS algorithm is called as Algorithm $\mathcal{A}$ for simplicity hereinafter. Assume that the TCTS algorithm does not maximize the affordable task subset, there is an Optimum Algorithm ‘$\mathcal{O}$’ definitely which is most close to the TCTS algorithm while has the minimum delayed task subset. We denote the delayed task list of Algorithm $\mathcal{A}$ and Algorithm $\mathcal{O}$ as $\mathcal{A}_1, \mathcal{A}_2, \mathcal{A}_3, \ldots, \mathcal{A}_{k-1}, \mathcal{A}_k, \ldots$ and $\mathcal{O}_1, \mathcal{O}_2, \mathcal{O}_3, \ldots, \mathcal{O}_{k-1}, \mathcal{O}_k, \ldots$, respectively. Due to the similarity of two algorithms, we suppose that the first $k-1$ items, i.e., the first $k-1$ selected delayed tasks, of Algorithm $\mathcal{A}$ and Algorithm $\mathcal{O}$ are the same and the difference between them begin with the $k-th$ task. Considering that the main policy of TCTS algorithm is to select the tasks from high to low frequency level, so it’s obvious that $F(\mathcal{O}_k) \leq F(\mathcal{A}_k)$. However, we have to drop the task with higher frequency if we can not even afford a lower one. So the number of delayed tasks obtained from Algorithm $\mathcal{O}$ is more than that from Algorithm $\mathcal{A}$, which contradicts the assumption above. Consequently, the TCTS algorithm ensures the optimality of maximizing the affordable task subset within safe thermal constraint in phase 1. We obtain the maximum number of the affordable tasks in phase 1. Based on it, we delay a task with low frequency to obtain the maximum total computation power of the selected task subset within thermal threshold in phase 2. In conclusion, the temperature-constrained task selection (TCTS) algorithm maximizes the affordable computation demand subset and its total power consumption within safe temperature range.

VII. PERFORMANCE EVALUATION

In this section, we verify the accuracy and efficiency of the proposed thermal model by comparing it with the existing thermal model in [15] and HotSpot simulation. We then test the effectiveness of the MILP model and the TCTS algorithm. Last but not least, we validate the feasibility of our temperature optimization technique in a real case study.

The parameters used in thermal models and HotSpot simulation are listed in Table VI. The threshold temperature ($T_{safe}$) is set to 80°C, which is considered as a high temperature value for silicon chips. The average power consumptions of a core under different frequency levels are listed in Table III. A summary of system configuration is presented in Table II.

<table>
<thead>
<tr>
<th>TABLE VI</th>
<th>THE PARAMETERS USED IN THE THERMAL MODELS AND HOTSPOT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
<td>Value</td>
</tr>
<tr>
<td>Silicon thermal conductivity [W/m-K]</td>
<td>100</td>
</tr>
<tr>
<td>Silicon specific heat [J/m^3-K]</td>
<td>1.75 · 10^6</td>
</tr>
<tr>
<td>Thickness of the chip [mm]</td>
<td>3.5</td>
</tr>
<tr>
<td>Convection resistance [K/W]</td>
<td>0.1</td>
</tr>
<tr>
<td>Heatsink thickness [mm]</td>
<td>2</td>
</tr>
<tr>
<td>Heatsink thermal conductivity [W/m-K]</td>
<td>400</td>
</tr>
<tr>
<td>Heatsink specific heat [J/m^3-K]</td>
<td>3.55 · 10^6</td>
</tr>
<tr>
<td>Ambient temperature [K]</td>
<td>318.15</td>
</tr>
</tbody>
</table>
A. Chip Temperature Prediction

We compare the ETM with the thermal model proposed in [15] and HotSpot in this paper. Differing from the training samples used in Section IV, the testing samples used in this experiment are randomly generated computation demands, based on our system configuration and DVFS levels. More precisely, we build a simulator with MATLAB. By using the RANDINT function to produce uniformly distributed random integers, 1000 sets of testing computation demands are generated to average the performance results. For each of the 1000 cases, we randomly generate the number of active processor cores and their locations (the rest of cores are dark). For every core that is powered-on, we assign it with a randomly generated voltage/frequency level and the projected average power consumption is obtained correspondingly by referring to Table III.

As shown in Figure 7, a large number of experimental results show a distinct difference on chip peak temperature prediction between the thermal model in [15] and HotSpot simulation. This huge temperature prediction error, nearly 10.05°C on average, is introduced by the facts that the heat spreader layer is omitted in [15] and the pure equivalent RC circuit cannot describe the complicated heat transmission accurately, especially the vertical heat transfer process. By improving the naive thermal model with the proper scaling factors, the temperature curves of ETM and HotSpot almost overlap together with a maximum of 0.27°C difference. We further present a box-and-whisker diagram to display the statistical distribution of the temperature inaccuracy of the ETM on the right side of Figure 7. The Box-and-Whisker Plot is a graphic way to display the median, quartiles, and extremes of a data set without making any assumptions of the underlying statistical distribution. It strongly verifies that our empirical thermal model has high accuracy for chip temperature prediction.

![Fig. 7. Accuracy comparison among the thermal model in [15], our thermal model and HotSpot simulation.](image)

Figure 7 indicates the situation on the peak temperature prediction for the chip. We further test the prediction accuracy of our thermal model for all the processor cores on the chip. We collect the temperature values of each individual core obtained by our thermal model and HotSpot simulation, respectively. The average temperature difference on each core in the 1000 test cases is summarized and is shown in Figure 8. For every individual core, the temperature prediction difference between our thermal model and the HotSpot simulation maintains in a small range: the average difference is less than 0.18°C. The differences become more obvious for the cores at the center of the chip than the cores at the borders, while the maximum difference is 0.31°C only, which is negligible for chip-wide temperature prediction. The slightly increased difference is mainly due to the more complicated thermal transmission activities of the inner cores with their neighbors than those of the outer cores.

![Fig. 8. The average temperature prediction accuracy for each processor core in all test cases.](image)

Furthermore, we compare the execution time between our thermal model and HotSpot simulation. As shown in Figure 9, we omit the curve of the thermal model in [15] since it is almost the same as the curve of ETM. As shown in Figure 9(a), there is an obvious gap between the execution time of ETM and that of HotSpot simulation for a single run. The average execution time of ETM is 0.2392 ms while the average execution time of HotSpot is 70× as much as the ETM’s. According to the growth trend of two curves with the increasing number of iterations in Figure 9(b), we can observe that it takes a relatively long time for HotSpot simulation to perform temperature analysis, which restricts it to be invoked repeatedly to evaluate system design schemes during design space exploration. The gap between the execution time of ETM and that of HotSpot simulation also verifies the good efficiency of ETM for chip temperature prediction.

![Fig. 9. Efficiency comparison between our thermal model and HotSpot simulation.](image)
The comparison is based on homogeneous multi-core systems with DVFS and power-gating technologies as presented in Table II, as well as the parameters listed in Table III and VI. While the proposed thermal model can be extended to support heterogeneous multi-core platforms through some additional efforts. With heterogeneous IP cores, the physical properties of cores and the partitioning of heatsink elements corresponding to the layout of the cores differ from homogeneous platforms. The average power consumptions of software tasks are more diverse when they execute on heterogeneous processor cores or accelerators. All of these factors need to be considered to obtain the thermal parameters in our thermal model, such as thermal resistances and capacitances. This can be done at design time by the consistent method as described in Section IV. The training process at design time to determine the values of the empirical scaling factors, $f_c$ and $f_h$, are necessary for all the platforms before the thermal model can be applied.

B. Chip Peak Temperature Optimization

In this paper, we employ the Gurobi Optimization as the MILP solver, which is designed to be the fastest, most powerful solver available for MILP problems. Firstly, we test the optimization quality, the efficiency and the scalability of our MILP formulation. Based on it, a large number of experiments are conducted to show the optimization performance of the TCTS algorithm.

Our technique can optimize the on-chip temperature profile of many-core systems under arbitrary computation demands. Nevertheless, it has much more importance in high-load occasions. Based on this, we assume that all computation demand samples contain more than 8 tasks to achieve >50% load rate in our experiments. It is noteworthy that the MILP model and the TCTS algorithm have much better optimization quality under low load than the performance under high load. That is because when the number of tasks in a computation demand increases, the number of dark cores and the choices to position the dark cores will be reduced accordingly. Thus the heat dissipation becomes relatively harder and the benefit of our technique on temperature reduction will be decreased.

We randomly generate 1000 sets of computation demands to evaluate the temperature optimization quality of the MILP model. The multiple computation demands are sorted from lightweight to heavyweight for clarity. As shown in Figure 10(a) and (b), comparing with the random mapping method and the continuous mapping method which is adopted in [44], the MILP formulation reduces the chip peak temperature by an average of 2.98°C and 4.59°C, respectively. Therefore, 12.3% and 19.8% more tasks can be accepted by the many-core system under safe temperature limit, shown in Figure 10(c). Figure 10(a) shows a trend that the benefit of the MILP model reduces with the increasing number of tasks since more tasks, viz., less dark cores, provide less available CPD patterns to optimize the chip temperature profile. That’s why the actual temperature reduction performance of the MILP model is much better than the average performance, e.g. a maximum of 9.1°C temperature reduction is achieved in lightweight computation demands shown in Figure 10(a).

The number of thermal profile alternatives in many-core systems is exponential due to the possible placement pattern of dark cores. Indeed, the problem of finding the optimal placement pattern of dark cores to minimize the chip peak temperature is NP-hard. The MILP model is based on a formal method so that we can obtain a task assignment solution with the optimal chip temperature through it. In a word, the MILP model has excellent temperature optimization quality, especially in low-load condition.

To test the efficiency and scalability of the MILP formulation, we set $10^3$ seconds as a time threshold and test how many tasks can be finished via the MILP formulation. Figure 11 indicates that we can solve more than $10^5$ tasks in $10^3$ Seconds, i.e., more than $10^4$ tasks are assigned to the right cores on which the chip peak temperature is minimum. As shown on the right side of Figure 11, the MILP efficiency, which is defined as the number of finished tasks per second, is 16.55 tasks per second on average. The efficiency of the MILP formulation validates the feasibility of the MILP approach and provides a good foundation to the TCTS algorithm. And to some degree, the good efficiency of the MILP formulation is a sign of its satisfying scalability.
According to Figure 10, the optimal chip peak temperatures of 380 sets of computation demands still exceed the safe limit. The TCTS algorithm is used for these demands to maximize the system computation performance within safe temperature. According to Figure 12, the chip peak temperature can be further reduced by an average of 5.06°C via the temperature-constrained task selection (TCTS) algorithm. The curve of the resulting peak temperature roughly presents a serrated appearance since the frequency of delayed tasks changes approximately periodic, from $L_{n_1}$ to $L_1$. The final chip peak temperature, around 78.79°C on average, is very close to $T_{safe}$, which once again verifies that the TCTS algorithm takes full advantage of the temperature headroom to maximize the system computation performance.

![Chip peak temperature in Celsius](image)

**Fig. 12.** The temperature optimization benefits of the TCTS algorithm.

In this paper, we focus on the chip temperature optimization of dark silicon many-core systems. The power consumption of each task and the resulting temperature condition of the many-core system are the main concerns. In order to highlight the characteristic of the tasks in power consumption, we abstract our tasks as independent power traces without detailed descriptions to their inner processes/threads execution. Although no real benchmarks are explicitly used in the evaluation, the set of synthetic examples we used is quite large to cover most of the common cases of the power profiles of real applications.

### C. Feasibility Verification of Our Temperature Optimization Technique in Real Cases

In this paper, we assume that each task is preassigned a constant power consumption according to its ordinary performance requirement. And we have verified the feasibility of our chip temperature optimization technique based on this assumption. However, the power consumption of a task is not only dependent on its voltage/frequency level but also on the specific characteristics of the task. To verify the feasibility of our technique in real cases, a vital issue is: How’s the feasibility of our temperature optimization technique when the real power consumption of tasks is considered? Our thermal model remains suitable to measure the chip temperature profile in real cases. The key to testing the feasibility of the temperature optimization technique in real cases is to determine whether this assumption, viz., replacing the real power consumption of a task with an average one, would affect the accuracy of the temperature prediction.

To reflect the actual execution of tasks, the real power consumption of every task follows the Gaussian distribution, $\text{Power} \sim N(\mu, \sigma^2)$, where $\mu$ is the average power consumption and $\sigma^2$ is the variance. The variance measures the deviation between the actual power values and the average one, which is determined by the number of frequency/power levels that is supported by a modern processor and the frequency/power gap between adjacent levels. Taking Table III for example, there are 8 power levels and the variance of the power consumption of tasks is about 0.19².

We generate 100 sets of random computation demands with real power consumption which is not constant and follows the Gaussian distribution. For each computation demand, we conduct multiple experiments and they are divided into two groups: the experiment group and the control group. The tasks in the experiment group are preassigned with the average power consumptions according to their frequencies, and in the control group, we generate 700 samples where the tasks are preassigned with the same frequencies while their own real power consumption. By using our thermal model, we compare the chip temperature of the experiment group and that of the control group. As shown on the left side of Figure 13, for clarity, we record the maximum (the green curve) and the minimum (the red curve) chip peak temperature obtained by the experimental samples in the control group for every computation demand. The chip peak temperature of the corresponding experiment group is indicated by the blue curve. It shows that the chip peak temperature resulted from the experiment group and from the control group are almost the same with a maximum difference of ± 0.7273 Celsius.

![Temperature difference](image)

**Fig. 13.** Feasibility verification of our technique in real cases. (a) The maximum difference between the chip peak temperature from our power model and that in real cases. (b) The distribution of the temperature difference for a single computation demand.

Moreover, we zoom in and analyze the distribution of the temperature difference between the experiment group and the control group for one single computation demand. We calculate the Probability Density Function (PDF) of the temperature difference between the experiment group and 700
samples of the control group. As shown on the right side of Figure 13, we can find that the probability density of the temperature difference presented in the form of a histogram nearly follows the Normal distribution $\sim N(0.007, 0.192)$. It indicates that the temperature prediction has an inaccuracy of $[-0.182, 0.197]$ and $[-0.373, 0.387]$ in 68.26% and 95.44% of cases, respectively.

For a single computation demand, after analyzing the temperature difference between its experiment group and control group, we find that, in the vast majority of cases, the temperature prediction inaccuracy of the experiment group is less than $0.4^\circ C$. This result confirms the feasibility of modeling the real power consumption of a task as a constant according to its average power consumption for efficient temperature prediction and optimization. The feasibility of our temperature prediction and optimization technique in real cases is verified.

VIII. CONCLUSION

Given a real-time computation demand represented by a set of independent tasks with their own average power consumption and the floorplan of an on-chip multiprocessor system (MPSoC), how to determine an optimized CPD pattern to maximize the computation performance under safe temperature thresholds. We first presented a practical thermal model for quick prediction of the chip temperature. Based on it, a MILP model was presented to find the optimal CPD with minimum chip peak temperature. In case the optimal peak temperature derived from the MILP formulation still exceeds the safe temperature, we presented a temperature-constrained task selection (TCTS) algorithm to maximize the system performance and to guarantee the thermal reliability. Experimental results validated the accuracy and the efficiency of our thermal model, as well as the excellent temperature optimization performance of the MILP formulation and the TCTS algorithm. In addition, the good efficiency of the MILP formulation provides our technique practicability contribution. Last but not least, the feasibility of our temperature optimization technique in real cases was verified.
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