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Abstract

An accurate complex variable boundary element method is proposed for the numerical solution of two-dimensional boundary value problems governed by a steady-state advection-diffusion-reaction equation. With the aid of the Cauchy integral formulae, the task of constructing a complex function which gives the solution of the boundary value problem under consideration is reduced to solving a system of linear algebraic equations. The method is applied to solve several specific problems which have exact solutions.
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1 Introduction

Partial differential equations play an important role in the understanding of physical phenomena in engineering science. Thus, many researchers devote their attention to finding and investigating analytical and numerical solutions of problems governed by various differential equations. For example, Ang [2] proposed a dual-reciprocity boundary element solution for the system of partial differential equations in the two-dimensional reaction-diffusion Brusselator system, Dai and Nassar [6] solved approximately the Schrodinger equation in quantum mechanics using a finite difference scheme, Gumel et al. [7] developed an efficient parallel algorithm for the numerical solution of the two-dimensional diffusion equation, and Skote [13] performed a scaling analysis of solutions for velocity profiles in drag reduced turbulent flows over an oscillating wall.

The present paper considers the boundary value problem of solving the partial differential equation

\[
\lambda \left( \frac{\partial^2 \phi}{\partial x^2} + \frac{\partial^2 \phi}{\partial y^2} \right) - u \frac{\partial \phi}{\partial x} - v \frac{\partial \phi}{\partial y} - k \phi = 0 \text{ in } R, \tag{1}
\]

subject to the boundary condition

\[
f(x, y) \frac{\partial \phi}{\partial n} + g(x, y) \phi = s(x, y) \text{ on } C, \tag{2}
\]

where \(\phi\) is the unknown function which depend on \(x\) and \(y\) which are Cartesian coordinates, \(\lambda\) is a positive constant, \(u, v\) and \(k\) are constant coefficients, \(f, g\) and \(s\) are suitably given functions for \((x, y)\) on \(C\) such that \([f(x, y)]^2 + [g(x, y)]^2 \neq 0\), \(R\) is a two-dimensional bounded region on the \(Oxy\) plane, \(C\) is the simple closed curve which bounds the region \(R\), \(\partial \phi/\partial n = \mathbf{n} \cdot \nabla \phi\) and \(\mathbf{n} = [n_x, n_y]\) is the unit normal vector on \(C\) pointing away from \(R\).
From a physical standpoint, the partial differential equation (1) describes a two-dimensional advection-diffusion process which involves the steady state transport of the quantity $\phi$ in the presence of a first order reaction in a homogeneous isotropic region. The constant coefficient $\lambda$ is the diffusivity, $(u,v)$ is the convective velocity and $k$ is the reaction rate.

Recently, Singh and Tanaka [12] used an exponential variable transformation (introduced by Li and Evans [9]) to convert (1) into a modified Helmholtz equation. The standard boundary element method for the modified Helmholtz equation was then applied to solve numerically the boundary value problem defined by (1) and (2). A brief review of earlier boundary element approaches for solving the boundary value problem may be found in [12].

In the present paper, a different boundary element approach – one based on the Cauchy integral formulae and known as the complex variable boundary element method – is proposed for the numerical solution of (1) subject to (2). The Cauchy integral formulae are used to reduce the boundary value problem to solving a system of linear algebraic equations. The proposed method should offer itself as an interesting and useful alternative to the earlier boundary element techniques for solving two-dimensional steady-state advection-diffusion-reaction problems. To validate the method proposed here, it is applied to solve several problems which have closed form analytical solutions.

Hromadka and Lai [8] were among the earliest researchers to apply the Cauchy integral formula to derive a complex variable boundary element method for solving numerically problems governed by the two-dimensional Laplace equation. Ang and Park [3] proposed a version of the complex vari-

2 Complex Formulation

Guided by the analyses in Ang [1] and Clements and Rogers [5], to seek solutions of (1) in terms of complex functions, we write:

\[ \phi(x, y) = \text{Re}\{\sum_{m=0}^{\infty} h_m(x) \Phi_m(z)\}, \]  

(3)

where \( z = x + iy, i = \sqrt{-1}, h_m \) are functions to be determined, \( \Phi_m \) are complex functions that are analytic in \( R \cup C \) and \( \text{Re} \) denotes the real part of a complex number.

Substitution of (3) into (1) yields

\[
\text{Re} \sum_{m=0}^{\infty} \left( [2\lambda h_m'(x) - (u + iv)h_m(x)]\Phi'_m(z) + [\lambda h_m''(x) - uh_m'(x) - kh_m(x)]\Phi_m(z) \right) = 0, 
\]

(4)

where the prime denotes differentiation with respect to the relevant argument.
Now if the functions $\Phi_m(z)$ are required to satisfy the recurrence relation

$$
\Phi'_m(z) = m\Phi_{m-1}(z) \text{ for } m = 1, 2, 3, \ldots ,
$$

(5)

then from (4) we find that (1) admits non-trivial solutions of the form (3) provided that

$$
2\lambda h'_m(x) - (u + iv)h_m(x) = \frac{-\lambda h''_{m-1}(x) + uh'_{m-1}(x) + kh_{m-1}(x)}{m} \text{ for } m = 1, 2, 3, \ldots ,
$$

(6)

with $h_0(x) = \exp([u + iv]x/[2\lambda])$.

We can solve (6) as a first order ordinary differential equation for $h_m$ in terms of $h_{m-1}$. This gives

$$
h_m(x) = h_0(x) \int \frac{[-\lambda h''_{m-1}(x) + uh'_{m-1}(x) + kh_{m-1}(x)]}{2\lambda m h_0(x)} \, dx \text{ for } m = 1, 2, \ldots .
$$

(7)

For convenience, the arbitrary constant arising out of the indefinite integration in (6) can be neglected. Notice that (6) is satisfied by $h_m(x)/h_0(x)$ being a polynomial function of order $m$. The coefficients of the polynomial function are given by recurrence relations in the Appendix.

Repeated application of the recurrence relation (5) gives

$$
\Phi_m(z) = m \int_a^z (z - t)^{m-1}\Phi_0(t) \, dt \text{ for } m = 1, 2, \ldots ,
$$

(8)

where the complex integration from $a$ to $z$ can be taken along any path that lies in $R \cup C$. Thus, (3) can now be rewritten as:

$$
\phi(x, y) = \text{Re}\{h_0(x)\Phi_0(z) + \sum_{m=1}^\infty mh_m(x) \int_a^z (z - t)^{m-1}\Phi_0(t) \, dt\}.
$$

(9)

With (9) together with $h_m(x)$ as known functions, the boundary value problem defined by (1) and (2) can now be reformulated as a problem which
requires us to construct a complex function \( \Phi_0 \) which is analytic in \( R \cup C \) and such that

\[
\begin{align*}
  f(x, y) \Re \{ (n_x + in_y)[h_0(x)\Phi'_0(z) + h_1(x)\Phi_0(z)] \\
  + \sum_{m=2}^{\infty} m(m-1)h_m(x) \int_a^z (z-t)^{m-2}\Phi_0(t)dt \\
  + n_x[h'_0(x)\Phi_0(z) + \sum_{m=1}^{\infty} mh'_m(x) \int_a^z (z-t)^{m-1}\Phi_0(t)dt] \\
  + g(x, y)[h_0(x)\Phi_0(z) + \sum_{m=1}^{\infty} mh_m(x) \int_a^z (z-t)^{m-1}\Phi_0(t)dt] \\
  = s(x, y) \text{ for } (x, y) \in C.
\end{align*}
\]

(10)

3 Complex Variable Boundary Element Method

The required function \( \Phi_0(z) \) for the solution of the boundary value problem under consideration is constructed by using the Cauchy integral formula

\[
2\pi i\Phi_0(z_0) = \int_C \frac{\Phi_0(z)dz}{z - z_0} \text{ for } z_0 \in R,
\]

(11)

and

\[
\begin{align*}
\pi i\Phi_0'(z_0) &= C \int_C \frac{\Phi_0(z)dz}{(z - z_0)} \\
\pi i\Phi'_0(z_0) &= \mathcal{H} \int_C \frac{\Phi_0(z)dz}{(z - z_0)^2}
\end{align*}
\]

(12)

for \( z_0 \) on a smooth part of \( C \),

where the contour \( C \) is assigned an anticlockwise direction and \( C \) and \( \mathcal{H} \) imply that the complex integral over \( C \) are to be interpreted in the Cauchy principal and Hadamard finite-part respectively as explained in detail in Linkov and Mogilevskaya [10].
To discretize the curve boundary \( C \), \( M \) well-spaced out points \((x^{(1)}, y^{(1)}), (x^{(2)}, y^{(2)}), \ldots, (x^{(M-1)}, y^{(M-1)}) \) and \((x^{(M)}, y^{(M)})\) are placed on it in an anti-clockwise order. Denote the directed straight line segment from \((x^{(k)}, y^{(k)})\) to \((x^{(k+1)}, y^{(k+1)})\) by \( C^{(k)} \) \((k = 1, 2, \ldots, M)\). [We define \((x^{(M+1)}, y^{(M+1)}) = (x^{(1)}, y^{(1)})\).] We make the approximation:

\[
C \simeq C^{(1)} \cup C^{(2)} \cup \ldots \cup C^{(M-1)} \cup C^{(M)},
\]

such that (11) may be written as

\[
2\pi i \Phi_0(z_0) = \sum_{m=1}^{M} \int_{C^{(m)}} \frac{\Phi_0(z)dz}{z - z_0} \quad \text{for } z_0 \in R.
\]

The function \( \Phi_0(z) \) over the line segment \( C^{(m)} \) is approximated as a linear function of \( z \) by

\[
\Phi_0(z) \simeq \phi^{(m)} + \phi^{(m+M)} z \quad \text{for } z \text{ on } C^{(m)},
\]

where \( \phi^{(m)} \) and \( \phi^{(m+M)} \) are complex constants to be determined.

If we substitute (15) into (14) and let \( z_0 \) approach the point \( c^{(k)} = (3z^{(k)} + z^{(k+1)})/4 \) on the \( k \)-th element \( C^{(k)} \), where \( z^{(m)} = x^{(m)} + iy^{(m)} \) for \( m = 1, 2, \ldots \), we find that the real parts of the resulting equations are given by

\[
-\pi (\nu^{(k)} + \eta^{(k)} \mu^{(k+M)} + \xi^{(k)} \nu^{(k+M)})
\]

\[
= \sum_{m=1}^{M} \{\gamma(z^{(m)}, z^{(m+1)}, c^{(k)})[\mu^{(m)} + \xi^{(k)} \mu^{(m+M)} - \eta^{(k)} \nu^{(m+M)}] \}
\]

\[
- \theta(z^{(m)}, z^{(m+1)}, c^{(k)})[\nu^{(m)} + \eta^{(k)} \mu^{(m+M)} + \xi^{(k)} \nu^{(m+M)}]
\]

\[
+ (x^{(m+1)} - x^{(m)})\mu^{(m+M)} - (y^{(m+1)} - y^{(m)})\nu^{(m+M)} \}
\]

for \( k = 1, 2, \ldots, M \),

\[
\text{(16)}
\]
where \(\mu^{(p)}\) and \(\nu^{(p)}\) are respectively the real and imaginary parts of \(\phi^{(p)}\) \((p = 1, 2, \cdots, 2M)\), \(\xi^{(k)}\) and \(\eta^{(k)}\) are the real and imaginary parts of \(c^{(k)}\) respectively and

\[
\bar{z}^{(m)} = \begin{cases} 
\frac{1}{2}(z^{(m)} + z^{(m+1)}) & \text{if } m = k, \\
\frac{1}{2}(z^{(m)} - z^{(m+1)}) & \text{if } m \neq k,
\end{cases}
\]

\[
\gamma(a, b, c) = \ln |b - c| - \ln |a - c|,
\]

\[
\theta(a, b, c) = \begin{cases} 
\Theta(a, b, c) & \text{if } \Theta(a, b, c) \in (-\pi, \pi], \\
\Theta(a, b, c) + 2\pi & \text{if } \Theta(a, b, c) \in [-2\pi, -\pi], \\
\Theta(a, b, c) - 2\pi & \text{if } \Theta(a, b, c) \in [\pi, 2\pi],
\end{cases}
\]

\[
\Theta(a, b, c) = \text{Arg}(b - c) - \text{Arg}(a - c),
\]

(17)

where \(\text{Arg}(z)\) denotes the principal argument of the complex number \(z\). If the solution domain is convex in shape, \(\theta(a, b, c)\) can be calculated more directly from

\[
\theta(a, b, c) = \cos^{-1}\left(\frac{|b - c|^2 + |a - c|^2 - |b - a|^2}{2|b - c||a - c|}\right).
\]

(18)

Similarly, by substituting (15) into (14), letting \(z_0\) approach \(c^{(k+M)} = (z^{(k)} + 3z^{(k+1)})/4\) on \(C^{(k)}\) and taking the real part of the resulting equations, we obtain

\[
- \pi(\mu^{(k)} + \eta^{(k+M)}\mu^{(k+M)}) + \xi^{(k+M)}\nu^{(k+M)}
= \sum_{m=1}^{M} \left\{ \gamma(z^{(m)}, \bar{z}^{(m)}, c^{(k+M)})[\mu^{(m)} + \xi^{(k+M)}\mu^{(m+M)} - \eta^{(k+M)}\nu^{(m+M)}]
- \theta(z^{(m)}, \bar{z}^{(m)}, c^{(k+M)})[\nu^{(m)} + \eta^{(k+M)}\mu^{(m+M)} + \xi^{(k+M)}\nu^{(m+M)}]
+ (x^{(m+1)} - x^{(m)})\mu^{(m+M)} - (y^{(m+1)} - y^{(m)})\nu^{(m+M)} \right\}
\]

for \(k = 1, 2, \cdots, M\),

(19)

where \(\xi^{(k+M)}\) and \(\eta^{(k+M)}\) are respectively the real and imaginary parts of
\[ e^{(k+M)} \text{ and} \]
\[ \widehat{z}^{(m)} = \begin{cases} 
\frac{1}{2} (z^{(m)} + z^{(m+1)}) & \text{if } m = k, \\
\frac{1}{2} z^{(m+1)} & \text{if } m \neq k.
\end{cases} \quad (20) \]

Note that (16) and (19) give a system of 2M linear algebraic equations in 4M unknowns \( \mu^{(p)} \) and \( \nu^{(p)} \) \( (p = 1, 2, \ldots, 2M) \). Another 2M linear algebraic equations are needed to complete the formulation. They are derived from the boundary condition in (10) as follows.

Taking \((x, y)\) in (10) to be given in turn by \((\xi^{(p)}, \eta^{(p)})\) for \( p = 1, 2, \ldots, M \), we find the boundary condition may be approximated by

\[
\begin{align*}
&f(\xi^{(p)}, \eta^{(p)}) \{ \sum_{n=1}^{M} (T^{(1pn)}[\mu^{(n)}] + \xi^{(p)} \mu^{(n+M)} - \eta^{(p)} \nu^{(n+M)}) \\
&- U^{(1pn)}[\nu^{(n)}] + \eta^{(p)} \mu^{(n+M)} + \xi^{(p)} \nu^{(n+M)}] \\
&+ V^{(1pn)} \mu^{(n+M)} - W^{(1pn)} \nu^{(n+M)} \\
&+ A^{(1p)}[\mu^{(p)} + \xi^{(p)} \mu^{(p+M)} - \eta^{(p)} \nu^{(p+M)}] \\
&- B^{(1p)}[\nu^{(p)} + \eta^{(p)} \mu^{(p+M)} + \xi^{(p)} \nu^{(p+M)}] \\
&+ \sum_{r=1}^{p} \left[ T^{(1pr)}(\mu^{(r)} + \xi^{(p)} \mu^{(r+M)} - \eta^{(p)} \nu^{(r+M)}) - K^{(1pr)} \mu^{(r+M)} \\
&- J^{(1pr)}(\nu^{(r)} + \eta^{(p)} \mu^{(r+M)} + \xi^{(p)} \nu^{(r+M)}) + L^{(1pr)} \nu^{(r+M)} \right]\} \} \\
&+ g(\xi^{(p)}, \eta^{(p)}) \{ \text{Re}(h_0(\xi^{(p)}))[\mu^{(p)} + \xi^{(p)} \mu^{(p+M)} - \eta^{(p)} \nu^{(p+M)}] \\
&- \text{Im}(h_0(\xi^{(p)}))[\nu^{(p)} + \eta^{(p)} \mu^{(p+M)} + \xi^{(p)} \nu^{(p+M)}] \\
&+ \sum_{r=1}^{p} \left[ P^{(1pr)}(\mu^{(r)} + \xi^{(p)} \mu^{(r+M)} - \eta^{(p)} \nu^{(r+M)}) - R^{(1pr)} \mu^{(r+M)} \\
&- Q^{(1pr)}(\nu^{(r)} + \eta^{(p)} \mu^{(r+M)} + \xi^{(p)} \nu^{(r+M)}) + S^{(1pr)} \nu^{(r+M)} \right]\} \} \\
&= s(\xi^{(p)}, \eta^{(p)}) \text{ for } p = 1, 2, \ldots, M, \quad (21)
\end{align*}
\]

where \( A^{(1p)}, B^{(1p)}, T^{(1pn)}, U^{(1pn)}, V^{(1pn)} \) and \( W^{(1pn)} \) are real numbers given
by

\[ A^{(1p)} + iB^{(1p)} = (n_x^{(p)} + in_y^{(p)})h_1(\xi^{(p)}) + n_x^{(p)}h_0'(\xi^{(p)}) \]

\[ T^{(1pn)} + iU^{(1pn)} = \left( \frac{n_x^{(p)} + in_y^{(p)}}{\pi i} \right) \left[ -\frac{1}{z^{(n+1)} - c^{(p)}} + \frac{1}{z^{(n)} - c^{(p)}} \right], \]

\[ V^{(1pn)} + iW^{(1pn)} = \left( \frac{n_x^{(p)} + in_y^{(p)}}{\pi i} \right) \left[ \gamma(z^{(n)}, z^{(n+1)}, c^{(p)}) + i\theta(z^{(n)}, z^{(n+1)}, c^{(p)}) \right], \]

(22)

\[ [n_x^{(p)}, n_y^{(p)}] \text{ is the unit normal vector to } C^{(p)} \text{ pointing away from } R, \ P^{(1pr)}, \ Q^{(1pr)}, \ R^{(1pr)} \text{ and } S^{(1pr)} \text{ are real numbers defined by} \]

\[ P^{(1pr)} + iQ^{(1pr)} = \sum_{m=1}^{\infty} mh_m(\xi^{(p)})\Omega_m^{(1pr)}, \]

\[ R^{(1pr)} + iS^{(1pr)} = \sum_{m=1}^{\infty} mh_m(\xi^{(p)})\Omega_m^{(1pr)}, \]

(23)

\[ I^{(1pr)}, J^{(1pr)}, K^{(1pr)} \text{ and } L^{(1pr)} \text{ are real numbers defined by} \]

\[ I^{(1pr)} + iJ^{(1pr)} = \sum_{m=1}^{\infty} \left[ (n_x^{(p)} + in_y^{(p)})(m + 1)mh_{m+1}(\xi^{(p)}) + n_x^{(p)}m\xi^{(p)} \right] \Omega_m^{(1pr)}, \]

\[ K^{(1pr)} + iL^{(1pr)} = \sum_{m=1}^{\infty} \left[ (n_x^{(p)} + in_y^{(p)})(m + 1)mh_{m+1}(\xi^{(p)}) + n_x^{(p)}m\xi^{(p)} \right] \Omega_m^{(1pr)}, \]

(24)

\[ \Omega_m^{(1pr)} \text{ are complex constants defined by} \]

\[ \Omega_m^{(1pr)} = (1 - \delta^{(rp)}) \int_{z^{(r)}}^{z^{(r+1)}} [c^{(p)} - t]^{m-1} dt + \delta^{(rp)} \int_{z^{(r)}}^{c^{(p)}} [c^{(p)} - t]^{m-1} dt, \]

(25)

with \( \delta^{(rp)} = 1 \) and \( \delta^{(rp)} = 0 \) if \( r \neq p \).
Similarly, if we take \((x, y)\) in (10) to be given in turn by \((\xi^{(p+M)}, \eta^{(p+M)})\) for \(p = 1, 2, \ldots, M\), the boundary condition may be approximated by

\[
\begin{align*}
&f(\xi^{(p+M)}, \eta^{(p+M)}) \left\{ \sum_{n=1}^{M} (T^{(2pm)}) \mu^{(n)} + \xi^{(p+M)} \mu^{(n+M)} - \eta^{(p+M)} \nu^{(n+M)} \right\} \\
&- U^{(2pm)} \mu^{(n+M)} + \eta^{(p+M)} \mu^{(n+M)} + \xi^{(p+M)} \nu^{(n+M)} \\
&+ V^{(2pm)} \mu^{(n+M)} - W^{(2pm)} \nu^{(n+M)} \\
&+ A^{(2p)} \mu^{(p)} + \xi^{(p+M)} \mu^{(p+M)} - \eta^{(p+M)} \nu^{(p+M)} \\
&- B^{(2p)} \mu^{(p)} + \eta^{(p+M)} \mu^{(p+M)} + \xi^{(p+M)} \nu^{(p+M)} \\
+ &\sum_{r=1}^{p} \left[ I^{(2pr)} \mu^{(r)} + \xi^{(p+M)} \mu^{(r+M)} - \eta^{(p+M)} \nu^{(r+M)} \right] - K^{(2pr)} \mu^{(r+M)} \\
&- J^{(2pr)} \nu^{(r)} + \eta^{(p+M)} \mu^{(r+M)} + \xi^{(p+M)} \nu^{(r+M)} + L^{(2pr)} \nu^{(r+M)} \right\} \\
&\left( \text{Re}(h_0(\xi^{(p+M)}) \mu^{(p)} + \xi^{(p+M)} \mu^{(p+M)} - \eta^{(p+M)} \nu^{(p+M)}) \\
- \text{Im}(h_0(\xi^{(p+M)}) \nu^{(p)} + \eta^{(p+M)} \mu^{(p+M)} + \xi^{(p+M)} \nu^{(p+M)}) \\
+ &\sum_{r=1}^{p} \left[ P^{(2pr)} \mu^{(r)} + \xi^{(p+M)} \mu^{(r+M)} - \eta^{(p+M)} \nu^{(r+M)} \right] - R^{(2pr)} \mu^{(r+M)} \\
&- Q^{(2pr)} \nu^{(r)} + \eta^{(p+M)} \mu^{(r+M)} + \xi^{(p+M)} \nu^{(r+M)} + S^{(2pr)} \nu^{(r+M)} \right\} \\
&= s(\xi^{(p+M)}, \eta^{(p+M)}) \quad \text{for} \quad p = 1, 2, \ldots, M,
\end{align*}
\]

where \(A^{(2p)}, B^{(2p)}, T^{(2pm)}, U^{(2pm)}, V^{(2pm)}\) and \(W^{(2pm)}\) are real numbers given by

\[
\begin{align*}
&A^{(2p)} + iB^{(2p)} = \left( n_x^{(p)} + in_y^{(p)} \right) h_1(\xi^{(p+M)}) + n_x^{(p)} h_0(\xi^{(p+M)}) \\
&T^{(2pm)} + iU^{(2pm)} = \frac{\left( n_x^{(p)} + in_y^{(p)} \right) h_0(\xi^{(p+M)})}{\pi i} \left\{ -\frac{1}{z^{(n+1)} - c^{(p+M)}} + \frac{1}{z^{(n)} - c^{(p+M)}} \right\}, \\
&V^{(2pm)} + iW^{(2pm)} = \frac{\left( n_x^{(p)} + in_y^{(p)} \right) h_0(\xi^{(p+M)})}{\pi i} \left\{ \gamma(z^{(n)}, \tilde{z}^{(n)}, c^{(p+M)}) + i\theta(z^{(n)}, \tilde{z}^{(n)}, c^{(p+M)}) \right\},
\end{align*}
\]

\[\text{(27)}\]
\(P^{(2pr)}, Q^{(2pr)}, R^{(2pr)}\) and \(S^{(2pr)}\) are real numbers defined by

\[
P^{(2pr)} + iQ^{(2pr)} = \sum_{m=1}^{\infty} mh_m((\wp)^{p+M})\Omega_m^{(2pr)},
\]
\[
R^{(2pr)} + iS^{(2pr)} = \sum_{m=1}^{\infty} mh_m((\wp)^{p+M})\Omega_{m+1}^{(2pr)},
\]

(28)

\(I^{(2pr)}, J^{(2pr)}, K^{(2pr)}\) and \(L^{(2pr)}\) are real numbers defined by

\[
I^{(2pr)} + ij^{(2pr)}
\]

\[
= \sum_{m=1}^{\infty} [((n_x^{(p)}) + in_y^{(p)})(m + 1)mh_{m+1}((\wp)^{p+M}) + n_x^{(p)}mh'_m((\wp)^{p+M})]\Omega_m^{(2pr)},
\]
\[
K^{(2pr)} + jL^{(2pr)}
\]

\[
= \sum_{m=1}^{\infty} [((n_x^{(p)}) + in_y^{(p)})(m + 1)mh_{m+1}((\wp)^{p+M}) + n_x^{(p)}mh'_m((\wp)^{p+M})]\Omega_{m+1}^{(2pr)},
\]

(29)

and \(\Omega_m^{(2pr)}\) are complex constants defined by

\[
\Omega_m^{(2pr)} = (1 - \delta^{(rp)}) \int_{z^{(r)}}^{z^{(r+1)}} [e^{((p+M) - i)]m-1} dt + \delta^{(rp)} \int_{z^{(r)}}^{c^{(r+M)}} [e^{((p+M) - i)]m-1} dt.
\]

(30)

Once the 4M unknowns \(\mu^{(p)}\) and \(\nu^{(p)}\) \((p = 1, 2, \ldots, 2M)\) are obtained by solving the linear algebraic equations (16), (19), (21) and (26), the numerical solutions of \(\phi\) at a point \((\xi, \eta)\) in the interior of the solution domain may be approximately calculated by using

\[
\phi(\xi, \eta) = \text{Re} \left\{ \frac{h_0(\xi)}{2\pi i} \sum_{n=1}^{M}[\phi^{(n+M)}(z^{(n+1)} - z^{(n)}) + (\phi^{(n)} + \phi^{(n+M)}(\xi + i\eta))[\gamma(z^{(n)}, z^{(n+1)}, \xi + i\eta)]
\]

\[
+ \sum_{m=1}^{\infty} \sum_{n=1}^{M} \frac{h_m(\xi)}{2\pi i}[\Gamma_m^{(n)}(z^{(n+1)} - z^{(n)}) + (\Psi_m^{(n)} + \Gamma_m^{(n)}(\xi + i\eta))[\gamma(z^{(n)}, z^{(n+1)}, \xi + i\eta)]
\]

\[
+ \gamma(z^{(n)}, z^{(n+1)}, \xi + i\eta)] \right\},
\]

(31)
where $\Gamma_m^{(n)}$ and $\Psi_m^{(n)}$ are given by

$$
\Gamma_m^{(n)} = \frac{\Phi_m^{(n)}(c^{(n+M)}) - \Phi_m^{(n)}(c^{(n)})}{c^{(n+M)} - c^{(n)}},
$$

$$
\Psi_m^{(n)} = \Phi_m^{(n)}(c^{(n)}) - \frac{\Phi_m^{(n)}(c^{(n+M)}) - \Phi_m^{(n)}(c^{(n)})}{c^{(n+M)} - c^{(n)}} c^{(n)},
$$

and

$$
\Phi_m^{(n)}(c^{(n)}) = m \sum_{k=1}^{n} [(\phi^{(k)} + \phi^{(k+M)} c^{(n)}) \Omega_m^{(1nk)} - \phi^{(k+M)} \Omega_m^{(1nk)}],
$$

$$
\Phi_m^{(n)}(c^{(n+M)}) = m \sum_{k=1}^{n} [(\phi^{(k)} + \phi^{(k+M)} c^{(n+M)}) \Omega_m^{(2nk)} - \phi^{(k+M)} \Omega_m^{(2nk)}].
$$

4 Specific problems

The complex variable boundary element method outlined in Section 3 is applied here to solve some specific problems.

**Problem 1.** The boundary value problem here is to solve the Dirichlet problem governed by

$$
\frac{\partial^2 \phi}{\partial x^2} + \frac{\partial^2 \phi}{\partial y^2} - u \frac{\partial \phi}{\partial x} = 0 \quad \text{for } 0 < x < 1, \quad 0 < y < 1,
$$

subject to

$$
\phi = \begin{cases} 
0 & \text{on } y = 0 \\
0 & \text{on } y = 1 \\
\sin(\pi y) & \text{on } x = 1 
\end{cases} \quad \text{for } 0 < y < 1,
$$

$$
\phi = \begin{cases} 
0 & \text{on } y = 0 \\
\sin(\pi y) & \text{on } x = 1 
\end{cases} \quad \text{for } 0 < y < 1.
$$

The analytical solution of the boundary value problem above is given by

$$
\phi(x, y) = \left\{ \exp \left( -x \left( \frac{1}{2} \sqrt{u^2 + 4\pi^2} - \frac{1}{2} u \right) \right) - \exp \left( x \left( \frac{1}{2} u + \frac{1}{2} \sqrt{u^2 + 4\pi^2} \right) \right) \right\} \times \frac{\sin(\pi y)}{\exp \left( \frac{1}{2} u - \frac{1}{2} \sqrt{u^2 + 4\pi^2} \right) - \exp \left( \frac{1}{2} u + \frac{1}{2} \sqrt{u^2 + 4\pi^2} \right)}.
$$
Table 1. A comparison of the numerical and analytical values of $\phi(x, y)$ for $u = 1$ at selected points in the interior of the square domain.

<table>
<thead>
<tr>
<th>Point $(x, y)$</th>
<th>$M_0 = 5$</th>
<th>$M_0 = 10$</th>
<th>$M_0 = 20$</th>
<th>Analytical</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N_0 = 2$</td>
<td>$N_0 = 4$</td>
<td>$N_0 = 8$</td>
<td></td>
</tr>
<tr>
<td>$(0.05, 0.05)$</td>
<td>0.0013325</td>
<td>0.0013462</td>
<td>0.0013050</td>
<td>0.0012932</td>
</tr>
<tr>
<td>$(0.05, 0.35)$</td>
<td>0.0075252</td>
<td>0.0073876</td>
<td>0.0073706</td>
<td>0.0073655</td>
</tr>
<tr>
<td>$(0.05, 0.65)$</td>
<td>0.0075319</td>
<td>0.0073877</td>
<td>0.0073707</td>
<td>0.0073655</td>
</tr>
<tr>
<td>$(0.05, 0.95)$</td>
<td>0.0013357</td>
<td>0.0013470</td>
<td>0.0013053</td>
<td>0.0012932</td>
</tr>
<tr>
<td>$(0.35, 0.05)$</td>
<td>0.013338</td>
<td>0.012854</td>
<td>0.012794</td>
<td>0.012775</td>
</tr>
<tr>
<td>$(0.35, 0.35)$</td>
<td>0.073170</td>
<td>0.072881</td>
<td>0.072793</td>
<td>0.072762</td>
</tr>
<tr>
<td>$(0.35, 0.65)$</td>
<td>0.073173</td>
<td>0.072882</td>
<td>0.072793</td>
<td>0.072762</td>
</tr>
<tr>
<td>$(0.35, 0.95)$</td>
<td>0.013334</td>
<td>0.012856</td>
<td>0.012794</td>
<td>0.012775</td>
</tr>
<tr>
<td>$(0.65, 0.05)$</td>
<td>0.042416</td>
<td>0.042636</td>
<td>0.042543</td>
<td>0.042514</td>
</tr>
<tr>
<td>$(0.65, 0.35)$</td>
<td>0.24307</td>
<td>0.24246</td>
<td>0.24223</td>
<td>0.24215</td>
</tr>
<tr>
<td>$(0.65, 0.65)$</td>
<td>0.24306</td>
<td>0.24246</td>
<td>0.24223</td>
<td>0.24215</td>
</tr>
<tr>
<td>$(0.65, 0.95)$</td>
<td>0.042381</td>
<td>0.042638</td>
<td>0.042544</td>
<td>0.042514</td>
</tr>
<tr>
<td>$(0.95, 0.05)$</td>
<td>0.13215</td>
<td>0.12992</td>
<td>0.13003</td>
<td>0.13005</td>
</tr>
<tr>
<td>$(0.95, 0.35)$</td>
<td>0.74281</td>
<td>0.74143</td>
<td>0.74098</td>
<td>0.74074</td>
</tr>
<tr>
<td>$(0.95, 0.65)$</td>
<td>0.74279</td>
<td>0.74143</td>
<td>0.74098</td>
<td>0.74074</td>
</tr>
<tr>
<td>$(0.95, 0.95)$</td>
<td>0.13210</td>
<td>0.12992</td>
<td>0.13003</td>
<td>0.13005</td>
</tr>
</tbody>
</table>

Average % error 1.61% 0.73% 0.17% –

To apply the complex variable boundary element method to the Dirichlet problem above, each side of the square domain is discretized into $M_0$ elements of equal length (so that the total number of elements is $4M_0$) and the infinite series in (23), (24), (28), (29) and (31) are truncated by replacing $\infty$ with a positive integer $N_0$. In Table 1, numerical values of $\phi$ for $u = 1$ obtained using specific values of $M_0$ and $N_0$ are compared with the analytical solution at selected points in the interior of the square domain. For given set of $M_0$ and $N_0$, average percentage error of the numerical values of $\phi$ at the selected interior points is given at the bottom of Table 1.
The numerical values of $\phi$ in Table 1 are quite accurate even for a crude discretization of the boundary ($M_0 = 5$) and a low number of terms in the truncated series ($N_0 = 2$). It is obvious that the average percentage error is significantly reduced when the number of boundary elements and the number of terms are doubled. The average percentage error for $(M_0, N_0) = (20, 8)$ is about ten times smaller than that for $(M_0, N_0) = (5, 2)$.

To achieve a certain level of accuracy in the numerical solution, it may be necessary to use a larger number of terms in the truncated series (that is, larger value of $N_0$) if the coefficient $u$ in the partial differential equation in (32) has a larger magnitude. For $u = 1$, the average percentage error of the solutions at the 16 points in Table 1 obtained by using $(M_0, N_0) = (10, 4)$ is 0.73%. To achieve approximately the same average percentage error in the numerical values of $\phi$ for $u = 10$ with $M_0 = 10$ (still), the value of $N_0$ has to be increased to 16.

**Problem 2.** Take the governing partial differential equation to be

$$\frac{\partial^2 \phi}{\partial x^2} + \frac{\partial^2 \phi}{\partial y^2} - \frac{\partial \phi}{\partial x} - v \frac{\partial \phi}{\partial y} = 0,$$  \hspace{1cm} (35)

and the solution domain to be the triangular region bounded by $x = 0$, $y = 0$ and $y = 1 - x$, that is, the region inside the triangle with vertices $(0, 0)$, $(1, 0)$ and $(0, 1)$.

A particular solution of (35) is

$$\phi(x, y) = v^2 x^2 + y^2 + 2(v^2 + 1)x - 2vxy.$$  \hspace{1cm} (36)

We use (36) to generate boundary data on the sides of the triangular domain. Specifically, $\phi$ is specified on the sides where $x = 0$ and $y = 0$, and
\( \partial \phi / \partial n \) on the straight line between the vertices (1, 0) and (0, 1). The complex variable boundary method is then applied to solve numerically (35) subject to the boundary data generated for selected values of \( v \).

For the complex variable boundary element method, we discretize the sides where \( x = 0 \) and \( y = 0 \) into \( 2M_0 \) elements, each of length \( 1/M_0 \), and the side where \( y = 1 - x \) for \( 0 \leq x \leq 1 \) into \( 2M_0 \) elements of length \( \sqrt{2}/(2M_0) \). Thus, the total number of elements is \( 4M_0 \). As in Problem 1, the infinite series in (23), (24), (28), (29) and (31) are truncated by replacing \( \infty \) with the integer \( N_0 \). For selected values of \( M_0 \) and \( N_0 \) and for a fixed value of \( v \), numerical values of \( \phi(x, y) \) are calculated at 5000 randomly selected points in the interior of the solution domains and the average percentage error of the numerical values of \( \phi \) at the 5000 points are shown in Table 2.

<table>
<thead>
<tr>
<th>( v )</th>
<th>( M_0 = 2 )</th>
<th>( M_0 = 5 )</th>
<th>( M_0 = 10 )</th>
<th>( M_0 = 20 )</th>
<th>( M_0 = 40 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N_0 = 8 )</td>
<td>0.68%</td>
<td>0.14%</td>
<td>0.06%</td>
<td>0.03%</td>
<td>0.01%</td>
</tr>
<tr>
<td>( N_0 = 15 )</td>
<td>1.62%</td>
<td>0.42%</td>
<td>0.16%</td>
<td>0.07%</td>
<td>0.03%</td>
</tr>
<tr>
<td>( N_0 = 30 )</td>
<td>5.43%</td>
<td>1.11%</td>
<td>0.32%</td>
<td>0.11%</td>
<td>0.05%</td>
</tr>
</tbody>
</table>

Table 2. The average percentage error of \( \phi(x, y) \) at 5000 randomly selected points in the solution domain for selected values of \( v \), \( M_0 \) and \( N_0 \).

For a fixed value of \( v \), it is obvious that the average percentage error is reduced significantly as the numerical calculation is refined, that is, as \( M_0 \) and \( N_0 \) increase. For \( v = 1 \), the average percentage error is less than 1% if 8 boundary elements and 8 terms in the truncated series are used in the
calculation. However, it takes 40 elements and 30 terms for \( v = 5 \) to achieve the average percentage error of less than 1%. More boundary elements and larger number of terms in the truncated series are required to obtain a better accuracy in calculating the numerical solution for larger values of \( v \). The average percentage error for all selected values of \( v \) in Table 2 is less than 0.4\% when the total number of elements and the number of terms are more than 40 and 30 respectively. This shows accurate numerical solutions may be obtained for all values of \( v \) if sufficient numbers of boundary elements and terms are employed in the numerical calculations.

**Problem 3.** Consider now solving partial differential equation

\[
2 \frac{\partial^2 \phi}{\partial x^2} + 2 \frac{\partial^2 \phi}{\partial y^2} - 3 \frac{\partial \phi}{\partial x} - 3 \frac{\partial \phi}{\partial y} - 20 \phi = 0, \tag{37}
\]

in the concave region in Figure 1 subject to the boundary conditions

\[
\phi(x,0) = \exp\left(\frac{3}{2}x\right) \text{ for } 0 < x < 1, \\
\phi(x,y) + \frac{\partial \phi(x,y)}{\partial n} = \frac{4 + 11\sqrt{2}}{4} \exp\left(\frac{3x + 8y}{2}\right) \\
\text{for } y = 1 - x \text{ and } \frac{1}{2} < x < 1, \\
\phi(x,y) + \frac{\partial \phi(x,y)}{\partial n} = \frac{4 - 5\sqrt{2}}{4} \exp\left(\frac{3x + 8y}{2}\right) \\
\text{for } y = x \text{ and } \frac{1}{2} < x < 1, \\
\phi(x,1) = \exp\left(\frac{3x + 8}{2}\right) \\
\text{for } 0 < x < 1, \\
\phi(0,y) + \frac{\partial \phi}{\partial n}\bigg|_{x=0} = -\frac{1}{2} \exp(4y) \\
\text{for } 0 < y < 1. \tag{38}
\]
The analytical solution for the boundary value problem here is given by

$$\phi(x, y) = \exp\left(\frac{3x + 8y}{2}\right).$$

We discretize each of the five sides defining the concave solution domain in Figure 1 into $M_0$ elements so that $M = 5M_0$ (that is, the total number of boundary elements is $5M_0$). As before, we truncate the infinite series in (23), (24), (28), (29) and (31) by replacing $\infty$ with the integer $N_0$. For selected values of $M_0$ and $N_0$, the complex variable boundary element method is applied to obtain the numerical solutions of $\phi(x, y)$ for the interior points in the solution domain.

Figures 2 and 3 compare graphically the numerical solutions obtained by using three sets of $(M_0, N_0)$ with the corresponding analytical solutions. Figure 2 presents the solutions for $y = 0.9$ and $0 < x < 0.9$ and Figure 3 shows the results for $x = 0.25$ and $0 < y < 1$. As is obvious in the figures, the numerical solution obtained by using the relatively crude approximation
\((M_0, N_0) = (4, 15)\) deviates significantly from the corresponding analytical solution. On the contrary, the solution obtained by using the more refined approximation \((M_0, N_0) = (16, 60)\) agrees well with the analytical solution – the percentage error is less than 1.6%.

\section*{Figure 2} Plots of the numerical and analytical solutions of \(\phi(x, 0.9)\) against \(x\).
Figure 3. Plots of the numerical and analytical solutions of $\phi(0.25, y)$ against $y$.

5 Summary

A complex variable boundary element method is proposed here for solving numerically a two-dimensional boundary value problem governed by a steady-state advection-diffusion-reaction equation. The solution of the advection-diffusion-reaction equation is formulated in terms of a single complex function which is holomorphic in the solution domain. The Cauchy integral formula and its differentiated form are used together with the boundary conditions of the boundary value problem to construct approximately the required complex function. This gives rise to a system of linear algebraic equations. The
numerical procedure requires only the boundary of the solution domain to be discretized into straight line elements. Once the complex function is constructed, the solution of the boundary value problem can be computed numerically at any point in the interior of the solution domain.

To test the validity and accuracy of the proposed complex variable boundary element method, it (the method) is applied to solve numerically some specific boundary value problems. The numerical solutions for all the test problems show convergence to the analytical solutions when the calculations are properly refined. This indicates that the proposed complex variable boundary element method is correctly formulated and can be employed as a useful alternative numerical method for solving boundary value problems governed by the steady-state two-dimensional advection-diffusion-reaction equation.

References


**Appendix**

As in Ang [1], the functions \( h_m(x) \) in (3) or (9) can be obtained by letting

\[
h_m(x) = h_0(x) \sum_{r=0}^{m} \beta_m^{(r)} x^r,
\]

(A1)

where \( \beta_0^{(0)} = 1 \) and \( \beta_m^{(r)} (r = 0, 1, 2, \cdots, m) \) (for any given \( m > 0 \)) are constants (possibly complex) yet to be determined.

Substituting (A1) into (7) and collecting like powers of \( x \), we find that, for any given \( m > 0 \),

\[
\beta_m^{(0)} = 0,
\]

(A2)

\[
2\lambda \beta_m^{(r)} = -\frac{\lambda(r+1)}{m} \beta_m^{(r+1)} - \frac{i \nu \beta_m^{(r)}}{m} - \frac{1}{mr} \left( \frac{u^2 + v^2}{4\lambda} + k \right) \beta_m^{(r-1)} \quad \text{for } r = 1, 2, \cdots, m - 2,
\]

(A3)
\[2\lambda \beta_{m}^{(m-1)} = - \frac{i v \beta_{m-1}^{(m-1)}}{m} + \frac{1}{(m-1)m} \left( \frac{u^2 + v^2}{4\lambda} + k \right) \beta_{m-1}^{(m-2)}, \quad (A4)\]

and

\[2\lambda \beta_{m}^{(m)} = \frac{1}{m^2} \left( \frac{u^2 + v^2}{4\lambda} + k \right) \beta_{m-1}^{(m-1)}. \quad (A5)\]