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Abstract: Change detection on bitemporal synthetic aperture radar (SAR) images is a key branch of SAR image interpretation. However, it is challenging due to speckle and unavoidable registration errors within bitemporal SAR images. A key issue is whether and how despeckling and structural features can improve accuracy. In this paper, we investigate how despeckling and structural features can benefit change detection for SAR images. Several change detection methods were performed on both input images and the corresponding despeckled images, where despeckling was achieved by different methods. The comparisons demonstrate that despeckling methods that preserve the structures can suppress noise in difference images and can improve the accuracy of change detection. We also developed a sparse model to exploit structural features from the difference images while reducing the influence of misalignment between bitemporal SAR images. The comparisons were performed on five datasets of bitemporal SAR images, and the experimental results show that our proposed sparse model outperforms other traditional methods, demonstrating the advantages of change detection.
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1. Introduction

Change detection aims to identify differences when an object is observed at multiple times [1]. It has been widely applied to monitor atmospheric effects [2] and survey geographic information in some regions [3,4]. Over the past few decades, remote sensing images have been widely used for change detection [5,6].

A synthetic aperture radar (SAR) is a sensor that can work without limitations due to seasons or weather. It transmits microwaves to the surface of the Earth and receives echo data reflected from the ground. Then, a SAR image is generated from the echo data. The images, therefore, contain much useful information about the terrestrial terrain and have been frequently used in change detection.

Bruzzone et al. proposed two change detection algorithms based on a difference image (DI) [7,8], where changing regions are detected based on the analysis of a DI. However, a SAR image is usually contaminated by speckle, and a simple DI, only based on subtraction, is inaccurate. To tackle this issue, Bovolo proposed a DI based on a log-ratio (LR) operator [9], since speckle can be characterized as a multiplicative noise. Bzai et al. also employed the log-ratio operator to generate the DI in their algorithm [10]. Gong proposed a neighborhood-based log-ratio operator by
spatial-context information [11], which is more robust to speckle. Although there have been many other improvements [12–15] proposed for change detection, traditional DIs are subject to speckle. Especially when the resolution of SAR image increases, a single-look SAR image with a low signal-to-noise ratio (SNR) may result in a large amount of noise in the DI, which reduces the accuracy of traditional change detection methods. Recently, Conradsen et al. proposed a fast change detection method for time-series polarimetric SAR images based on statistical testing [16].

To reduce the effect of speckle, several proposed methods exploit useful information in the changed regions of a noisy DI. Zhang et al. proposed a graph-cut method to extract the changed region by exploiting its statistical properties [17]. Gong et al. proposed a fuzzy clustering method with a Markov random field (MRF) [18] to exploit the spatial context in the DI. Li et al. proposed an object-based change detection method [19] in which joint sparse representation learning is developed for each pair of regions and the learned features and pairwise dictionaries are obtained by the bitemporal SAR images. The robust ratio and the difference of bitemporal SAR images are obtained from the learned sparse features. Similarly, Hou et al. proposed a DI fusion and a compressive projection-based change detection method [20]. The main idea of this method is that the LR and the Gaussian LR-based DIs are fused and denoised by a discrete wavelet transform [21] and a non-subsample Contourlet transform [22], respectively. Wang et al. developed a spatial sparse-coding-based SAR image change detection method [23], where self-similarity was employed as a prior. Recently, Zheng and Wang proposed saliency-based change detection methods [24,25]. In these methods, the vision attention principle was introduced, and saliency maps of DIs were used as a guide for change detection. The experimental results show that a more robust detection image is obtained using input from the saliency map. Li et al. proposed a two-level clustering method based on Gabor features [26]. Su et al. proposed a likelihood ratio test-based method for SAR image change detection where the change detection results are obtained through normalized cut-based clustering [27] and a change criterion matrix [28].

However, the performance of the above methods is limited when the speckle is heavy and registration errors between bitemporal SAR images exist [29,30]. The misalignments between bitemporal SAR images result in the noisy DIs generated by the traditional log-ratio operator. Bruzzone proposed a multiscale method [31] to reduce the effects of registration errors. However, the corresponding relation between bitemporal SAR images becomes nonlinear, especially when the terrain becomes complex and the speckle is heavy. The registration methods based on geometrical information [32] cannot accurately align temporal SAR images with heavy speckle and complex terrain. Fan et al. proposed a nonlinear registration method for SAR image alignment [33]. However, registration errors in bitemporal SAR images are unavoidable for SAR images with strong speckle or low SNR.

In fact, over the past few years, many methods have been proposed for SAR image despeckling [34], such as Lee filtering [35], Frost filtering [36], and improved sigma filtering [37]. For high-resolution SAR images, Deledalle et al. proposed an iterative probabilistic patch-based (PPB) SAR image despeckling method [38]. Zhong et al. proposed Bayesian nonlocal filtering [39]. Feng et al. proposed improved PPB filtering for SAR image despeckling [40]. Parrilli proposed a SAR image-based block-matching and 3D filtering (SAR-BM3D) despeckling method [41]. Both the SAR-BM3D and PPB filters perform better than other methods as they allow for feature preservation and artifact reduction. Di Martino et al. proposed a scattering-based non-local means method for SAR image despeckling [42,43]. Recently, bitemportal despeckling techniques have been recently introduced for SAR stacks in several kinds of applications, e.g., SAR image detection [44], SAR interferometry [45], and SAR tomography [46]. Pham et al. [47] proposed a method that performs non-local filtering on relevant patches via graph similarity. All these methods achieve state-of-the-art performance on SAR image despeckling and increase the SNR of SAR images. It is naturally asked whether and how despeckling can improve accuracy, which is a key issue.
Motivated by this, in this paper, we first evaluate the contributions of despeckling methods to SAR image change detection by comparing results on input images and despeckled images. Then, several change detection methods are applied to SAR images despeckled by different methods to show how the despeckling methods benefit change detection. Next, we propose a sparse model that exploits structural features of changed regions in noisy DIs generated from bitemporal SAR images. Comparisons are performed on five sets of bitemporal SAR images. The experimental results demonstrate that our proposed method outperforms the other methods used. In addition, only structure-preserving despeckling methods benefit change detection, especially for certain details in changed regions.

The rest of this paper is organized as follows. The proposed sparse-based change detection method is introduced in Section 2. Experimental results are presented in Section 3, and brief concluding remarks are made in Section 4.

2. Change Detection on Bitemporal Despeckled SAR Images

In this section, we first give a high-level overview of three SAR image despeckling methods and propose a sparse learning method for SAR change detection.

2.1. SAR Image Despeckling

In the process of SAR imaging and due to the coherent nature of scattering information in the observed area, a SAR image usually includes strong speckle, which degrades the appearance of the SAR image. Given a SAR image \( I \), speckle is generally modeled as pixel-wise multiplicative noise \( N \), i.e., \( I = X \odot N \). The goal of despeckling is to estimate the clean image \( X \) from the given image \( I \).

Over the past few decades, many despeckling methods have been developed [34–40]. However, with the increasing resolution of SAR imaging, the content of a scene is becoming ever more complex. Traditional despeckling methods, such as Lee filtering [35] and Frost filtering [36], can oversmooth a SAR image, and some important details cannot be preserved. To solve this problem, Buades et al. proposed a nonlocal means image-denoising method [48], which effectively preserves the texture structure of noisy images by exploiting image self-similarity. Based on this framework, a block-matching and 3D filtering (BM3D) algorithm [49] is proposed, which is a sparse 3D transform-domain collaborative filter. It has been demonstrated by extensive application and experiment that the BM3D algorithm can effectively remove additive Gaussian noise from noisy images. Parrilli extended the concept of BM3D to SAR image despeckling [41], where a probabilistic similarity measure was employed in the block-matching step. Wavelet shrinkage was put into an additive signal-dependent noise model to linearly search for the local minima of the mean square error estimator in the wavelet domain.

In fact, given a SAR image \( I \), the pixel on the \( u \)th site \( I_u \) can be modeled as follows:

\[
I_u = X_u \cdot N_u = X_u + (N_u - 1) \cdot X_u + V_u
\]  

where \( X_u \) and \( N_u \) are the intensities of a clear image and the speckle on the \( u \)th site, respectively. With this conversion, the clean SAR image \( X \) can be estimated using the optimal minimum mean squared error (MMSE) estimator:

\[
\hat{X} = E(I) + C_{IX}C_I^{-1}(I - E(I))
\]  

where \( E(\cdot) \) denotes statistical expectation, \( C_I \) is the covariance matrix of \( I \), and \( C_{IX} \) is a cross-covariance matrix of \( I \) and \( X \). According to [41], since \( E[V] \) is zero, it can be assumed that the clean image \( X \) and
noise \( V \) are uncorrelated in the wavelet domain and that the covariance matrices are diagonal. Then, the estimation of each pixel can be simplified as follows:

\[
\hat{X}_u = E(X_u) + \frac{\sigma_{V_u}^2}{\sigma_{X_u}^2 + \sigma_{V_u}^2}(I_u - E(I_u)) \tag{3}
\]

where \( u \) is the site of the pixel. \( X_u, I_u, V_u \) are the intensities at site \( u \) of images \( X, I, V \), and \( \sigma_{X_u}, \sigma_{I_u}, \sigma_{V_u} \) are the standard deviations of the corresponding images.

Deledalle et al. proposed an iterative probabilistic patch-based (PPB) filter [38] for SAR image despeckling. Their method stems from the nonlocal means-based image-denoising framework. Given a SAR image \( I \) and a site \( u \), according to the framework of nonlocal means image denoising, the clean image \( X \) can be estimated by:

\[
\hat{X}_u^2 = \frac{\sum_s \omega_{u,s} I_s^2}{\sum_s \omega_{u,s}} \tag{4}
\]

where \( s \) is the index of the pixel within a search range and \( \omega_{u,s} \) is the filtering weight of the pixel on site \( s \). According to the distribution of the speckle [50] and the maximum likelihood criterion, the weight in the \( k \)th iteration can be estimated as [38]:

\[
\omega_{u,s}^k = \exp \left( -\sum_{k \in \Omega} \left( \frac{2L - 1}{h} \log \frac{I_{u,k}}{I_{s,k}} + \frac{1}{t-1} \cdot \frac{(\hat{X}_{u,k}^{t-1} - \hat{X}_{s,k}^{t-1})^2}{\hat{X}_{u,k}^{t-1} \cdot \hat{X}_{s,k}^{t-1}} \right) \right) \tag{5}
\]

where \( \Omega \) is the neighborhood of a pixel. \( \hat{X}_{u,k}^{t-1} \) is the intensity of the estimated clean image in the \((t - 1)\)th iteration, and the subscript indicates the \( k \)th neighborhood of the \( u \)th pixel. \( L \) is the number of looks of a SAR image, and \( h \) is the parameter that controls the decay of the exponential function [48].

It has been proven in [38,41] that these methods achieve state-of-the-art performance on SAR image despeckling. Most recently, Ma et al. also applied a denoising method to the generated DI while performing SAR image detection [51]. However, the denoising on generated DI makes it easy to over-smooth the weakly-changed pixels. Usually, people prefer to extract robust features from DI to reduce the noise effect in DI, e.g., [11,52,53]. In this paper, we mainly focus on whether despeckling can improve accuracy, and how to do so is a key issue. This is investigated by the comparison experiments in Section 3.

2.2. Change Detection by Sparse Learning

Due to the speckle and unavoidable misalignments, it is difficult to obtain the changed regions from the noisy DI, which is generated by the LR operator. Furthermore, the reference maps for bitemporal SAR images are usually not available, and it is challenging to detect the changes from bitemporal SAR images without any guidance. Recently, sparse learning has been employed in many tasks on SAR images’ interpretation and understanding, including target classification [54–56], image segmentation [57,58], and change detection [19,23]. The spirit of sparse learning is that learning a dictionary exploits the fundamental structures from a given dataset and encodes each sample into a robust feature vector.

In this section, inspired by the framework in [57], a sparse learning model is introduced for unsupervised SAR image change detection. It aims to learn a dictionary to exploit the fundamental structures of the noisy DI, and the learned dictionary is employed for each patch in a robust feature vector. Given two temporal SAR images \( I_i \) (\( i \in \{1,2\} \)), a DI, denoted by \( I_{DI} \), can be generated by applying the LR operator [9] to the despeckled images \( X_i \) (\( i \in \{1,2\} \)),

\[
I_{DI} = \log \frac{X_1 + \epsilon}{X_2 + \epsilon} \tag{6}
\]

where \( \epsilon \) is a tiny number to avoid invalid division.
Next, a sparse model is applied to $I_{DI}$ to learn robust and high-level features for change detection. To achieve this, a set of patches $Y = \{y_1, y_2, \ldots, y_N\}$ is extracted from $I_{DI}$ and normalized as follows:

$$y_i \leftarrow (y_i - \bar{I}_{DI}) / \sigma_{DI}$$

(7)

where $\bar{I}_{DI}$ and $\sigma_{DI}$ are the mean and standard deviation of $I_{DI}$. The sparse model can thus be expressed as:

$$\min_{A,D} \frac{1}{2} ||Y - DA||_F^2 + \lambda ||A||_1 \quad \text{s.t.} \quad ||d_k||_2 \leq 1$$

(8)

where $D = [D_c, D_u]$ is a dictionary, and two sub-dictionaries span the space of changed and unchanged class, respectively. $d_k$ is the $k$th column of dictionary $D$. $A$ is the feature matrix, and each column $a_i$ is the feature of each patch. $\lambda$ is the regularization parameter. $||\cdot||_F$, $||\cdot||_1$, and $||\cdot||_2$ mean the Frobenius norm, $\ell_1$ norm, and $\ell_2$ norm, respectively. This model can be efficiently solved by the alternative direction method of multiplier (ADMM) algorithm [59]. When dictionary $D$ is fixed, that is the patches are independent of each other, the model in Equation (8) can be converted to:

$$\min_{a_i} \frac{1}{2} ||y_i - Da_i||_2^2 + \lambda ||a_i||_1$$

(9)

This model can be solved by a proximal algorithm [60]. More details on the derivation can be found in [58].

The pseudo label of each patch $y_i$ that indicates the class to which it belongs can be inferred from:

$$l_i = \arg\max_j ||y_i - D_ja_i||_2, \quad j \in \{c, u\}$$

(10)

With the pseudo labels, the set of patches can be divided into two parts: $Y_c$ and $Y_u$, and encoded into $A_c$ and $A_u$. When $A$ is fixed, the dictionary $D$ can be updated by solving the following model:

$$\min_D \frac{1}{2} ||Y - DA||_F^2 \quad \text{s.t.} \quad ||d_k||_2 \leq 1$$

(11)

The two parts of the dictionary, $D_c$ and $D_u$, should be independent, and they can be updated separately. The model in Equation (11) can be decomposed into two parts:

$$\min_{D_j} \frac{1}{2} ||Y_j - D_jA_j||_F^2 \quad \text{s.t.} \quad ||d_k||_2 \leq 1, \quad j \in \{c, u\}$$

(12)

This model can be efficiently solved by the stochastic gradient descent (SGD) method [61]. In fact, the above model can be further converted into:

$$\min f(D_j) = \frac{1}{2} \text{Tr}(D_j^T D_j A_j^T A_j) - \text{Tr}(D_j A_j Y_j^T) \quad \text{s.t.} \quad ||d_k||_2 \leq 1, \quad j \in \{c, u\}$$

(13)

Here, two sub-dictionaries $D_c$ and $D_u$ are updated in the same manner. In the following derivation, the sub-dictionary subscript is ignored.

In the $t$th iteration, the $k$th column $d_k$ can be updated as follows:

$$u_k^{(t)} \leftarrow \frac{d_k^{(t-1)} - \nabla_k^{(t)}}{\max(||u_k^{(t)}||_2, 1)}$$

$$d_k^{(t)} \leftarrow \frac{\nabla_k^{(t)}}{\max(||u_k^{(t)}||_2, 1)}$$

(14)
where $\nabla k_i(t)$ is the $i$th column of gradient matrix $\nabla(t)$, which can be calculated as:

$$
\nabla(t) = \frac{\partial f(D)}{\partial D} = D^{(t-1)} S(t) - B(t),
$$

$$
S(t) = S(t-1) + \sum_{i=1}^{M} a_i^{(t)} a_i^{(t)T},
$$

$$
B(t) = B(t-1) + \sum_{i=1}^{M} a_i^{(t)} y_i^T,
$$

where $M$ is the batch size in each update.

It can be observed from the above optimizations that pseudo labels play a key role in the proposed method. Not only do they indicate the changed pixels, but they also divide the training samples into two classes, each of which is employed to train the corresponding sub-dictionary. To achieve this, at the beginning of training, an initial split of the training samples is determined by an improved Otsu threshold, which is estimated as follows:

$$
T_h = \tau + 0.5 \times \sigma_{DI}
$$

$$
T_l = \tau - 0.5 \times \sigma_{DI}
$$

where $\tau$ is the estimated threshold by applying the Otsu method [62] to the DI and $\sigma_{DI}$ is the standard deviation of the DI. With the two thresholds $T_h$ and $T_l$, the DI can be divided into three classes according to its intensity, where the pixels higher than $T_h$ and lower than $T_l$ are classified into changed and unchanged, respectively. The sub-dictionaries can be initialized using samples from the corresponding class.

The proposed algorithm is summarized in Algorithm 1.

**Algorithm 1:** Change detection based on the sparse model.

```
input : bitemporal images $I_1$ and $I_2$
output : change map $L$
1 Despeckle with Equations (4), (5), or Equation (3);
2 Generate $I_{DI}$ from despeckled images with Equation (6);
3 Extract patches $Y$ and normalize with Equation (7);
4 Initialize dictionary $D$ and change map $L$ by the Otsu method;
5 while not converge do
6     Encode patches $Y$ by solving the sparse model in Equation (9);
7     Update change map $L$ with Equation (10);
8     Update the division of dataset $[Y_c, Y_u]$;
9     Update the dictionary $D_c$ and $D_u$ with $[Y_c, Y_u]$, respectively, with Equations (14) and (15);
10    Normalize each column of dictionary $d_k$;
11 end
12 return $L$.
```

2.3. Complexity Analysis

In this section, we propose a change detection method based on sparse learning and shown the whole pipeline of the proposed method in Algorithm 1. The proposed method consists of two parts: sparse coding and dictionary update. Given a dictionary with $m \times N$, for each patch with $m$ dimension feature vector, the sparse coding is performed by the method in [58], and the complexity of sparse coding is $O(S \cdot m^2)$, where $S$ is the number of non-zero entries in the sparse codes. Suppose we have $L$ samples to train the dictionary. Then, the complexity is $O(S \cdot m \cdot M)$. Therefore, the total computational complexity of the proposed method is $O(S \cdot m^2 + S \cdot m \cdot M)$. 
3. Experimental Results and Analysis

3.1. Datasets

In this paper, five datasets of bitemporal SAR images were used in order to verify the effectiveness of the proposed change detection algorithm.

- Figure 1a shows the Bern dataset, containing two C-band and VV polarization SAR images (301 × 301 pixels) with a spatial resolution of 30 × 30-m. They were acquired by the European Remote Sensing (ERS) two-satellite SAR sensor from an area near the city of Bern, Switzerland, in April and May 1999, respectively. The reference map is publicly available.

- Figure 2a shows the San Francisco dataset [63], which is part (256 × 256 pixels) of two SAR images acquired by an ERS-2 SAR sensor from the city of San Francisco. The images, with 25-m spatial resolution, were provided by the European Space Agency. These two images were captured in August 2003 and May 2004, respectively. The ground truth change map was provided in [63].

- The images in Figures 3a and 4a are parts of a Yellow River dataset, with 8 × 8-m spatial resolution. They were acquired by Radarsat-2 from the region of the Yellow River around Dongying City, Shandong Province, China, in June 2008 and June 2009. In addition, these two images are four-look and single-look, respectively. The different numbers of looks means that there are different noise levels. The sizes of these two parts are 257 × 289 and 400 × 300, respectively. The reference maps of these two datasets were kindly provided by Gong et al. [64].

- Figure 5a shows the Ottawa dataset, which has two SAR images (290 × 350 pixels) with a spatial resolution of 10 × 10-m. They were acquired from the city of Ottawa by the Radarsat SAR sensor. They were provided by the Defense Research and Development Canada (DRDC)–Ottawa and acquired in July and August 1997. The reference map is publicly available.

![Figure 1. Bern dataset. (a) Raw images from April 1999 and May 1999 and the reference map. (b–d) Filter images by MMSE, SAR-block-matching and 3D filtering (BM3D), probabilistic patch-based (PPB), and the corresponding DIs.](image-url)
Figure 2. San Francisco dataset. (a) Raw images from August 2003 and May 2004 and reference map. (b–d) Filter images by MMSE, SAR-BM3D, PPB, and the corresponding DIs.

Figure 3. Yellow River Set A. (a) Raw images from June 2008 and June 2009 and reference map. (b–d) Filter images by MMSE, SAR-BM3D, PPB, and the corresponding DIs.
Figure 4. The Yellow River Set B. (a) Raw images from June 2008 and June 2009 and reference map. (b–d) Filter images by MMSE, SAR-BM3D, PPB, and the corresponding DIs.

Figure 5. Ottawa dataset. (a) Raw images from August 1997 and September 1997 and reference map. (b–d) Filter images by MMSE, SAR-BM3D, PPB, and the corresponding DIs.
3.2. Experimental Configurations

To verify the effectiveness of the proposed method, in this section, the proposed method (SC-SGD) is compared with the PCA K-means (PCAK) method [15], SPatial Coding method (SPC) [23], fuzzy clustering based on the MRF method (FCM-MRF) [18], Gabor feature-based Two-Level Clustering method (GTLC) [26], and SAliency-based Change Detection method (SACD) [24].

For the compared methods, the parameters were set according to the original literature. For our proposed method, the size of a patch was taken as $3 \times 3$. The length of each sub-dictionary was set as 50, and regularization parameter $\lambda$ was set to 0.15.

To investigate the benefits of despeckling, three SAR image despeckling methods were employed: MMSE filtering [65], PPB filtering [38], and SAR-BM3D filtering [41].

3.3. Benefits from Despeckling

Each change detection method was performed on input images and despeckled images by the three filtering methods mentioned above, i.e., MMSE filtering, SAR-BM3D filtering, and PPB filtering. In MMSE filtering methods, the size of the neighborhood was set as $3 \times 3$. In the SAR-BM3D method, the number of looks $L$ was set as one for the Yellow River datasets and three for other datasets. The default size of stack was set as 16, and the size of search window was set as 37. We employed the “daub4” wavelet basis [66] in the SAR-BM3D method, and the size of the 2D Kaiser window used for reconstruction was set to two. In the PPB method, the parameter of look $L$ was set the same as in the SAR-BM3D method. The sizes of the patch and search window were set as seven and 21, respectively. The quantile parameter $\alpha$ was set as 0.74 for the Yellow River datasets and 0.92 for the other datasets. The number of iterations was set to four for all datasets.

The comparisons were evaluated using the probability of false alarm (pFA), the probability of missed alarm (pMA), and the kappa coefficient ($\kappa$) [67], where pFA and pMA are defined as the ratio between the numbers of FA, respectively MA, and changed pixels, and lower FA and MA. Higher kappa means better performance. To demonstrate the benefits of despeckling, several change detection methods were selected: the PCAK [15], SPC [23], FCM-MRF [18], GTLC [26], SACD [24], Conradsen’s [16] and SC-SGD methods. Each method was performed on an input image and the corresponding despeckled images by MMSE filtering, SAR-BM3D filtering, and PPB filtering, where the performance on the input image was considered as a baseline.

To compare performances on the raw and despeckled images, the ratios between the performances of the despeckled images and the baseline were plotted, as shown in Figure 6a–e. In each group of figures, the evaluations of the input image are first shown, and the ratios of pFA, pMA, and kappa coefficients are shown in the following figures, respectively, where the red dotted line in each figure indicates a 1:1 ratio.

In the figures, it can be seen that in most cases, the pFAs drop when using despeckled images. This means that for most methods, despeckling could be beneficial for lowering the pFA; while for the Bern, San Francisco, and Ottawa datasets, the kappa coefficients increased a little after despeckling; while for the two scenes of the Yellow River datasets with heavy speckle noise, the kappa coefficients significantly increased after despeckling. This means that the speckle in input images generated noise in a DI. After despeckling of raw images, the noise in the corresponding DI was reduced, which is often misclassified as changed pixels. In particular, for those two scenes from the Yellow River dataset, the speckle was very heavy, and the strength of the speckle of temporal SAR images was different, which brought more challenges for change detection.

For the pMA, on the other hand, filtering cannot definitively lead to a decrease. For the Bern dataset, pMA increased after filtering, since several change regions in the Bern dataset were very small, as shown in the reference map (Figure 1a). These small regions subject to speckle can be blurred by filtering, which led to an increase in MA. For the Ottawa dataset, MMSE filtering led to the increase of MA due to the oversmoothing, while pMA decreased after SAR-BM3D and PPB filtering. For San
Francisco and the second scene of the Yellow River dataset, MA decreased in most cases, since the change regions in these two datasets were larger and not affected as much by filtering.

For the kappa coefficients, the results on filtered images were better than those of the input images, since the filtering operator reduced the speckle and indirectly compensated for registration errors in the DI. In particular, Conradsen’s method [16] was quite sensitive to the speckle. It is shown in Figure 6b,c,e that Conradsen’s method [16] obtained higher pFA on the input images, and after despeckling, the ratios of pFA and kappa were higher than other compared methods. This means the despeckling was quite beneficial for those methods sensitive to the speckle.

Figure 6. The performance of change detections on both raw and despeckled images. (a) Bern dataset. (b) San Francisco dataset. (c) Yellow River A dataset. (d) Yellow River B dataset. (e) Ottawa dataset.
The visual comparison results are presented in Figures 7–11. In each figure, we show the detection results for raw and filtered images using each filtering method. Figure 7 shows that, for the Bern dataset, there were some false alarm points in the input image results due to noise in the DI. Fewer false alarm points were present in the filtered images. However, some alarm points were missed in the results of filtered images, since some details in the DI were not preserved during filtering, as shown in Figure 1b–d. This demonstrates why MA decreases after filtering.

![Image](image1.png)

**Figure 7.** Results of (a) PCAK, (b) SPC, (c) FCM-MRF, (d) GTLC, (e) SACD, (f) Conradsen, and (g) SC-SGD on the Bern dataset. From top to bottom: each row contains the results of the input image, and images filtered by MMSE, SAR-BM3D, and PPB filters, respectively.

![Image](image2.png)

**Figure 8.** Results of (a) PCAK, (b) SPC, (c) FCM-MRF, (d) GTLC, (e) SACD, (f) Conradsen, and (g) SC-SGD on the San Francisco dataset. From top to bottom: each row contains the results of the input image, and images filtered by MMSE, SAR-BM3D, and PPB filters, respectively.
Figure 9. Results of (a) PCAK, (b) SPC, (c) FCM-MRF, (d) GTLC, (e) SACD, (f) Conradsen, and (g) SC-SGD on the Yellow River A dataset. From top to bottom: each row contains the results of the input image, and images filtered by MMSE, SAR-BM3D, and PPB filters, respectively.

Figure 10. Results of (a) PCAK, (b) SPC, (c) FCM-MRF, (d) GTLC, (e) SACD, (f) Conradsen, and (g) SC-SGD on Yellow River B dataset. From top to bottom: each row contains the results of the input image, and images filtered by MMSE, SAR-BM3D, and PPB filters, respectively.
Figure 11. Results of (a) PCAK, (b) SPC, (c) FCM-MRF, (d) GTLC, (e) SACD, (f) Conradsen, and (g) SC-SGD on the Ottawa dataset. From top to bottom: each row contains the results of the input image, and images filtered by median, SAR-BM3D, and PPB filters, respectively.

For the Yellow River datasets, Figures 9 and 10 show that noise was reduced after filtering, as shown in the second to fourth rows. Especially, in Figures 3f and 10f, we can observe the significant improvements after speckling. This means that filtering can reduce interruption from speckle. The other datasets tell a similar story.

Filtering, however, cannot always benefit change detection. Input images can be over-smoothed, leading to details being filtered out of the DI. Instead, only filtering methods that preserve structures while suppressing the speckle in input images benefit change detection. This is demonstrated in Figure 6b, where the evaluations of input images and MMSE-filtered images were less good, while the images filtered by PPB showed obvious advantages.

3.4. Benefits from Sparse Learning

We have demonstrated the benefit of filtering in previous paragraphs. In addition, to verify the benefits of our proposed SC-SGD method, it was compared with the PCAK [15], SPC [23], FCM-MRF [18], GTLC [26], Conradsen’s [16] and SACD [24] methods. The first row of Figures 9 and 10 show the comparison with other methods. They show that the results obtained by SC-SGD were less subject to speckle noise, while the results by other methods were much more subject to speckle noise and contained many false positives. In addition, for the Bern dataset, Figure 7 shows that our proposed method can detect more details of the changed regions than the other methods. These results indicate that the sparse learning method can extract more details on changed regions from a DI.

Performance was also compared for the pFA, pMA, and kappa coefficient. It can be seen from Figure 6b–d that our proposed method obtained comparable results with SACD on the input images and performed better than any of the other compared methods. However, on the despeckled images, it obtained better ratios of pFA, pMA, and kappa coefficient than any of the other methods.
In the proposed method, we exploited the essential structures of the difference map by learning a dictionary, where each atom of the dictionary, i.e., each column, represented a local structure of the difference map. With the dictionary, we can obtain a more robust and spare feature for each patch via sparse representation. The coefficients obtained by sparse representation for each patch were more robust, and the coefficient vector benefited from exploiting the changed regions from the difference map.

Furthermore, we show the receiver operating characteristic (ROC) curves of the compared methods on five datasets in Figure 12, where in each comparison, we also list the corresponding area under the curve (AUC) values. It is clearly shown that sparse learning had great advantages for SAR images’ change detection over other compared methods. Especially in Figure 12c,d, our method performed much better on the Yellow River datasets with heavy speckle. They are consistent with the evaluations in Figure 6.

Finally, we compared the running times of all methods. Here, since the compared methods were performed on the same raw images and the corresponding despeckled images, we only compared the running times of these methods on raw images. We took the Ottawa dataset as an example, and list the running times in Table 1.

<table>
<thead>
<tr>
<th>Methods</th>
<th>PCAK</th>
<th>SPC</th>
<th>FCM-MRF</th>
<th>GTLC</th>
<th>SACD</th>
<th>SC-SGD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Times (s)</td>
<td>2.06</td>
<td>28.44</td>
<td>4.36</td>
<td>10.88</td>
<td>62.88</td>
<td>25.56</td>
</tr>
</tbody>
</table>

### 3.5. Analysis of Parameters

So far, we have shown the advantages of our proposed method. In fact, there are only three parameters in our proposed method: the size of the patch, the length of the dictionary, and the regularization parameter $\lambda$. The size of the patch is usually taken based on the resolution of input SAR images. Generally, the larger patch we took, the better the smoothing effect. When we applied our method to the despeckled images, we took the size of patch as $3 \times 3$. Furthermore, the length of the dictionary was nonsensitive to the results, but it affected the running time of the method. Therefore in this paper, we took the length of the sub-dictionary as 50. Finally, the regularize parameter $\lambda$ controlled the sparsity of encoding, which would affect the performance of our method. We took this parameter as 0.15, referring to [57].

### 3.6. Further Discussions

Although the proposed method outperformed the other compared methods on the San Francisco, Ottawa, and Yellow River datasets, for the Bern dataset, the results of all methods were comparable. Since the changed regions of the Bern dataset contained many details, they were more easily contaminated by speckle and liable to over-smoothing during filtering. Figure 6a illustrates that pMA was unavoidable by all of the methods.

In addition, for certain methods, MMSE filtering was not a good choice, since it was often over-smoothing. A higher pFA may be caused by region-based methods, such as SACD. In fact, an over-smoothed SAR image lowers the contrast of the DI, and it is difficult to distinguish the changed region from the unchanged regions.
Figure 12. The ROC curves and AUC values of change detections on both raw and despeckled images by MMSE, SAR-BM3D, and PPB, respectively. (a) Bern dataset. (b) San Francisco dataset. (c) Yellow River A dataset. (d) Yellow River B dataset. (e) Ottawa dataset.
4. Conclusions

In this paper, we have explored how despeckling and structure features can benefit to SAR image change detection. We demonstrated that structure-preserving despeckling methods, such as SAR-BM3D and PPB, not only suppress the influence of the speckle on the DI, but also enhance the information obtained from changed regions. Furthermore, a sparse learning-based method is proposed to exploit the fundamental structural feature from the DI. The experimental results show that our proposed method outperformed other methods on most selected datasets. However, for highly-detailed change regions, there is still much room for improvement, which can be covered by future works.
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