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Abstract

This paper proposes a method to allow users to select target species for detection, generate an initial detection model by selecting a small piece of image sample and as the movie plays, continue training this detection model automatically. This method has noticeable detection results for several types of objects. The framework of this study is divided into two parts: the initial detection model and the online learning section. The detection model initialization phase use a sample size based on the proportion of users of the Haar-like features to generate a pool of features, which is used to train and select effective classifiers. Then, as the movie plays, the detecting model detects the new sample using the NN Classifier with positive and negative samples and the similarity model calculates new samples based on the fusion background model to calculate a new sample and detect the relative similarity to the target. From this relative similarity-based conservative classification of new samples, the conserved positive and negative samples classified by the video player are used for automatic online learning and training to continuously update the classifier. In this paper, the results of the test for different types of objects show the ability to detect the target by choosing a small number of samples and performing automatic online learning, effectively reducing the manpower needed to collect a large number of image samples and a large amount of time for training. The Experimental results also reveal good detection capability.

© 2018 The Authors. Published by Elsevier Ltd.
This is an open access article under the CC BY-NC-ND license (https://creativecommons.org/licenses/by-nc-nd/4.0/)
Selection and peer-review under responsibility of the INNS Conference on Big Data and Deep Learning 2018.

Keywords: Object detection; On-line learning; learning from video; real-time streaming

* Corresponding author. Tel.: +61-2-9514-4426.
E-mail address: mukesh.nctu@gmail.com
1. Introduction

One of the main research topics in computer vision field is to establish an effective object detection system that can precisely find the target object in the source video frame. The object detection technique plays a key role in many applications such as face detection [1], pedestrian detection [2-4], vehicle detection [5-8], robotic system, industrial automation, and automated surveillance system. A popular approach in many object detection studies is to gather a set of positive and negative images by hand, and build the detection model by selecting the features that are well adapted to the target object. Viola and Jones [1] introduced the concept of a cascade of classifiers constructed by the Adaboost algorithm with Haar-like features [9]. Their algorithm is successfully used in applications due to its fast computation speed and acceptable detection accuracy. Khammari and Nashashibi [10] use the gradient of the vehicle shadow as a feature to detect the vehicle using the AdaBoost algorithm. Gerónimo and López [11] train the AdaBoost classifier with Haar-like features and edge orientation histograms that achieve satisfactory results in pedestrian recognition. Dalal and Triggs [12] propose the histogram of oriented gradient (HOG) to capture the edge and contour of objects, which shows effectiveness in the representation of pedestrian shape information.

To date, many object detection methods rely on a large amount of manually labeled positive and negative training sets to achieve reasonable performance. However, it can be very time-consuming to label a large training image set. The training of a classifier can become expensive when the dataset is huge. Furthermore, for images that do not exist in the training set, the whole model must be retrained to adapt to new dataset. Thus, these methods are considered limited for some applications that do not have sufficient available training samples. Recently, deep learning based techniques have achieved great success in variety of applications such as face recognition, object detection, and speech recognition [13-17]. As a mainly used architecture in the recognition tasks, CNN achieves the-state-of-art performance in many computer vision tasks. Inspired by biological processes, several techniques are adopted in CNN, such as local receptive fields, weight sharing, and spatial subsampling, which benefit two-dimensional pattern recognition tasks. There has been shown that CNN is capable to learn discriminative features with shift-invariant property that has great effectiveness in image recognition application [18]. Although CNN model has been shown to be powerful in the recognition tasks, its impressive performance rely on large amount of training data set and very long pre-training time. The more important factor that prevent CNN from practical real-time applications is the expensive computational cost of deep neural network. Most of the large-scale CNN proposed in recent research have exceed 1M trainable parameters [13,19-20], which make the training process time-consuming. Moreover, due to the high complexity of CNN, the training model can easily lead to overfitting if too few training data are available. For the reasons mentioned above, CNN can be considered as not suitable for real-time application with limited training data.

The critical issue to overcome the above limitation is the development of an online learning framework that has low training cost and few manually labeled data. Oza and S. Russell [21] developed an online version of Adaboost that performs classification via a sequence of weak classifiers. Each classifier adjusts the weight of the new sample based on the classification result of the new sample. Roth [22-23] proposed a conservative learning method that utilizes two types of models: the reconstructive model and discriminative classifier. The detection result of the discriminative classifier is verified by the reconstructive model, and the discriminative classifier is further improved by a conservative update strategy. Grabner and Bischof [24-25] proposed an online boosting tracker based on the concepts of a feature selector. A feature selector consist of a set of weak classifiers, and at the update stage of each video frame, the selector selects some weak classifiers with the lowest error for online classification. Kalal [26] combines tracking and detection in the Tracking-Learning-Detection (TLD) algorithm for long-term tracking task. TLD can learn a classifier for each target and then apply this classifier for object detection. The learnt detector can re-initialize the tracker whenever the target is lost.

This paper presents a fast and self-adaptive on-line learning detection framework for the detection of unknown objects using a small number of initial training samples. In general, it is difficult to obtain a sufficient amount of positive examples for an online learning algorithm without hand labeling; therefore, how to efficiently collect reliable positive examples for the learning of the classifier has become a critical issue. To preserve the quality of learning, an update policy that can reject false training data needs to be considered. The updating of the object detector in our proposed method is mainly inspired by the work on similarity measures in TLD [26]. The similarity measure compares the new sample and the initial templates; the new samples with confident similarity scores are
used in the update procedure. By evaluating the resemblance between the new sample and the initial templates, one can find suitable samples for the update process in a reasonable time assuming that all initial templates are reliable.

In this framework, only the selection of the target object must be performed manually, and other tasks, including the labeling of training data are automatically addressed by the visual system. The rest of the paper is organized as follows; section 2 details the proposed approach, section 3 reports the experimental results and finally, section 4 presents the conclusions and future work.

2. System Overview

This section explains the overall architecture of the proposed system; Fig. 1 presents the graphical representation of this procedure. The process can be divided into three stages: (1) the initialization of the detection model; (2) the classification of the input video frames; and (3) the update process of the detection model.

2.1. Initialization of the detection model

The proposed system focuses on the problem of detecting an unknown object in the video frame, so there is no need to manually label the target object. First we select several bounding boxes from the initial video frame by hand, as shown in Fig. 2. These initial bounding boxes are treated as the target objects in the detection task. Next, the initial templates are obtained from the video frame using sliding windows with different scales but the same aspect ratio (given by the initial bounding boxes). For the training of the object detector, all templates are labeled as positive/negative according to their overlap region at the initial bounding boxes. Fig. 4 demonstrates some examples of positive templates and negative templates. If the overlap region between the template and the initial bounding box exceeds 60%, the template is labeled as positive samples. In contrast, the template is labeled as negative samples for the case when the overlap region is lower than 40%. This paper uses a cascade boosting-based classifier with Haar-like features as the detection model because of its low computational cost. With the rapid calculation speed of Haar-like features, the initialization of the object detector can be processed in a reasonable time. Fig. 3 describes seven types of basic Haar-like features used to build the feature pool. It generates 1600 features with random types and locations to train the boosting classifier.

During the learning process under real-world condition, the detection system needs sufficient knowledge of the target to provide a robust evaluation of the visual input, so training the weak classifiers that can effectively recognize the positive samples becomes an important issue. In fact, every weak classifier should be able to perfectly identify all positive templates in the initialization phase. This approach ensures that the unused weak classifiers in the initialization phase also have sufficient ability to identify the target in the input frame. To fulfill this requirement, the threshold of each weak classifier is adjusted low enough that all positive templates can be identified. After the threshold of each weak classifier is determined, the model initialization is complete when a set of weak classifiers are identified that can remove all negative templates.
2.2. Online update scheme

Given a collection of patches in a new video frame that are predicted to be positive samples by the object detector, \( F = \{f_1, f_2, \ldots, f_i, \ldots, f_n\} \), consider a cross-correlation function to measure the similarity between each patch \( f_i \) and the templates \( t \) described in the previous section. To alleviate the effect of illumination variations, all images will be normalized to zero mean before the similarity comparison. The similarity of \( f_i \) and the \( t \) can be computed by the following cross-correlation function:

\[
C_m = \frac{1}{n} \sum_{x,y} \frac{(f_i(x,y) - \bar{f}_i)(t_m(x,y) - \bar{t}_m)}{\sigma_{f_i}\sigma_{t_m}}
\]  

(1)

where \( n \) is the amount of templates, \( f_i(x,y) \) is the pixel value of \( f_i \) in \( (x,y) \), \( t_m(x,y) \) is the pixel value of the \( m \)-th template in \( (x,y) \), and \( \bar{f}_i, \bar{t}_m, \sigma_{f_i}, \sigma_{t_m} \) are the mean pixel value and the variance of \( f_i \) and \( t_m \). First, this paper performs background detection for \( f_i \) and the template with the same position information in the video frame, as shown in Fig. 5. The patch \( f_i \) will be classified as background (i.e., false positive sample) if it has a very high similarity score with the template; otherwise, it needs to measure the similarity of \( f_i \) to all templates. After the similarity comparison, denote the maximum similarity scores in the positive and negative templates as \( P_{max} \) and \( N_{max} \). For the identification of \( f_i \), use a relative similarity to measure the confidence of each patch \( f_i \) as in TLD [18]:

\[
\text{relative similarity} = \frac{P_{max}}{P_{max} + N_{max}}
\]  

(2)

In the proposed system, updates are performed only if the patch has high confidence in the evaluation of relative similarity. The other patches with medium relative similarity do not participate in the update process. As shown in Fig. 6, \( f_i \) is classified as positive if its relative similarity is greater than 0.7 and negative if the relative similarity is lower than 0.2. In the model update phase, the object detector is enhanced by cascading a set of new weak classifiers. It should be noticed that the old weak classifiers that are already used in the object detector are not updated. The main idea of this update strategy is to help the object detector to learn new information under the premise that the old knowledge is not forgotten. Similarly, to the concept of the initialization training phase, the
weak classifiers used to update the object detector are required to successfully detect all positive patches. In our approach, the object detector is reinforced by the weak classifiers that can remove maximum number of the negative patches. It should be noticed that the old weak classifiers that are already used in the object detector are not updated. The main idea of this update strategy is to help the object detector to learn new information under the premise that the old knowledge is not forgotten. As illustrated in Fig. 7, the positive and negative patched with relatively low similarity to the current templates are added into the template pool by enhancing the diversity of templates. Our experiment shows that this approach can effectively remove the false positive patch via the new added weak classifiers and preserve the recognition ability for the true positive patch based on the old weak classifier.

3. Experimental Result

This section reports a set of performance evaluation tests on the proposed system. The CAVIAR dataset for pedestrian detection. In this paper, the F-measure is selected as the evaluation criterion because it considers both precision and recall. For the F-measure, the trade-off between precision rate and recall rate must be considered. If the recall rate is too low, then only a small fraction of the target objects are identified, and a low F-measure is obtained even if a high precision rate is achieved.

3.1. Comparison with Online Conservative Learning framework

In the conservative learning framework [22], a very strict update policy is used. In other words, only the confidently verified patches are utilized for the model update. For this reason, the precision rate of the conservative learning framework is high due to its small number of false positive updates. Table. 1 depicts the results of comparing the conservative learning method and the proposed system when trained with 1200 frames. Our approach clearly outperforms conservative learning in both precision and recall. In addition, the curves of the precision, recall and F-measure for the CAVIAR test sequence are shown in Fig. 8. It can be observed that the precision rate gradually increases over time, which indicates that the proposed system has a good ability to learn the correct information in each video frames.

![Fig. 2. Select the target object for the model initialization](image-url)
Fig. 3. Seven types of basic Haar-like features
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Fig. 4. Examples of initial templates (a) positive templates, (b) negative templates

Fig. 5. Background checking for each detected patch
3.2. Detection of different targets

As discussed in section 2, there is no need to specify the type of target object in the proposed system, so the user can select several types of object to initialize the detection model. Fig. 9 presents some examples of detection results for different objects. According to the experiments, the proposed system can achieve reasonable performance for a rigid object. In the case of appearance variation caused by viewpoint, the proposed system permits the user to create initial templates with different image sizes as shown in Fig. 3 (a) and therefore the object is not lost until its appearance change is not too large.

Table 1. Comparison results for the CAVIAR sequence

<table>
<thead>
<tr>
<th>Method</th>
<th>Precision rate</th>
<th>Recall rate</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Online Conservative Learning</td>
<td>86.0%</td>
<td>60.0%</td>
<td>70.6%</td>
</tr>
<tr>
<td>The proposed system</td>
<td>90.9%</td>
<td>61.9%</td>
<td>73.6%</td>
</tr>
</tbody>
</table>
Fig. 7. The update of template pool (Only the positive and patches with relatively low similarity to the current templates are considered for the update process).

Fig. 8. Performance of the proposed system for the CAVIAR sequence
Fig. 9. Examples of the detection result of the proposed system on different targets: (a) electrocardiography, (b) coin

4. Conclusion

This paper presented an online learning framework that is used to detect various types of object with a small initial training set. To address the problem of the lack of positive training data, a set of similarity measures are used to verify how much the input patch resembles the appearance in the positive templates. If all initial templates are considered reliable, it is easier to identify suitable patches for updating. Furthermore, a strict threshold is applied to the similarity measure to reduce false updates. In contrast, the object detector is designed to learn all positive updates, so a relatively low threshold is chosen in its weak classifier. To measure the performance of the proposed system, a real-time implementation can be done on the CAVIAR test sequence. Our experimental results show a comparable precision rate and F-measure which means that our approach can adapt to real world scenario.

There are several challenges to be addressed in improving the proposed system algorithm. This approach does not perform well in recall measures due to its less positive updates. Only the patches marked as positive by the model are considered in the update time; therefore, there is no way to address objects that are not detected. Moreover, extreme illumination conditions and change in the appearance of the object degrade the performance of the proposed system. To handle these problems, an interesting extension of the proposed system would be to include an auxiliary classification method to mitigate the misclassification of the object detector.
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