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Abstract: Phase unwrapping is an important but challenging issue in phase measurement. Even with the research efforts of a few decades, unfortunately, the problem remains not well solved, especially when heavy noise and aliasing (undersampling) are present. We propose a database generation method for phase-type objects and a one-step deep learning phase unwrapping method. With a trained deep neural network, the unseen phase fields of living mouse osteoblasts and dynamic candle flame are successfully unwrapped, demonstrating that the complicated nonlinear phase unwrapping task can be directly fulfilled in one step by a single deep neural network. Excellent anti-noise and anti-aliasing performances outperforming classical methods are highlighted in this paper.
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1. Introduction

Phase calculation is required in many measurement and imaging techniques, such as synthetic aperture radar (SAR) interferometry [1], optical interferometry [2], wave-front compensation [3,4], and magnetic resonance imaging (MRI) [5], to yield a physical quantity of interest. However, the phase of a wavefront directly calculated from a complex exponent is wrapped in the range of (-π, π] [6]. The wrapped phase must be unwrapped to provide an estimate of the underlying physical quantity. There are two classical spatial strategies to solve the phase unwrapping problem: minimum-norm methods, path-following methods [7,8]. However, when the wrapped phase contains noise or aliasing (undersampling), the minimum-norm methods cannot limit the propagation of phase error caused by unreliable data points in space, getting an incorrect unwrapped phase, while the path-following methods will encounter the integration-path inconsistency problem [6]. In addition to the spatial method, there are temporal phase unwrapping methods which cannot be implemented in a single wrapped phase [9].

Deep learning, whose motivation lies in building and simulating the neural network of the human brain to analyze learning, is a new field in machine learning research. The earliest idea of neural networks originated from the MCP (McCulloch and Pitts) artificial neuron model in 1943 [10]. The first use of the MCP artificial neuron model for machine learning (classification) was the perceptron invented by Rosenblatt in 1958 [11]. In 1986, Hinton invented the back-propagating (BP) algorithm for multi-layer perceptron (MLP) and adopted sigmoid for nonlinear mapping, effectively solving the nonlinear classification and learning problems [12]. Since 1991, the development of deep learning has encountered bottlenecks due to the gradient disappearance problem [13]. Fortunately, Hinton proposed the solution to the gradient disappearance problem in 2006 and the rectified linear unit (ReLU) in 2010 [14,15].
In 2015, Ioffe and Szegedy proposed another solution called batch normalization (BN) [16] for the gradient disappearance problem. In recent years, deep learning has become more and more popular owing to the introduction of new network architectures (i.e., AlexNet, VGG, GoogLeNet, Inception V3, ResNet) [17–20] and the rapid development of hardware computing speed (such as graphics processing unit of AMD and NVIDIA). At the same time, deep learning has been applied to solve inverse problems in imaging science, such as super-resolution [21–24], computed tomography [25], magnetic resonance imaging [26], photoacoustic tomography [27], holography [28–34], and imaging through scattering media [35–39]. Therefore, it is a natural curiosity whether the deep learning is also suitable for phase unwrapping. In fact, as early as 2000, it has been suggested to use a supervised feedforward multilayer perceptron neural network (25 inputs, 5 hidden units, and 3 outputs) to detect phase discontinuities in optical Doppler tomography images, which is a classification-based pixel-by-pixel low-complexity phase discontinuities detection method [40]. Recently, an analogously upgraded method was proposed, in which a pixel-wise classification layer followed encoder-decoder network is used to directly classify all pixels into different wrap-count instead of pixel by pixel. However, because the classification result of the network is not accurate enough, it is necessary to use post-processing (clustering-based smoothness) to optimize it. Then, this optimized result is added to the wrapping phase to get the true phase [41]. What’s more, if a pixel is incorrectly classified, the error of this pixel will be integer multiple of $2\pi$ ($2\pi$ at least), which is unacceptable in practical applications.

Dardikman and Shaked proposed to use a neural network to establish the mapping relationship between wrapped phase and unwrapped phase, but they only demonstrated preliminary results [42].

Aiming to fundamentally tackle the phase unwrapping problem, a one-step deep learning phase unwrapping (DLPU) method and a database generation method specifically for phase-type objects are proposed in this paper. This network is trained to statistically learn the mapping relation between wrapped phase and corresponding unwrapped phase. That is, a network can be trained to learn the phase unwrapping operation. The training stage only needs to be performed once, and then the network can be used to accurately unwrap actual wrapped phase images. The network runs quickly (less than 30ms for a wrapped phase image with size of 256 × 256 pixels) and automatically (without any pre-processing or post-processing). By comparing with the least square (LS, a minimum-norm method) [7] and the quality-guided (QG, a path-following method) methods [8], the DLPU method shows an excellent robustness for the wrapped phase containing noises and aliasing in varying degrees. Finally, the generalization capability of the DLPU method is demonstrated by successful unwrapping of the phase images of living mouse osteoblasts and dynamic candle flame which has not been seen by the neural network.

2. Materials and methods

2.1. Training and testing data sets

Assuming that $\varphi(x, y)$ is the real phase image to be measured, and $\psi(x, y)$ is the wrapped phase provided by optical systems, they have the following relationship:

$$
\psi(x, y) = \text{angle}\{\exp[j\varphi(x, y)]\},
$$

where $j$ is the imaginary unit; angle(·) takes the argument of a complex number and effectively wraps the real phase into the range of $(-\pi, \pi)$. Reconstructing $\varphi(x, y)$ from $\psi(x, y)$ is called phase unwrapping, which suffers many challenges such as noise and aliasing.

There are two steps in the generation of the real phase. The first step is to generate an initial square matrix whose size (2 × 2 to 25 × 25 for this experiment), range of values (2 to 100 for this experiment) and distributed type (one of uniformly and Gauss distributed random matrix) are all random. The second step is to amplify (by one of the nearest, bilinear and
bicubic interpolations) the matrix into a larger matrix (256 × 256 for this experiment). There are four random parameters in the real phase generation. The size of the initial matrix determines the number and position of the extreme points in the final real phase. The range of the initial matrix determines the gradient of the final real phase. The distribution type of the initial matrix and the interpolation method determine the distribution of the final real phase. Four examples of the real phase generation process are shown in Fig. 1, from which we can see different real phase distributions with different initial random square matrices.

We generated 37,500 real phase images and obtained corresponding wrapped phase images by Eq. (1), among which, 80%, 10% and 10% are used as training image set (partly shown in Supplementary Visualization 1), validation image set and testing image set, respectively. Noise with a random type (one of Gaussian, salt & pepper or multiplicative noises) and a random level (standard deviations of Gaussian and multiplicative noises from 0.01 to 0.20, or density of salt & pepper noise from 0.01 to 0.20) was then added into wrapped phase images of the training image set.

2.2. The process of DLPU method

The proposed DLPU method has two stages, network training shown in Fig. 2(a) to establish the nonlinear mapping between $\psi$ and $\varphi$ and network testing shown in Fig. 2(b) to reconstruct $\varphi(x, y)$ from $\psi$, directly.

For the network training, real phase images are generated firstly as the ground truth, and their wrapped versions are computed by Eq. (1) as the input, as shown in the orange part of Fig. 2(a). During training, as illustrated in the blue part of Fig. 2(a), the MSE of network output by comparing with the ground truth is minimized by iterative back-propagation using the adaptive moment estimation (ADAM) based optimization with a learning rate of $10^{-3}$ to update the network’s parameters (weights and biases) [43]. The network training only needs to be executed once. The orange and blue parts are in the opposite direction.

For network testing, as illustrated in Fig. 2(b), an unseen wrapped phase image is fed into the trained network to rapidly obtain the corresponding unwrapped phase image.
2.3. The deep neural network architecture

The convolutional neural network (CNN) architecture designed for DLPU as illustrated in Fig. 3 is inspired by U-Net [44] and residual network [20]. It consists of a contracting path in left side, an expansive path in right side and a bridge path in the middle (connecting contracting and expansive paths). The contracting path consists of five repeated uses of two $3 \times 3$ convolution operations (each followed by a BN and a ReLU), a residual block (see Ref. 20 for details) between the two convolution operations, and a $2 \times 2$ max pooling operation with stride 2 (for down sampling). We increase the number of feature channels by the first convolution operation in every repeat (the first from 1 channel to 8 channels with 8 convolution kernels, the rest for double channels with 2 convolution kernels). The bridge path is gained by removing the max pooling operation from contracting path. Each step in expansive path consists of a deconvolution (transposed convolution) concatenating with corresponding feature map at contracting path by skip connection, two $3 \times 3$ convolutions followed by a BN and a ReLU, and a residual block between the two convolutions. The two convolutions in each repeat decrease the number of feature channels (the last from eight channels to one channel, the rest for halving channels). The shortcut connections of the residual blocks and the skip connections speed up the convergence of the network by transferring the gradient of the back layers to the front layers. There are 49 convolutional layers including deconvolution in the network. Contracting path can be understood as a kind of downsampling, whose purpose is to convert the information of the input space into a more abstract and high-level feature space through feature extraction of multiple convolution layers. Correspondingly, the expansive path is to convert this abstract and high-level information into an expression of the output space through multiple deconvolution layers. For
the DLPU, it is to establish the mapping relationship from the wrapped form to the unwrapped form.

![Fig. 3. Detailed schematic of the convolutional artificial neural network architecture. Each blue box corresponds to a multi-channel feature map. The number of channels is provided on top of the box. The x-y-size is denoted at the lower left edge of the box. White-dotted boxes represent copied feature maps. The arrows and symbols denote the different operations.](image)

2.4. Network implementation details

The CNN architecture is implemented using the TensorFlow framework version 1.1.0 based on Python 3.6.1. We performed the network training and testing on a PC with Core i7-8700K CPU (3.8 GHz) and 16 GB of RAM, using NVIDIA GeForce GTX 1080Ti GPU. The training process took ~12h for, e.g., 92 epochs (~30,000 pairs images size of 256 × 256 pixels in batch size of 64). After training, the phase unwrapping time of the network (with size of 256 × 256 pixels) was ~30ms.

3. Results

3.1. Feasibility and accuracy tests

The first step of the DLPU method is training the network to learn the statistical transformation between wrapped phase images and corresponding real phase images. To avoid overfitting of the neural network, the training was stopped when the network performance on the validation image set began to decline.

The trained network was tested by the samples included in the testing image set. The upper part of Fig. 4 shows an example of wrapped and real phase taken from the testing image set and its CNN result. Structural similarity (SSIM) [45] index of the CNN result with the ground truth is 0.991. We further compared the phase height across the horizontal directional lines (solid line for the horizontal direction, dashed line for vertical direction) indicated in real phase (red lines) and CNN result (blue lines), as illustrated in the lower part of Fig. 4. The root mean squared error (RMSE) and the maximum error between CNN result and real phase are ~0.09π and ~0.17π, respectively. The above comparisons demonstrate the feasibility and accuracy of the DLPU method.
3.2. Anti-noise performance test

Noise inevitably presents in the wrapped phase images and thus the anti-noise performance of the DLPU is tested. A wrapped phase image is randomly selected from the testing image set. The range of the wrapped phase image is linearly mapped into [0, 1], and then Gaussian, salt & pepper and multiplicative noises in different levels (the standard deviations of Gaussian and multiplicative noises from 0.01 to 0.40, and the density of salt & pepper noise from 0.01 to 0.40) are added together to the wrapped phase image which then is linearly mapped back to the same range as the input.

The noisy wrapped phase image was unwrapped by LS, QG and DLPU methods, respectively. As illustrated in Fig. 5, we calculated SSIM indices of the LS, QG and CNN results with the ground truth, shown by the solid lines, and Signal-to-Noise Ratio (SNR) of the noisy wrapped images, shown by dotted lines. With the increase of the noise level (SNR of the noisy wrapped images declining from 9 dB to less than −2 dB), SSIM indices of the LS and QG results (the blue and cyan lines) declines from 1 to less than 0.27, but SSIM index of the CNN results (the green line) declines from 1 to 0.75 (2.78 times higher than those of the LS and QG results).

To reduce the adverse impact of noises, the usual practice is applying a denoise operation before phase unwrapping. Therefore, the wrapped phase images were denoised by window Fourier transform (WFT) before using LS and QG methods to do phase unwrapping [46]. As
illustrated in Fig. 5, SSIM indices of the WFT-LS and WFT-QG results (the purple and orange lines) decline from 1 to less than 0.53 and 0.40, respectively. Although WFT does make LS and QG results better, CNN still outperform them (in terms of SSIM index, CNN is 1.41 times higher than that of the WFT-LS results, and 1.88 times higher than that of the WFT-QG results). For noises levels less than 0.15, SSIM index of the CNN results is about 0.4% lower than that of the WFT-LS and WFT-QG results. To make it more intuitive, the error maps of the unwrapping results with noise level from 0.05 to 0.40 with an interval of 0.05 are shown in the lower part (full results in Supplementary Visualization 2). All the comparisons in Fig. 5 surprisingly demonstrate that the DLPU method does much better than the LS and QG methods, even better than WFT-LS and WFT-QG methods, in anti-noise performance.

Fig. 5. SSIM indices (solid lines) of CNN, LS, QG, WFT-LS and WFT-QG results with the ground truth, SNR (dotted lines) of the noisy wrapped images while the level of the noises increasing from 0.01 to 0.40 (standard-deviations of Gaussian and multiplicative noises from 0.01 to 0.40, and density of salt & pepper noise from 0.01 to 0.40). The wrapped phase, real phase, the error maps of the CNN results (in green box), the error maps of the LS results (in blue box), the error maps of the QG results (in cyan box), the error maps of the WFT-LS results (in purple box) and the error maps of the WFT-QG results (in orange box) of the example are shown in the lower part from 0.05 to 0.40 with an interval of 0.05. Also see Supplementary Visualization 2 for a detailed comparison.
3.3. Anti-aliasing performance test

Another often encountered problem is aliasing, which happens when the phase field distorted dramatically. To test anti-aliasing performance of the DLPU method, we randomly chose a real phase image from the testing image set, linearly mapped the height of the real phase image into the range $[0, H]$, where $H$ is from $5 \sim 1.6\pi$ to $100 \sim 31.8\pi$ radians, and then wrapped the real phase image by Eq. (1). After that, the series of wrapped phase images were unwrapped by LS, QG and DLPU methods.

In Fig. 6, we calculated SSIM indices of the LS, QG and DLPU results, shown by the solid lines, and counted the percentage of aliasing pixels in the real phase image and wrong unwrapping pixels in the results of the three methods, shown by dotted lines. A pixel is considered aliased when the transverse or longitudinal difference value of the real phase image is greater than $\pi$ (which is derived from sampling theorem). The unwrapping result at a pixel is considered wrong when the absolute difference between results of the three methods and ground truth is greater than $0.20\pi$.

As illustrated in Fig. 6, with the increase of the real phase height (i.e., degree of the aliasing is getting worse), the DLPU method performs much more robustly than the others. In detail, SSIM indices of the LS and QG results (the blue and cyan solid lines) start to decline at the phase height of 27 radians rapidly from 0.99 to 0.20, while SSIM index of the DLPU method (the green solid line) starts to decline at the phase height of 70 radians from 0.99 to 0.80 (4.00 times higher than those that of LS and QG results). Correspondingly, with increase of the aliasing pixel proportion (the magenta dotted line from 0 to 0.56), incorrect pixel proportion of the DLPU results (the green dotted line) increases from 0 to 0.20, but that of the LS and QG results (the blue and cyan dotted lines) increases from 0 to 0.71 (3.55 times higher than that of the DLPU results). More intuitively, the error maps of the example from different methods are shown in the lower part from 11 to 99 with an interval of 11 units, except for the case that the second column is the results’ error maps at the phase height of 27 where the aliasing starts to appear (full results in Supplementary Visualization 3). The LS and QG methods are seen very sensitive to the aliasing points, the DLPU on the contrary, shows stronger immunity to aliasing. The WFT is not involved in this comparison as it does not help to solve the aliasing problem.
3.4. Generalization capability test

To verify the generalization capability of the DLPU method, we tested the CNN (which is trained by simulated training image set) by the phase data of living mouse osteoblasts and compared the unwrapping result with LS and QG methods. Firstly, we calculated the real phase of living mouse osteoblasts directly by the transport of intensity equation (TIE) [47] method which has been widely used in the field of optical microscopy to achieve quantitative phase microscopic imaging [48–55]. The TIE was solved by use of the fast Fourier transform algorithm. Then, the corresponding wrapped phase gained from the real phase of living mouse osteoblasts by Eq. (1) was unwrapped by the DLPU, LS and QG methods, respectively. The results of the three methods, their error maps and the aliasing maps of TIE are exemplified in Fig. 7. The DLPU method still can unwrap the wrapped phase of living mouse osteoblasts, although the phase images of living mouse osteoblasts are not included in the training image set. This comparison illustrates that the image transformation of the trained CNN not only reflects the relation between simulative wrapped and unwrapped phases, but also the statistical mapping relation between the wrapped and unwrapped phases of different
phase distributions where the generalization ability lies. Interestingly, as shown by the red arrow in Fig. 7, when the TIE images appear aliasing, the LS and QG results show a large error, but the DLPU method performs well.

Fig. 7. Comparison of the results between CNN, LS and QG methods.

To further verify the generalization capability of the DLPU method, we unwrapped the wrapped phase of the dynamic candle flame which was obtained by off-axis digital holography with a Mach-Zehnder interferometer. During this experiment, the flame was disturbed by a fan to generate different phase distribution. The wrapped phase of dynamic candle flame, corresponding unwrapped phase reconstructed by the DLPU and LS methods in different frames and their different maps in different frames within 20s are shown in Supplementary Visualization 4, and the extractions at 1st, 63th, 152th, 209th, 238th, 299th, 374th and 400th frames are shown in Fig. 8. The CNN again successfully reconstructs the unwrapped phase from these different and unseen wrapped phase images.

To verify that the anti-aliasing ability is also extended to the phase that the network has not seen. We randomly select one from the flame phase and linearly map its real phase range to 200 radians, and then wrap it with Eq. (1). The wrapped phase with the aliasing point is unwrapped using the LS, QG and DLPU methods, whose results are shown in Fig. 9.

Fig. 8. Wrapped phase, corresponding unwrapped phase of dynamic candle flame reconstructed by the DLPU and LS methods, and their different maps in different frames within 20s. (I) 1th frame, (II) 63th frame, (III) 152th frame, (IV) 209th frame, (V) 238th frame, (VI) 299th frame, (VII) 374th frame, (VIII) 400th frame. Also see Supplementary Visualization 4 for full results.
4. Discussions and conclusion

An accurate and appropriate training set is important for deep learning. The currently published image data sets, such as ImageNet and MNIST, only have the amplitude information and are used for image recognition, classification, understanding, etc. Hence, we propose a database generation method specifically for phase-type objects, such as cell phase and flow field phase. Four random parameters are set in the real phase generation to get a big variety of phase distribution, ensuring the generalization of the training set. More specifically, the size of the initial random matrix determines the number and position of the extreme points in the final real phase, which can be clearly seen in Fig. 1. As shown in Fig. 10(a), for the real phase with the same distribution, when the height increases, the high-frequency information of its wrapped phase also increases. As shown in Fig. 10(b), for the real phase with the same height, when the size of the matrix used to generate the real phase increases, the high-frequency information of its wrapped phase also increases. After real phase generation, we wrap the corresponding real phase by the Eq. (1), ensuring that wrapped phase of the training set is 100% correct. In training, the network learns the inverse operation of the Eq. (1) guided by training set.
As the height range of the training set is from 0 to 70 radians, when the tested phase is beyond this range, the CNN starts to hallucinate and unwraps incorrect phase, with a gradually declining SSIM index, as illustrated in Supplementary Visualization 3 and Fig. 6. A similar behavior is also observed in Supplementary Visualization 2 and Fig. 5 for the anti-noise test. This behavior illustrates that the output images of the CNN are driven by the image transformation between wrapped phase and corresponding real phase of the trained neural network. Interestingly, SSIM index of the DLPU results maintains at a high level which is far superior to the two classical methods, even the noise or height degree has been beyond that of the training image set. In addition, we demonstrate that the anti-aliasing ability of neural networks is also feasible for a sample that has never been seen before. As shown in Fig. 9, for a flame phase, since the gradient of the real phase is too large, aliasing points occur in the wrapped phase. The DLPU, LS and QG methods are used to do unwrap and the results show that the DLPU result is much better than the other two classical methods. The quantitative SSIM indices comparisons are listed in Table 1.
The trained network can still unwrap the phases of the cell and candle flame which are not seen by the network during training, indicating that the network is not only pattern-matching, but also learning a generalizable model approximating the phase unwrapping operation. What the network learns from the data set is a universal prior feature information applicable for phase unwrapping. In order to find the reason why the network can unwrap the wrapped phase of unseen sample such as flame, we calculate the proportions of training set whose SSIM indices with the flame phase are higher than 0.5, shown in Table 2, and find that the similar proportion ranges from 6% to 10%. More intuitively, we pick out two wrapped phase (whose SSIM indices with the phase of the first frame flame is largest) from the training sets (shown in Fig. 8), feed these two similar phases and the phase of the first frame flame into the trained network, and visualize five middle convolution layers before the max pooling operation in Fig. 11. For a clearer display, the last four feature maps are enlarged appropriately. For these three inputs and their shallow convolution layers (Conv_1 and Conv_2), we can only roughly say that the distribution of the flame phase is a little similar to these two phases of the training set. However, as the convolution layer goes deeper, the receptive field of the network becomes larger, the feature space becomes more abstract, and the distribution of the convolution layers becomes more similar, further illustrating that the flame phase and the two similar phases of the training set are more similar in high-level feature space (which is the reason why the network can unwrap the wrapped phase of unseen sample such as flame). That is to say, looking to the input from the deep layer of the network, what you see is the result of filtering the input with a ‘big’ abstract convolution (whose receptive field is large). Therefore, in the perspective of two-dimensional spatial distribution, the flame phase and these two similar phases of the training set are only similar in style, but their deep convolution layers of the network have almost the same distribution. Quantitatively, the average SSIM indices of the flame phase and these two similar phases of the training set (layer by layer) are calculated in Table 3, in which, the deeper the network layer, the larger the SSIM indices.

Table 1. SSIM indices of the three methods with Real phase shown in Fig. 9.

<table>
<thead>
<tr>
<th>Methods</th>
<th>DLPU</th>
<th>LS</th>
<th>OQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSIM</td>
<td>0.98</td>
<td>0.70</td>
<td>0.60</td>
</tr>
</tbody>
</table>
In this paper, we proposed and demonstrated a deep-learning-based method for phase unwrapping. The DLPU method has an overwhelming robustness, compared with two classical phase unwrapping methods (LS and QG) which are helpless for the condition of serious noises and aliasing. The generalization capability of DLPU method is verified by unwrapping the phase of living mouse osteoblasts and dynamic candle flame using the CNN which is trained by simulative phase-type image set. The results of this work provide compelling evidence that deep learning has much greater advantage in phase unwrapping than classical methods and can be widely applied to all the measurements and imaging techniques requiring phase unwrapping. We intend to undertake further studies in future work such as evaluating the effect of discontinuities.
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