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Energy-Efficient Synchronous-Logic and Asynchronous-Logic FFT/IFFT Processors

Kwen-Siong Chong, Student Member, IEEE, Bah-Hwee Gwee, Senior Member, IEEE, and Joseph S. Chang

Abstract—Two 128-point 16-bit radix-2 FFT/IFFT processors based on synchronous-logic (sync) and asynchronous-logic (async) for low voltage (1.1–1.4 V) energy-critical low-speed hearing aids are described. The two processors herein are designed with the same function and similar architecture, and the emphasis is on energy efficacy. The async approach, on average, features lower energy per FFT/IFFT computation than the sync approach but with larger IC area penalty and an inconsequential 1.4 times worse delay; the async design can be designed to be 0.24 times faster and with largely the same energy dissipation if the matched delay elements and the latch controllers therein are better optimized. In this low-speed application, the lower energy feature of the async design is not attributed to the absence of the clock infrastructure but instead to the adoption of established and proposed async circuit designs, resulting in reduced redundant operations and reduced spurious/glitch switching, and to the use of latches. The prototype async FFT/IFFT processor (in a 0.35-μm CMOS process) can be operated at 1.0 V and dissipates 93 nJ.

Index Terms—Asynchronous-logic, fast Fourier transform (FFT), hearing aids, inverse FFT (IFFT), low energy, synchronous-logic.

I. INTRODUCTION

HEARING AIDS (hearing instruments) are high-efficacy assistive biomedical devices to improve the speech intelligibility of hearing impaired users. The primary challenges in these subminiature devices are often power dissipation related [1], [2] due to the need to realize a number of advanced signal processing algorithms, including a filterbank [3], noise reduction, feedback cancellation and amplification (usually Class-D amplifiers [4]). Physically, the limitations are largely due to the low-voltage (1.1–1.4 V) low-energy capacity (∼100 mAh) miniature-size battery whose life-span is expected to be ∼100 hours or more, and due to aesthetics of hearing instruments.

There is considerable research in low power (and energy) design techniques [5]–[7] for digital circuits based on the synchronous-logic (sync) approach. The sync approach is prevalent largely due to the maturity of its design methodology, design simplicity and the availability of many commercial EDA design tools. The asynchronous-logic (async) approach [8]–[12], on the other hand, is an alternative with potential power advantage largely due to the absence of a global clock infrastructure (required in the sync approach), reduced redundant operations and reduced glitches/spurious switching. Nonetheless, only a small number of async designs [8]–[12] have been demonstrated to date, and the adoption of async design remains stymied, to a large part, by the nascent tools available.

In this paper, the design of an energy-efficient async 128-point 16-bit Fast Fourier Transform/Inverse Fast Fourier Transform (FFT/IFFT) processor based on the async approach for energy-critical applications, specifically for hearing instruments, is demonstrated. The async design is benchmarked against its sync counterpart in terms of energy, delay, and IC area. Both designs are realized with the same functionality and similar architecture, and fabricated using the same 0.35-μm CMOS process. In the case of the sync design, the well-established clock gating approach is adopted (idle state) to reduce energy dissipation when computation is not required. It will be shown that the async design, on average, dissipates ∼37% lower energy per FFT/IFFT computation than the sync design. However, the minor drawbacks of the async design are the required larger IC area, by 10%, and an inconsequential 1.4 times average worse delay, inconsequential because of the low-speed hearing instrument application. If the delay of matched delay elements is more aggressively tuned and faster latch controllers (Broad to Broadish) are selected, the async design can feature a delay 0.24 times less than the sync design, and with largely the same energy dissipation. The lower energy attribute is achieved largely by means of the async approach embodying established and several proposed async circuit designs, including: 1) reduced redundant (spurious) operations; 2) energy-efficient async datapath circuits (e.g., multiplier, memory, etc.); and 3) the use of simple latches (as opposed to flip-flops in sync designs). This design is yet another demonstration of how the async approach may be a good alternative to the prevalent sync approach.

This paper is organized as follows. Section II presents an overview of the FFT/IFFT algorithm that provides a preamble to the architecture adopted for the sync and async approaches. Section III presents a comparison of the sync and async designs. Finally, Section IV concludes the paper.

II. FFT/IFFT PROCESSOR DESIGNS

In this section, an overview of the FFT/Discrete Fourier Transform (DFT) algorithm is briefly described followed by a description of the sync and async FFT/IFFT processor designs.
Given a sequence of time samples $x(n)$ or a sequence of frequency samples $X(k)$, an $N$-point DFT and its inverse are, respectively,

$$X(k) = \sum_{n=0}^{N-1} x(n) \cdot W_N^{nk} \quad k = 0, 1, \ldots, N - 1$$

$$x(n) = \frac{1}{N} \sum_{k=0}^{N-1} X(k) \cdot W_N^{-nk} \quad n = 0, 1, \ldots, N - 1$$

where the twiddle factor $W_N^{nk} = e^{-j2\pi nk/N} = \cos(2\pi nk/N) - j\sin(2\pi nk/N)$.

The FFT is essentially derived from the DFT and the former reduces the computational complexity to $O(\log_2 N)$ (as compared to $O(N^2)$ in the latter) where $r$ is the radix number.

In this paper, both the sync and async FFT/IFFT processors [13] are based on a 128-point radix-2 decimation-in-time FFT algorithm. The prevalent radix-2 is adopted for its operational regularity and for its hardware simplicity. The inverse (IFFT) is obtained simply by negating the sine coefficients and multiplying the outputs by a scaling factor of 1/128 and using the same FFT algorithm. Equations (3a)–(3d) describe the operations for one radix-2 butterfly:

$$R'_a = R_a + [(C) \cdot R_b - (-S) \cdot I_b]$$

$$R'_b = R_a - [(C) \cdot R_b - (-S) \cdot I_b]$$

$$I'_a = I_a + [(C) \cdot I_b + (-S) \cdot R_b]$$

$$I'_b = I_a - [(C) \cdot I_b + (-S) \cdot R_b]$$

where $R_a + jI_a$ and $R_b + jI_b$ are the two inputs, and $R'_a + jI'_a$ and $R'_b + jI'_b$ are the corresponding two outputs. $C$ and $S$ are the cosine and sine coefficients of the twiddle factor.

To compute (3a)–(3d), two multipliers and three adders perform one butterfly in two data flows as depicted in Fig. 1. Data flows in Fig. 1(a) and (b), respectively, compute the real and the imaginary outputs. Each data flow requires five pipeline stages: Memory Read, Scaling, Multiplications, Additions/Subtractions, and Write Back. In Memory Read, the signals are retrieved from the memory and in Scaling, the signals are scaled (where necessary) to accommodate the signal levels and hence avoid overflow. In Multiplications, two multiplications are performed and in Additions/Subtractions, three additions/subtractions are performed. Finally, in Write Back, the outputs are stored.

Table I summarizes the sync and async FFT/IFFT processors. The sync design is based on standard digital cells and a 128 × 32-bit memory obtained from the foundry. The async design is based on several fully and partially handcrafted async cells (including two blocks of async 128 × 16-bit memories, two async multipliers, etc.) and, where pertinent, on the same cells used in the sync design. The basic philosophy here is an attempt to make the comparison of the sync design and the async design in Section III as fair as possible.

The block diagram of sync FFT/IFFT processor is depicted in Fig. 2 where two clock signals, Clk1 and Clk2, are used. The frequency of Clk2 is 2 × Clk1 and Clk2 is used to trigger the memory to obtain two sets of 32-bit memory data for

![Fig. 1. Data flows for each butterfly operation: (a) to compute the real outputs, and (b) to compute the imaginary outputs.](image-url)
every Clk1 cycle (one butterfly operation). Clk1 is used as the system clock for the remaining modules. The sync FFT/IFFT processor requires 2430 Clk2 cycles and 959 Clk1 cycles for one FFT/IFFT computation (including loading new samples and with result outputs). The well-established coarse-grain and fine-grain clock gating approaches were considered and as both approaches yield somewhat similar energy savings, the former is adopted for its simplicity. Specifically, in the coarse-grain clock gating approach, Clk2 is gated after 2430 Clk2 cycles and Clk1 gated after 959 Clk1 cycles. For a typical hearing instrument where Clk1 is 1 MHz and for a time duration of 4 ms (64 samples @ 16 kHz) for one FFT/IFFT computation, the coarse-grain clock gating blocks \( \sim 76\% \) (3041 of 4000) and \( \sim 70\% \) (5570 of 8000) of Clk1 and Clk2 respectively; note that the datapath modules in the sync design circuits are highly pipelined, thereby resulting in useful computation in most of the active clock cycles. If fine-grain clock gating is otherwise employed, only small percentage of clock cycles (i.e., a further 63 out of 4000 Clk1 cycles and a further 126 out of 8000 Clk2) may be further gated, and collectively this translates to a small 6% improvement in energy dissipation. However, this small improvement comes at a cost including a design of higher complexity (including consideration for synchronization issues, skew problems and race conditions) and this would largely defeat the small energy advantage.

The async FFT/IFFT processor is based on the 4-phase protocol (instead of the 2-phase protocol [8] for the advantages already established in literature) and is partitioned into the control portion (Async FFT/IFFT Controller and Pulse Circuit, see Fig. 3) and the datapath portion (Memory, Shifter, Multiplier, Adder, and Write Back Datapaths, see Fig. 4). The former portion pipelines the entire operation asynchronously within the processor and the latter portion executes the butterfly operations.

In Fig. 3, the Main Sequence Controller, Sample Loading Controller, Data Loading Controller, Butterfly Unit Operation Controller, Write Back Controller, and Block Floating Point Controller are collectively grouped as the Async FFT/IFFT Controller. This Async FFT/IFFT Controller controls the
Fig. 3. Block diagram for the control portion in the async FFT/IFFT processor.

Fig. 4. Block diagram of the datapath portion in the async FFT/IFFT processor.
respective datapath circuits according to the control and handshake signals. The Pulse Circuit functions as a local “clock” to synchronize the sequences of each operation in the Async FFT/IFFT Controller and the local “clock” is generated asynchronously.

Fig. 4 depicts five datapath modules and their associated handshake and control signals. The Memory Datapath reads and writes data during the FFT/IFFT operations. The Shifter Datapath is for conditional block floating point scaling to retain the dynamic range of the signals, avoiding overflow—the signals therein are scaled when overflow is detected in the Write Back Datapath. The Multiplier Datapath is used to multiply the coefficients (from ROMs) with the signals from the Shifter Datapath. The Adder Datapath performs the additions and subtractions, and finally the Write Back Datapath stores and writes the outputs back into the Memory Datapath. For sake of illustration, only the main modules are shown in each datapath. These datapaths are controlled by their respective handshake control circuits (HCCs).

Fig. 5 depicts the simplified signal transition graph for one butterfly operation in the async FFT/IFFT processor, with the initialization of Req_Butterfly. The solid lines indicate the direct interface relationship between the signals and the dashed lines indicate the indirect interface relationship between the signals (e.g., via some circuits that depend on other control signals). Two data flows (xxx_Flow1 and xxx_Flow2, where xxx indicates the prefix labels for various signals) compute the multiplications and additions. After a butterfly operation is completed, Comp_Butterfly will be triggered. In total, there are 7x64 butterfly operations.

The following subsections describe several (fully and partially handcrafted) async cells for the realization of the async FFT/IFFT processor.
A. Multiplier

In the computation of the 128-point FFT/IFFT algorithm, approximately 42% of the multiplications are trivial (i.e., $x \times 1$, $x \times -1$, and $x \times 0$). The computation of trivial multiplications can be simplified either by passing the inputs directly to the outputs (for $x \times 1$), by setting the outputs to be zeros (for $x \times 0$), or by negating the inputs (for $x \times -1$). In these instances, the effective energy dissipation due to the multiplier can be reduced by having the appropriate control circuits output these trivial multiplication products accordingly. Fig. 6 depicts the proposed async 16×16-bit multiplier with the added control circuits (comprising a control logic, a converting circuit, and multiplexers) and this multiplier is named the Control-Multiplier in Fig. 6. This multiplier design is, in part, based on our reported design [14] where the spurious switching/glitch
Fig. 8. Latch controllers: (a) Broadish, (b) Broad I, and (c) proposed Broad II.

The inputs are the multiplicand $X$ (input signals) and the multiplier $Y$ (coefficients from the ROMs). In Fig. 6, the shaded inverting latches block these inputs to the multiplier core in cases of trivial multiplications. For nontrivial multiplications, the shaded inverting latches will be updated with new data to the multiplier core for multiplications. The control circuits determine if the multiplications are trivial or otherwise, initiate multiplications when $REQ$ is asserted, and generate $COMP$ upon the completion of a multiplication.

Based on simulations with 40% (estimated percent of the actual multiplications) of the multiplications being trivial, the Control-Multiplier dissipates 22% lower energy dissipation per multiplication compared to a multiplier [14] without control circuits. The tradeoff is a manageable 7% larger IC area for the Control-Multiplier.

For completeness, note that for fair comparison in Section III later, the multipliers in the sync FFT/IFFT processor also feature a somewhat similar function—the multipliers therein for trivial multiplications are disabled by operand isolation (with control signals to the input registers of the multipliers).

B. Memory

Fig. 7(a) depicts the block diagram of the async 128x16-bit single-port memory macrocell. For low-energy dissipation, the well-established partitioning approach [6] is adopted to reduce the capacitance. In this approach, the memory is subdivided into four 32x16-bit sub-blocks (Blocks A to D) and these sub-blocks are controlled by their respective Word Line Controllers. The Row Decoder, Column Decoder, and Control Circuitry control the memory for the write and read accesses. For the read access, the stored data are retrieved (via the Transfer Gate from one of the four sub-memory blocks) to the output buffers, according to the address bus, $A[6:0]$. For the write access, the new input is written (from the input buffers) into one of the four sub-memory blocks, according to $A[6:0]$. The $REQ$ and $COMP$ signals respectively indicate the request and completion signals of the memory.

The standard 6-transistor single-port SRAM is employed as the basic memory storage. For low-energy reasons [6], the two-stage decoding technique in a NOR-NAND structure is adopted to construct the Row Decoder [see left-hand side in Fig. 7(b)] according to the address bus $A[6:2]$. The Word Line Controllers [see right-hand side in Fig. 7(b)] activate the selected sub-memory block and prevent multiple assertions of unselected sub-memory blocks, resulting in reduced energy dissipation. The Word Line Controller is controlled by the Column Decoder [see Fig. 7(c)] which selects the specific column of the memory according to the address bus $A[1:0]$. The Memory Access ($MA$) signal is a buffered signal from $REQ$ and the memory will only be selected when $REQ$ (and $MA$) is asserted.
Pearl scripts are developed to floorplan the four sub-blocks. The Word Line Controllers are placed adjacent to their respective sub-memory blocks to keep the interconnections short. The entire async 128×16-bit memory cell occupies an IC area of 410 μm × 346.4 μm.

C. Async Handshake Circuits

Three types of 4-phase async latch controllers are employed and are depicted in Fig. 8 where the top figures are the schematic diagrams and the lower figures are their corresponding signal transition graphs. The first controller [15] in Fig. 8(a) is in Broadish data valid [8] when the $EN$ signal is ready to be asserted after $R_{out}$ is low (“−”). Similarly, the second latch controller [15] in Fig. 8(b) is in Broad data valid [8] when the $EN$ signal is asserted after $A_{out}$ is low (“−”). A potential problem with these two latch controllers is that $EN$ can be asserted even though $A_{out}$ has not been reset to low. This results in the possibility of an incomplete data transfer and the subsequent macrocells may undesirably perform redundant operations when their inputs are not ready. To circumvent this potential problem, a different Broad controller is proposed and this is depicted in Fig. 8(c). In this case, $R_{out}$ will only be asserted when $EN$ is low.

One assumption made in the operation of these three latch controllers is that the predetermined delay pulse (from $EN$ to $EN$+ to $EN$−) has to be sufficiently long to allow the complete data transfer to the latches.

Fig. 9 depicts four other handcrafted circuits used widely in the async FFT/IFFT processor. Fig. 9(a) and (b) respectively depict an inverting latch [16] and a non-inverting latch [17], and these latches are more energy-efficient than the usual flip-flops in sync designs. Fig. 9(c) depicts a pulse generator circuit where the generated pulsewidth is determined by the delay lines [Fig. 9(d)]. The self-reset property (low to high to low) of the pulse generator circuit makes it very easy to control the async controllers. Fig. 9(d) depicts the delay line where the transistors

---

**Fig. 9** (a) Inverting latch, (b) non-inverting latch, (c) pulse generator, and (d) delay line.
Fig. 10. A modelling timing diagram (from Verilog simulator) for the Async FFT/IFFT Controller—pertinent signals only are shown and the delays herein do not reflect the actual circuit delays.

connected to $V_{DD}$ and ground are sized to obtain the desired amount of delay with little penalty in energy dissipation [14].

D. Other Modules

The Shifter Datapath employs conventional static CMOS multiplexers. In a radix-2 FFT algorithm, the maximum overflow that can occur per butterfly operation is 2 bits. Hence, the shifters only need to be implemented using simple 3-to-1 multiplexers. The Adder Datapath comprises three carry-completion sensing adders [18] where only the carry blocks are implemented using dual-rail logic for completion detection. The Write Back Datapath primarily comprises latches and the Block Floating Point circuit for temporary storage of the intermediate outputs and for the overflow detection respectively.

The Async FFT/IFFT Controller is modeled using Verilog and its interfaces are modified for async operations. The simple linear pipeline for the Controller is adopted as it does not require high-speed operation in view of the intended hearing instrument application. In other words, although the processing within one butterfly is operated at different pipeline stages and at different rates, the butterflies are in fact realized sequentially. Fig. 10 depicts a simplified modelling timing diagram captured from the Verilog simulator for the Async FFT/IFFT Controller.

III. COMPARISON OF THE SYNC AND ASYNC DESIGNS

Fig. 11(a) and (b), respectively, depict the microphotographs of the prototype sync and async FFT/IFFT processor ICs based on a 0.35-μm CMOS process with $[V_{TP}] = 0.69$ V and $V_{TN} = 0.5$ V. The async FFT/IFFT processor occupies 1.6 mm² IC area, 10% larger than its sync counterpart. Table II tabulates the operating conditions for both the sync and async processors.

Fig. 12 depicts the energy dissipation from measurements on prototype ICs for the async and sync designs. The async design features lower energy dissipation where on average from 1.1 V to 1.4 V (typical voltage range for hearing instruments), the async design dissipates $\sim37\%$ lower energy per FFT/IFFT computation than the sync design and this is attributed to three reasons.

First, in the sync design, despite the coarse-grain clock gating described earlier, a small number of datapath circuits (e.g., during the initialization phase where signals are not ready for the particular pipeline stage) remain asserted by the clock signal(s), resulting in $\sim6\%$ redundant operations in
some pipeline stages. To design the sync circuits to eliminate the 6% redundant operations by means of fine-grain clock gating would require a more complex sync controller with multi-phasic clocks and complex logic circuits, hence largely defeating the 6% saving and this would likely incur further costs due to the associated overheads. This redundant switching does not occur in the async design. Further, the 96 flip-flops that serve as delay registers to pipeline the data sequence to the datapath circuits in the sync design are unnecessary in the async design. Overall, this first reason accounts for an overall reduced energy of 9%.

Second, the spurious switchings in the async datapath circuits are reduced by synchronizing the arrival time of the inputs to the custom-designed datapath circuits (e.g., memories, multipliers, adders, etc.) with better control by means of the latches and delay lines, by gating the redundant hazards and transitions with async handshake circuits, and by disabling the unused blocks (particularly for latches whose data are not updated for computations). For example, our async multiplier [14] is 30% lower energy than the sync multiplier (with operand isolation). In the sync design, the inputs of the signals can also be synchronized at added cost and increased design complexity, and this is applicable only to the circuits where input flip-flops are present. Overall, this second reason resulting in reduced switchings accounts for ~18% energy saving.

Third, a latch is typically dissipated 50% lower energy than a flip-flop and by comparison, there are a total of 783 flip-flops in the sync design against the 122 flip-flops and 459 latches in the async design. The sync design can also be designed based on a less prevalent latch-based approach, a somewhat unconventional approach that is more complex including the need to consider the signal synchronization more carefully. Overall, this third reason accounts for ~10% energy saving.

It is worthwhile to note that the clocking energy in the sync design is in fact small, ~5% of the total energy. This is largely because of the low clock rate, the FFT/IFFT architecture and the simplicity of a simple buffer network for the clock infrastructure. In other words, in this specific low clock frequency example, the absence of a global clock infrastructure in the async realization does not contribute significantly to the energy savings. The energy dissipation due to the clock infrastructure is likely to be more significant if the clock rate is high and/or if the IC is large.

Fig. 13 depicts the measured delays for the async and sync designs, where the delay is defined as the minimum time for one complete FFT/IFFT computation. By means of increasing the clock frequency until the sync design fails, the delay of the async design is deemed to be ~1.4 times worse. The modality of increasing the clock frequency in the sync design is somewhat equivalent to reducing the delay of the delay elements in the matched delay async design—the former can be adjusted externally but the latter is an on-chip adjustment. On the basis of simulations, if the delay of the matched delay elements is more aggressively tuned (instead of simply designing to meet the 1.215 ms per computation requirement), the delay of the async design can be reduced to ~0.6 times worse than the sync design. Further, if speed was the primary objective, the async design can be designed to be faster by means of adopting high-speed latch controllers [8], and with largely the same energy dissipation—specifically, the slow Broad controllers adopted in the async design can be replaced by the higher speed Broadish controllers (see Fig. 8). Overall, by means of the aggressively decreasing the delay of the matched delay elements and adopting the Broadish controllers, the delay of the async design can in fact be made faster than the sync design by 0.24 times and largely without compromising energy. For completeness, the Broad controllers used were chosen and designed largely for convenience as the speed specification was relatively relaxed and not the primary concern.

An added observation from Figs. 12 and 13 is the lower functional operating voltage for the async design albeit the longer
delay. It fails at $V_{DD} < 1$ V largely due to the delay mismatch in some matched delay components. A dual-rail delay-insensitive approach [8] can resolve the delay mismatch problem, thereby theoretically allowing the async design to operate as long as $V_{DD} > V_T$, but at the expense of higher energy dissipation and area overhead. In the case of the sync FFT/IFFT design, the prototype IC fails at $V_{DD} < 1.1$ V. We attribute this largely to clock skew because clock skew is aggravated when gating is applied. For example from simulations, at $V_{DD} = 1$ V, the clock skew with clock gating $\approx 8.2$ ns while the clock skew without clock gating $\approx 6.0$ ns.

Table III tabulates a comparison of several low-energy sync FFT designs [19]–[22], including the benchmarked sync FFT/IFFT and the proposed async FFT/IFFT design herein. The entries in the last column, normalized FFTs per energy, have been scaled to a 0.35-$\mu$m CMOS, 1.1 V, 16-bit wordlength, and 128-point FFT algorithm based on (4) [21], shown at the bottom of the page, where $L_{eff}$ is the effective transistor length of the CMOS process, $W_{int}$ is the wordlength, $\alpha$ is the truncated portion for multipliers therein, and $N$ is the number of points of the FFT algorithm.

Although a comparison between the various designs is contentious due to large variations of the designs and parameters therein, it is nonetheless worthwhile to note that the sync and async designs described in this paper are indeed energy-efficient and the latter being the more efficient.

### IV. Conclusion

Two low-energy 128-point 16-bit FFT/IFFT processors have been designed using the sync and async approaches, for low-voltage energy-critical low-speed hearing instrument applications. The async approach has been shown to be higher energy efficient by means of established and proposed circuit designs, including: 1) reduced redundant operations; 2) energy-efficient datapath circuits; and 3) the use of simple latches. The drawbacks of the async design have been shown to be a 10% IC area penalty and an inconsequential (for the intended application) 1.4 times worse delay. When the async design is benchmarked against reported designs, it has been shown to be competitive in terms of energy efficiency.
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### Table III

Characteristics of recent FFT processors and the proposed async and sync FFT/IFFT processors

<table>
<thead>
<tr>
<th>$V_{DD}$ (V)</th>
<th>$L_{eff}$ ($\mu$m)</th>
<th>$N$</th>
<th>$W_{int}$ (bit)</th>
<th>$\alpha$</th>
<th>Algorithm</th>
<th>Energy @ computation</th>
<th>Normalized FFTs (million) per Energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bass, 1999 [21]</td>
<td>1.10</td>
<td>0.60</td>
<td>1024</td>
<td>20</td>
<td>0.27</td>
<td>Radix-2</td>
<td>3.14$\mu$J</td>
</tr>
<tr>
<td>Wang, 2005 [22]</td>
<td>0.35</td>
<td>0.18</td>
<td>1024</td>
<td>16</td>
<td>0</td>
<td>Radix-2</td>
<td>0.16$\mu$J</td>
</tr>
<tr>
<td>Ding, 1999 [20]</td>
<td>3.30</td>
<td>0.35</td>
<td>64</td>
<td>24</td>
<td>0</td>
<td>Radix-4</td>
<td>1.95$\mu$J</td>
</tr>
<tr>
<td>Yeh, 2003 [19]</td>
<td>3.30</td>
<td>0.35</td>
<td>64</td>
<td>12</td>
<td>0</td>
<td>Split-radix</td>
<td>0.33$\mu$J</td>
</tr>
<tr>
<td>Sync, Fig. 11 (a)</td>
<td>1.10</td>
<td>0.35</td>
<td>128</td>
<td>16</td>
<td>0</td>
<td>Radix-2</td>
<td>0.19$\mu$J</td>
</tr>
<tr>
<td>Async, Fig. 11 (b)</td>
<td>1.10</td>
<td>0.35</td>
<td>128</td>
<td>16</td>
<td>0</td>
<td>Radix-2</td>
<td>0.12$\mu$J</td>
</tr>
</tbody>
</table>

Normalized FFTs per Energy = $\frac{(L_{eff} (\mu m)) \times \left(V_{DD} (V) \right)^2 \times \left[2 \times \frac{W_{int}}{10} + \alpha \right] \times \left(1 - \frac{W_{int}}{10} \right)}{\text{Energy Dissipation}}$ (4)
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