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A Generalized Time–Frequency Subtraction Method for Robust Speech Enhancement Based on Wavelet Filter Banks Modeling of Human Auditory System

Yu Shao and Chip-Hong Chang, Senior Member, IEEE

Abstract—We present a new speech enhancement scheme for a single-microphone system to meet the demand for quality noise reduction algorithms capable of operating at a very low signal-to-noise ratio. A psychoacoustic model is incorporated into the generalized perceptual wavelet denoising method to reduce the residual noise and improve the intelligibility of speech. The proposed method is a generalized time–frequency subtraction algorithm, which advantageously exploits the wavelet multirate signal representation to preserve the critical transient information. Simultaneous masking and temporal masking of the human auditory system are modeled by the perceptual wavelet packet transform via the frequency and temporal localization of speech components. The wavelet coefficients are used to calculate the Bark spreading energy and temporal spreading energy, from which a time–frequency masking threshold is deduced to adaptively adjust the subtraction parameters of the proposed method. An unvoiced speech enhancement algorithm is also integrated into the system to improve the intelligibility of speech. Through rigorous objective and subjective evaluations, it is shown that the proposed speech enhancement system is capable of reducing noise with little speech degradation in adverse noise environments and the overall performance is superior to several competitive methods.

Index Terms—Auditory masking, noise reduction, speech enhancement, wavelet.

I. INTRODUCTION

Automatic speech processing systems are increasingly employed in real-world applications, such as hands-free car kits, communicators in noisy cockpits, and voice-activated dialers for cellular phones [1], [18], [23], [24], [33], [35], but the performance of these devices in many practical situations degrades drastically when confronted with a great diversity of adverse noise conditions such as background noise and microphone distortions. Thus, there is a strong demand for quality noise reduction algorithms capable of operating at very low signal-to-noise ratio (SNR) in order to combat various forms of noise distortion. Many solutions have been developed to deal with the noise reduction problem. Generally, these solutions can be classified into two main areas: nonparametric and statistical-model-based speech enhancements. Methods from the first category usually remove an estimate of the distortion from the noisy features, such as subtractive-type algorithms [34], and wavelet denoising [8]. The second category, statistical-model-based speech enhancement [10], utilizes a parametric model of the signal generation process. The parametric model normally describes the predictable structures and the expected patterns in the signal process [6].

In this paper, the proposed speech enhancement system is based on subtractive-type algorithms. It estimates the short-time spectral magnitude of speech by subtracting the noise estimation from the noisy speech. The main attractions of spectral subtraction are: 1) its relative simplicity, in that it only requires an estimate of the noise power spectrum, and 2) its high flexibility against subtraction parameters variation. From the basic approach of spectral magnitude subtraction introduced by Boll [4], many derivatives have been developed, such as power spectral subtraction [3], nonlinear spectral subtraction [34], generalized spectral subtraction [26], multiband spectral subtraction [13], spectral subtraction based on priori SNR [11], spectral subtraction based on the masking properties of the human auditory system [33], and single-channel speech enhancement based on a recurrent neural network [15]. However, the main problem in spectral subtraction is the presence of processing distortions caused by the random variations of noise. Musical residual noise is introduced in subtractive-type denoising methods, which will degrade the perceptibility of the processed speech. To reduce the effect of residual noise, a number of methods were considered: Boll [4] proposed magnitude averaging; Berouti et al. [3] proposed the oversubtraction of noise and defined a spectral floor to make residual noise inaudible; McAulay and Malpass [21] proposed soft-decision noise suppression filtering; Ephraim and Malah [9] proposed a minimum mean-square-error short-time spectral amplitude estimator; Vaseghi [34] introduced nonlinear spectral subtraction; Virag [33] made use of masking properties of the human auditory system to reduce the effect of residual noise; and Hu and Loizou [12] proposed a speech enhancement method by incorporating the psychoacoustical model in the frequency domain. However, the performances of the above methods are not satisfying in adverse environments, particularly when the SNR is very low. The reason is that in very low SNR conditions, it is difficult to suppress noise without degrading intelligibility, and without introducing residual noise and speech distortion. Therefore, processed speech can be even less perceptible than the original noisy speech. The methods that adopt the masking property of the human auditory system can reduce the effect of residual noise, but the drawback is the large computational
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effort associated with the subband decomposition and the additional FFT analyzer required for psychoacoustic modeling. Furthermore, they do not make use of the temporal masking models.

In order to simplify the mapping of audio signals into a scale that could well preserve the time–frequency related information, the wavelet packet transform (WPT) has been incorporated recently in some proposed speech and audio coding systems [20]. Sinha and Tewfik [25] first introduced adapted wavelets to transparent audio compression; Srinivasan and Jamieson [29] proposed a high-quality audio compression using the adaptive wavelet packet decomposition and psychoacoustic modeling; Bahoura and Rouat [5] proposed modified wavelet speech enhancement based on the teager energy operator. This technique does not require an explicit estimation of the noise level or a priori knowledge of the SNR, which is usually needed in many popular speech enhancement methods. Li et al. [14] proposed the perceptual time–frequency subtraction algorithm for noise reduction in hearing aids. Veselinovic and Graupe [32] introduced a wavelet transform approach to the blind adaptive filtering of speech from unknown noises. It can reduce the noise effect well, but the complexity is high. Lu and Wang [16] applied the critical band WPT to speech enhancement. Ayat et al. [2] proposed a wavelet-based speech enhancement using the step-garrote thresholding algorithm. However, the qualities of the processed speech of the above methods degrade as the distortion is introduced and the high-frequency speech signals are grievously reduced by wavelet transform.

The objective of this paper is to introduce a versatile speech enhancement method based on the human auditory model. The emphases are on the reduction of the effect of residual noise and speech distortion in the denoising process and the enhancement of the denoised speech in high frequency to improve its intelligibility. The proposed speech enhancement system consists of two main functions. One is a generalized perceptual time–frequency subtraction (GPTFS) method based on the masking properties of the human auditory system. The GPTFS works in conjunction with a perceptual WPT (PWPT) to reduce the effect of noise contamination. The other is an unvoiced speech enhancement (USE), which tunes a set of weights in high-frequency subbands to improve the intelligibility of the processed speech. The following contributions have been made.

The first contribution is the use of PWPT to approximate 24 critical bands of the human auditory system up to 16 kHz. It enables the components of a complex sound to be appropriately segregated in frequency and time in order to mimic the frequency selectivity and temporal masking of the human auditory system. Previous method used WPT to approximate critical bands only up to the range of 8 kHz for telecommunication quality speech [25]. Critical high-frequency components in noisy speech have been analyzed by our proposed PWPT to improve the perceptual quality of the final processed speech. The second contribution is a parametric formulation of subtractive noise reduction based on the generalized perceptual wavelet transform. We refers to the Fourier transform-based gain function of the generalized spectral subtraction method [33] and derive the close form expressions for the subtraction factor and noise flooring factor, respectively, to optimize the tradeoff in the simultaneous reduction of background noise, residual noise and speech distortion. These parameters of GPTFS can then be adaptively tuned according to the noise level and the masking thresholds derived from the human auditory model in wavelet domain. Finally, a new system structure for speech enhancement is developed to integrate GPTFS and USE in wavelet domain. The ability to process signal in both time and frequency domains of the USE in the wavelet domain makes the discrimination of the original speech in high-frequency bands from noise possible, hence further improve the intelligibility of speech.

The rest of this paper is structured as follows. In Section II, a perceptual wavelet filter bank architecture is proposed to approximate the critical band division of the human auditory system. In Section III, simultaneous and temporal maskings are unified and mapped onto the wavelet domain. These masking properties are then encapsulated in a parametric formulation of GPTFS algorithm derived in Section IV. An adaptive speech enhancement system incorporating both GPTFS algorithm and USE is presented. Rigorous evaluations and comparisons of the proposed method against other speech enhancement techniques under a wide variety of adverse conditions have been performed, using both objective and subjective measures. The results are presented and discussed in Section V. Section VI concludes this paper.

II. PROPOSED ARCHITECTURE FOR PERCEPTUAL WAVELET FILTER BANK

To design effective algorithm for enhancing speech, it needs a well build psychoacoustic model of the ear, which has an unsurpassed capability to adapt to noise. In this section, we propose a new human auditory model that adopts the base structure of traditional auditory model but replace the time-invariant bandpass filters with WPT in order to mimic the time–frequency analysis of the critical bands according to the hearing characteristics of human cochlea.

A PWPT is used to decompose the speech signal from 20 Hz to 16 kHz into 24 frequency subbands that approximate the critical bands. The decomposition is implemented with an efficient seven-level tree structure. The analysis filter bank is depicted in Fig. 1. In the proposed wavelet packet decomposition, the two-channel wavelet filter banks are used to split both the low-pass and high-pass bands [28] as opposed to only the decomposition of low-frequency bands in the usual wavelet decomposition. This binary tree decomposition is attractive due to the following reasons [30]. First, the smoothness property of wavelet is determined by the number of vanishing moments. If a wavelet with a large number of vanishing moments is used, the stringent bandwidth and stopband attenuation of each subband, as specified by the human auditory model, can be more closely approximated by the wavelet decomposition. Second, the psychoacoustic study of human ears suggests that a frequency to bark transformation needs to be performed to accurately model the frequency dependent sensitivity of human ears. Such a transformation is accomplished in audio processing systems by dividing the frequency range into critical bands.

The 24 critical bands are derived from the perfect reconstruction filter bank with finite-length filters [28] using different wavelets for the analysis and synthesis scaling functions. Let $H(z)$ and $G(z)$ be the lowpass (LP) and highpass (HP) transfer functions, respectively, before the decimation-by-two operation.
SHAO AND CHANG: GENERALIZED TIME–FREQUENCY SUBTRACTION METHOD

in each stage of the analysis filter bank. Further, let \( F(z) \) and \( J(z) \) be the LP and HP transfer functions, respectively, after the upsampling-by-two operation in each stage of the synthesis filter bank. The analysis and synthesis filter banks are related by

\[
\begin{align*}
g(n) &= (-1)^n f(n) \leftrightarrow G(z) = F(-z) \\
j(n) &= (-1)^n h(n) \leftrightarrow J(z) = -H(-z).
\end{align*}
\]

The relationship between the LP and HP filters reduces the number of filters to be implemented for each stage of the two-channel filter bank by half. Once the LP filters, \( H(z) \) and \( F(z) \) are designed, the HP filters, \( G(z) \) and \( J(z) \) can be derived from (1).

There are 24 critical bands in the hearing range of 0–16 kHz. Owing to the property of frequency selectivity related to critical band, temporal resolution of the human ear, and regularity property of wavelets [25], Daubechies wavelet basis is chosen as prototype filter and a seven-stage WPT (the number of stages \( j_{\text{max}} = 7 \), the frame length, \( F_{j_{\text{max}}} = 128 \), the frame length at stage \( j \) is given by \( F_j = 2^j \)) is adopted to build perceptual wavelet filterbank. \( W_{jk} \) represents WPT coefficient, where \( k \) is the coefficient number; \( j \) is the transform stage from which \( W_{jk} \) is chosen; \( l \) is the number of “temporal” coefficients in the critical band. Table I shows the mapping of the PWPT coefficients in each stage.

Table II shows the comparison of lower (\( f_L \)) and upper (\( f_U \)) frequencies, center frequency (\( f_c \)) and bandwidth (\( \Delta f \)) in hertz between the critical band rate and the proposed perceptual wavelet packet tree scale.

Fig. 2 depicts the difference in the critical band rate between the critical bands and the proposed perceptual wavelet packet tree structural bands. The referenced critical band rate \( Z_B \) in Bark is approximated by [36]

\[
Z_B = 13 \tan^{-1}(7.6 \times 10^{-4} f) + 3.5 \tan^{-1}(1.33 \times 10^{-4} f)^2
\]

where the frequency, \( f \), is measured in hertz.
Fig. 2. Center frequencies of critical bands and perceptual wavelet packet decomposition tree.

Fig. 3. Bandwidths of critical bands and perceptual wavelet packet decomposition tree.

The bandwidths of the critical bands and the perceptual wavelet packet tree are plotted in Fig. 3. From Fig. 3, it is evident that the critical bands have constant width at approximately 100 Hz for center frequencies up to 500 Hz, and the bandwidths increase as the center frequency increases further. The referenced critical bandwidth (CBW) in hertz is calculated by [36]

\[
CBW(f) = 25 + 75(1 + 1.4 \times 10^{-6} f^2)^{0.69}.
\]  

(3)

Fig. 4 compares the absolute threshold of hearing (ATH) in hertz, critical band scale, and perceptual wavelet packet scale. The ATH characterizes the amount of energy needed in a pure tone such that it can be detected by a listener in a noiseless environment. The referenced absolute threshold is expressed in terms of sound pressure level (SPL) in decibels, and it is plotted in Fig. 4 with the following equation [36]:

\[
ATH_{SPL}(f) = 3.64f^{-0.8} - 6.5e^{-0.6(f-3.3)^2} + 0.001f^4.
\]  

(4)

From the results tabulated in Table II and plotted in Figs. 2–4, it is evident that the proposed perceptual wavelet packet tree can closely mimic the experiential critical bands. The parameters of the discrete WPT filter used to derive the plots of Figs. 2–4 are determined based on the auditory masking properties, and they will be discussed in the next section.

III. UNIFICATION OF SIMULTANEOUS AND TEMPORAL MASKINGS IN WAVELET PACKET DOMAIN

The notion of a critical band is related to the phenomenon of auditory masking, whereby the perception of one sound is obscured by the presence of another in frequency or in time. There are two dominant types of masking. The simultaneous masking is the masking between two concurrent sounds, and it is best modeled in the frequency domain. The temporal masking is the masking of other sounds immediately preceding or following a sudden stimulus sound, and it is usually modeled in the time domain. After studying the limitations of a traditional auditory model using a Fourier transform, we establish a unification of the simultaneous and temporal maskings by means of PWPT.

In subtractive-type of speech enhancement, the maskee is the residual noise. To make it inaudible, it should lie below the masking threshold or threshold of just noticeable distortion [17]. Clean speech is ideal for the estimation of masking thresholds. When clean speech is not accessible, the enhanced speech processed by the spectral subtraction gives reasonably good estimate of the clean signal. Since masking is manifested by a shift of auditory threshold in signal detectability, and loudness is an important attribute of auditory perception, the noise masking threshold can be determined by the characteristics of the masker and maskee, the SPL and the frequency of the masker. The noise masking threshold for a residual noise maskee in each critical band can be calculated as follows.

A. Time and Frequency Analysis Along the Critical Band Scale

Our goals are to approximate the critical band analysis and estimate the auditory masking threshold using the PWPT. The resulting 24-band wavelet packet approximation of the critical band rate and the bandwidth approximation have been shown in Figs. 2 and 3. The input signal is decomposed into critical bands scale for time–frequency analysis. The outputs of the perceptual wavelet filterbank are squared to obtain the Bark spectrum energy and temporal energy, respectively. The
Bark energy spectrum $E_{Bark}(Z_W)$ with $1 \leq Z_W \leq 24$ is computed as

$$E_{Bark}(Z_W) = \sum_{k=k_a}^{k_b} W_{j,k}^2(Z_W)$$ (5)

where $k_a$ and $k_b$ are the coefficient indexes of the first and last transform coefficients referring to Table I. The temporal energy $E_{temp}(n)$ with $n = 0, 1, \ldots, l(Z_W) - 1$ in each critical band $Z_W$ can be derived as

$$E_{temp}(n) = W_{j,k_a+n}^2(Z_W).$$ (6)

B. Convolution With Spreading Function

In this step, the Bark spectrum energy and temporal energy are convoluted with the spreading function, respectively. The spreading of Bark energy $E_{Bark}(Z_W)$ is calculated by the convolution of $E_{Bark}(Z_W)$ with the linear version of $SF(Z_W)$ [36]

$$E'_{Bark}(Z_W) = \frac{1}{l(Z_W)} \sum_{m=1}^{24} E_{Bark}(m)SF(Z_W - m)$$ (7)

where the spreading function $SF(Z_W)$ in decibels models the interaction of the masking signals between different critical bands and can be deduced as follows [27]:

$$SF(Z_W) = a + \frac{\nu + u}{2} (Z_W - Z_W(k) + c)$$

$$- \frac{\nu - u}{2} \sqrt{d + (Z_W - Z_W(k) + c)^2}$$ (8)

where $u$ and $\nu$ are, respectively, the upper and lower slopes in decibels per Bark; $d$ is the peak flatness; $a$ and $c$ are the compensation factors needed to satisfy $SF(0) = 1$. $k \in [1, 24]$ is an integer critical band identifier. The critical band rate distance $Z_W - Z_W(k)$ varies from $-24$ to 24 Bark. The parameters of the spreading function, $SF(Z_W)$, which are empirically determined by the listening test, were set to $\nu = 30$ dB/Bark, $u = -25$ dB/Bark, $d = 0.3$, $c = 0.05$, and $a = 27.4$.

The temporal masking can be modeled in terms of temporal energy spreading across time. The temporal spreading energy $E'_{temp}(n)$ with $n = 0, 1, \ldots, l(Z_W) - 1$ can be obtained by the convolution of the linear temporal spreading function $SF(n)$ with the temporal energy, whose calculation is similar to (7)

$$E'_{temp}(n) = \sum_{m=0}^{l(Z_W)-1} E_{temp}(m)SF\left(n - \frac{N}{l(Z_W)} m\right)$$ (9)

where $SF(n)$ is a parameterized spreading function similar to (8) and can be deduced as follows:

$$SF(n) = a + \frac{\nu + u}{2} (n - n(k) + c)$$

$$- \frac{\nu - u}{2} \sqrt{d + (n - n(k) + c)^2}.$$ (10)

Corresponding to the minimum frame duration $F_{min}$, the parameters of the spreading function $SF(n)$ in decibels employed were set to $\nu = 20$ dB/$F_{min}$(dB/ms), $u = -10$ dB/ $F_{min}$ dB/ms, $d = 0.3$, $c = 0.2$, and $a = 7.9$ after several listening tests.

C. Calculating the Relative Threshold Offset

Next, a relative threshold offset $O(Z_W)$ is subtracted from each critical band. It is required to distinguish between tonelike and noiselike components in speech to calculate the relative threshold offset. There are two types of noise masking threshold: the threshold of tone masking noise $T_{tmn}$, where $T_{tmn}(Z_W) = E'_{Bark} - 14.5 - Z_W$ dB, and the threshold of noise masking tone $T_{nmt}$, where $T_{nmt}(Z_W) = E'_{Bark} - 5.5$ dB. To determine whether the signal is tonelike or noiselike, the spectral flatness measure (SFM) is used. From this value, a tonality coefficient $\tau$ [17] is generated

$$\tau = \min\{SFM_{dB}/SFM_{dBM}_{dB\min}, 1\}$$ (11)

where $\tau$ is a ratio of the $SFM_{dB}$, which is computed at the last stage of the decomposition to the $SFM_{dBM\min}$, which is an entirely tonelike reference over a frame. Using $\tau$, the relative threshold offset $O(Z_W)$ in decibels [17] for each critical band is calculated as

$$O(Z_W) = \tau \cdot (14.5 + Z_W) + (1 - \tau) \cdot 5.5.$$ (12)

D. Renormalization and Comparison With the ATH

To unify the temporal and simultaneous maskings into one formulation, a temporal masking factor $\rho_{j,k}(Z_W)$ is introduced as follows:

$$\rho_{j,k}(Z_W) = E'_{temp}(k - k_a)/W_{j,k}^2(Z_W)$$ (13)

where $\rho_{j,k}(Z_W) \geq 1$ indicates the extent of temporal masking. If $\rho_{j,k}(Z_W) = 1$, no temporal masking is induced, otherwise, if $\rho_{j,k}(Z_W) > 1$, the temporal masking has occurred. By combining the simultaneous masking threshold $E'_{Bark}(Z_W)$ and the temporal masking factor $\rho_{j,k}(Z_W)$, the time–frequency masking threshold in the critical band $Z_W$ can be determined as follows:

$$M_{j,k}(Z_W) = 10^{\log\{E'_{Bark} \rho_{j,k}(Z_W)\} - [O(Z_W)/10]}.$$ (14)

Finally, $M_{j,k}(Z_W)$ is compared to the ATH in each critical band, and the maximum of each value is retained as $T_{j,k}(Z_W)$

$$T_{j,k}(Z_W) = \max(M_{j,k}(Z_W), \text{ATH}(Z_W)).$$ (15)

The unification of the simultaneous and temporal masking properties of the human auditory system forms the basis of our GPTFS technique. It works in conjunction with the PWPT processor and an USE unit toward a speech enhancement system.

IV. PROPOSED ADAPTIVE SPEECH ENHANCEMENT SYSTEM

Variants of spectral subtraction method with varying subtraction rules have been derived from different criteria [34],
Most of these algorithms possess parametric forms to improve the agility of their estimators. The focus is mainly on the error function used to reduce the musical residual noise in spectral domain. These methods suffer from inevitable loss of some vital information that degrades the auditory perception of enhanced speech. In this section, we develop a new GPTFS method based on the PWPT and the human auditory perception. Its parametric formulation is derived from the basis of the generalized Fourier spectral subtraction algorithm of [34]. The GPTFS algorithm incorporates most of the basic subtraction rules and realizes the subtraction in a broader time–frequency domain. More crucial information has been preserved than in Fourier transform domain, leading to better perceptual outputs than existing subtraction algorithms.

The block diagram of the proposed speech enhancement system is shown in Fig. 5. After the noisy signal \( x[n] \) is decomposed by PWPT, the transform sequence is enhanced by a subtractive-type algorithm to produce the rough speech estimate. This estimate is used to calculate a time–frequency masking threshold. Using this masking threshold, a new subtraction rule is designed to compute an estimation of the original speech. This approach assumes that the high-energy frames of speech will partially mask the input noise (high masking threshold), hence reducing the need for a strong enhancement mechanism. On the other hand, frames containing less speech (low masking threshold) will undergo an enhancement mechanism. Hence, frames where there is no prior knowledge of the parameters of \( s[n] \) and \( \nu[n] \), and only \( x[n] \) is accessible, the noise power spectrum in (18) is to be estimated from the time-average noise magnitude during the period in which the speech signal is absent. The time-average noise spectrum can be obtained by [34]

\[
|\tilde{w}_{i,j,k}(\nu)|^2 = 0.9 \cdot |w_{i-1,j,k}(\nu)|^2 + 0.1 \cdot |w_{i-1,j,k}(x)|^2
\]

where the subscript \( i \) is the frame index.

The design takes into account that human speech is based on mixing voiced and unvoiced phonemes over time. The voiced phonemes last for 40–150 ms and their power concentrates at around 2–8 kHz. Hence, \( s[n] \) is nonstationary over time interval of above 250 ms, and the noise \( \nu[n] \) is assumed to be piecewise-stationary or more stationary than \( s[n] \), which is valid for most environmental noise encountered. With the above assumption, the input signal \( x[n] \) is divided into 128 samples.

Substituting (17) into (18), we have

\[
|\tilde{w}_{j,k}(\nu)|^2 = |w_{j,k}(s) + w_{j,k}(\nu)|^2 - |\tilde{w}_{j,k}(\nu)|^2
\]

\[
= |w_{j,k}(s)|^2 + \left( |w_{j,k}(\nu)|^2 - |\tilde{w}_{j,k}(\nu)|^2 \right) + w_{j,k}(s)^*w_{j,k}(\nu) + w_{j,k}(s)w_{j,k}(\nu)^*.
\]

The wavelet power spectrum of the estimated speech signal includes error terms due to the nonlinear mapping of spectral estimates, the variations of the instantaneous noise power about the estimated mean noise power, and the cross products of the original speech and noise. Since signal and noise are assumed to
be uncorrelated, and the noise wavelet coefficients are assumed to have zero mean, the expected value of the power spectrum of the estimated speech signal in the wavelet domain is given by

\[ E \left[ \tilde{w}_{j,k}(s) \right]^2 = E \left[ |w_{j,k}(s)|^2 + \left( |w_{j,k}(\nu)|^2 - |\tilde{w}_{j,k}(\nu)|^2 \right) \right] \]

where \( \tilde{w}_{j,k}(s) \) is the estimated speech signal in the wavelet domain, \( w_{j,k}(s) \) is the noisy speech signal at level \( j \) and scale \( k \), and \( w_{j,k}(\nu) \) is the noise wavelet coefficients at level \( j \) and scale \( k \).

The expected value of the power spectrum of the noise-free signal is

\[ E \left[ |w_{j,k}(s)|^2 \right] = \text{Noise Variations} \]

and

\[ E \left[ |w_{j,k}(\nu)|^2 \right] = \text{Cross Products} \]

Equation (21) shows that the expected value of the instantaneous power spectrum of estimated speech signal converges to that of the noise-free signal. However, it is noted that for nonstationary signals, such as speech, the objective is to recover the instantaneous or short-time signal, and only a relatively small amount of averaging can be applied. Too much averaging will obscure the temporal evaluation of the signal. The spectral subtraction in (18) can be deemed as an adaptive attenuation of noisy speech according to the posteriori SNR of the noisy speech signal to the estimated noise. A gain function, \( \text{Gain}(j, k) \) for the zero-phase wavelet spectral subtraction filter can be defined such that its magnitude response is in the range between 0 and 1, i.e.,

\[ \tilde{w}_{j,k}(s) = \text{Gain}(j, k) \cdot w_{j,k}(x), \quad 0 \leq \text{Gain}(j, k) \leq 1. \]

Comparing (18) and (22), we have

\[ \text{Gain}(j, k) = \sqrt{1 - \frac{|\tilde{w}_{j,k}(\nu)|^2}{|w_{j,k}(x)|^2}} = \sqrt{1 - \frac{1}{\text{SNR}_{\text{post}}(j, k)}} \]

where \( \text{SNR}_{\text{post}}(j, k) = |w_{j,k}(x)|^2 / |\tilde{w}_{j,k}(\nu)|^2 \) is the posteriori SNR, which is defined as the ratio of the wavelet power spectrum of the noisy speech signal to that of the estimated noise. In the low SNR case, the gain is set to zero when the wavelet power spectrum of the noisy speech is less than that of the estimated noise.

The gain function in (23) acts as a posteriori SNR-dependent attenuator in the time–frequency domain. The input noisy speech is attenuated more heavily with decreasing posteriori SNR and vice versa with increasing posteriori SNR. This filtering function can be readily implemented since the posteriori SNR can be easily measured on the noisy speech. Although it can effectively filter out the background noise from the noisy speech, the processing itself introduces musical residual noise. This processing distortion is due to the random variation of noise spectrum and the nonlinear mapping of the negative or small-valued spectral estimate. To make this residual noise “perceptually white,” Virag [33] introduced several flexible subtraction parameters. These subtraction parameters are chosen to adapt to a criterion associated with the human auditory perception. The generalized spectral subtraction method in [33] is based on Fourier transform. It considers only the simultaneous masking property of human auditory system, and the adaptation parameters are empirically determined. In what follows, we will state the generalized time–frequency subtraction method in the PWPT domain and derive the close form expressions for its optimal adaptation parameters.

From (23), the gain function of Virag’s generalized spectral subtraction algorithm [33] can be reexpressed in terms of perceptual wavelet spectral coefficients as follows:

\[ \text{Gain}^{'(j, k)} = \begin{cases} 
1 - \alpha \left( \frac{|\tilde{w}_{j,k}(\nu)|}{|w_{j,k}(x)|} \right)^\gamma_1 \gamma_2, & \text{if } \frac{|\tilde{w}_{j,k}(\nu)|}{|w_{j,k}(x)|} \leq \frac{1}{\alpha+\beta} \\
\beta \left( \frac{|\tilde{w}_{j,k}(\nu)|}{|w_{j,k}(\nu)|} \right)^\gamma_1 \gamma_2, & \text{otherwise.}
\end{cases} \]

The PWPT-based gain function of (24) possesses the same set of free parameters as that of [33], and their effects are summarized as follows. 1) The subtraction factor \( \alpha \) controls the amount of noise subtracted from the noisy signal. For full noise reduction, \( \alpha = 1 \) whereas for oversubtraction \( \alpha > 1 \). Oversubtraction allows the time–frequency spectrum to be attenuated more than necessary. This factor should be appropriately selected to provide the best tradeoff between residual noise peaks and audible distortion. 2) The noise flooring factor \( \beta(0 \leq \beta < 1) \) makes use of the addition of background noise to mask the residual noise. It determines the minimum value of the gain function. If this factor is increased, parts of the residual noise can be masked, but the level of background noise retained in the enhanced speech increases. 3) The exponent \( \gamma = \gamma_1 = 1/\gamma_2 \) determines the abruptness of the transition from pure clean speech to pure noise in noisy speech. For magnitude subtraction, \( \gamma_1 = \gamma_2 = 1 \) whereas for power subtraction, \( \gamma_1 = 2, \gamma_2 = 0.5 \).

To formally select these adaptation parameters, we will optimize the fixed gain function of (23) by minimizing the speech distortion and residue noise based on the masking threshold determined in Section III. To segregate the residual noise from the speech distortion, we define a differential wavelet coefficient as the difference between the wavelet coefficients of the clean speech and the enhanced speech. The differential wavelet coefficients can be expressed as follows:

\[ \partial w_{j,k} = \tilde{w}_{j,k}(s) - w_{j,k}(s) = \text{Gain}(j, k) \cdot w_{j,k}(x) - w_{j,k}(s) = w_{j,k}(s) \cdot \text{Gain}(j, k) \cdot (\text{Gain}(j, k) - 1) + \text{Gain}(j, k) \cdot w_{j,k}(\nu). \]

The optimal gain function will be derived by following the same approach as in [16]. The difference is that our gain function will be optimized based on the thresholding criterion that correlate with both temporal and simultaneous maskings. The auditory perception is better approximated by using more complex wavelet basis and efficient filter bank structure. The differential wavelet coefficients can be viewed as a linear superposition of speech distortion, \( \xi_{j,k}(s) \) and residual noise, \( \xi_{j,k}(\nu) \) in the wavelet domain, where the speech distortion, \( \xi_{j,k}(s) \) and residual noise, \( \xi_{j,k}(\nu) \) are defined as

\[ \xi_{j,k}(s) = \tilde{w}_{j,k}(s) \cdot (\text{Gain}(j, k) - 1) \]

\[ \xi_{j,k}(\nu) = w_{j,k}(\nu) \cdot \text{Gain}(j, k). \]
The energies of the speech distortion and residual noise are, respectively, given by

\[ E_{\xi_j,k}(s) = \sum_{k=0}^{2^{-j}-1} |w_{j,k}(s)|^2 \cdot |(Gain(j,k) - 1)|^2 \] (28)

\[ E_{\xi_j,k}(\nu) = \sum_{k=0}^{2^{-j}-1} |w_{j,k}(\nu)|^2 \cdot |(Gain(j,k))|^2 . \] (29)

Since the residual noise is not audible when its energy is smaller than the masking threshold, we will suppress only the wavelet coefficients of noisy speech when the noise level is greater than the masking threshold as in [16]. To optimize the gain function, we minimize the energy of speech distortion in wavelet domain subjected to the constraint that the energy of residual noise is kept below the masking threshold. A cost function \( J(j,k) \) can be formulated according to the energies of the speech distortion and residual noise expressed in terms of wavelet coefficients.

\[ J(j,k) = E_{\xi_j,k}(s) + \eta_{j,k}(Z_W) \cdot \left\{ E_{\xi_j,k}(\nu) - T_{j,k}(Z_W) \right\} \] (30)

where the Lagrangian multiplier of each subband, \( \eta_{j,k}(Z_W) \), serves as a weighting factor to the residue noise.

Substituting (28) and (29) into (30), we have

\[ J(j,k) = \sum_{k=0}^{2^{-j}-1} |w_{j,k}(s)|^2 \cdot |(Gain(j,k) - 1)|^2 + \eta_{j,k}(Z_W) \cdot \left\{ \sum_{k=0}^{2^{-j}-1} |w_{j,k}(\nu)|^2 \cdot |(Gain(j,k))|^2 - T_{j,k}(Z_W) \right\} . \] (31)

The optimal gain function is obtained by minimizing the cost function \( J(j,k) \). Taking the derivative of the cost function \( J(j,k) \) with respect to the Lagrangian multiplier, \( \eta_{j,k}(Z_W) \) and set the result to zero, the optimal gain function is determined

\[ \frac{dJ(j,k)}{d\eta_{j,k}(Z_W)} = \sum_{k=0}^{2^{-j}-1} |w_{j,k}(\nu)|^2 \cdot |(Gain(j,k))|^2 - T_{j,k}(Z_W) = 0 \]

\[ \text{Gain}_{\text{opt}}(j,k) = \sqrt{ \frac{T_{j,k}(Z_W)}{\sum_{k=0}^{2^{-j}-1} |w_{j,k}(\nu)|^2} }, \quad 0 \leq \text{Gain}(j,k) \leq 1 . \] (32)

By equating the adaptive gain function of (24) to the optimal gain function of (32), and considering the power subtraction, i.e., \( \gamma_1 = 2 \) and \( \gamma_2 = 0.5 \), the closed-form expressions for the subtraction parameters, \( \alpha \) and \( \beta \) can be derived as follows:

\[ 1 - \alpha \cdot \frac{1}{\text{SNR}(j,k)} = \frac{T_{j,k}(Z_W)}{\sum_{k=0}^{2^{-j}-1} |w_{j,k}(\nu)|^2} \]

\[ \alpha = \text{SNR}(j,k) \cdot \left( 1 - \frac{T_{j,k}(Z_W)}{\sum_{k=0}^{2^{-j}-1} |w_{j,k}(\nu)|^2} \right) \] (33)

Equations (33) and (34) ensure that the subtraction parameters \( \alpha \) and \( \beta \) are adapted to the masking threshold of human auditory system to achieve a good tradeoff between the residual noise, speech distortion, and background noise. In high SNR condition, the parameter \( \alpha \) is increased to reduce the residual noise at the expense of introducing more speech distortion. On the contrary, in low SNR condition, the parameter \( \beta \) is increased to trade the residual noise reduction for an increased background noise in the enhanced speech. To make the residual noise inaudible, the subtraction parameters are set such that the residual noise stays just below the masking threshold \( T_{j,k}(Z_W) \). If the masking threshold is low, the subtraction parameters will be increased to reduce the effect of residual noise. If the masking threshold is high, the residual noise will naturally be masked and become inaudible. Therefore, the subtraction parameters can be kept at their minimal values to minimize the speech distortion.

### B. Unvoiced Speech Enhancement

The intelligibility of the processed speech is further improved by an USE (see Fig. 5). Although the GPTFS subsystem is useful for enhancing the portion of speech signal that contains most of the signal energy, they sometimes degrade the high-frequency bands of low energy. To alleviate this problem, we apply a soft thresholding method to enhance the portion of speech signal that lies in the high-frequency bands [31].

Despite most energy of the speech signal is concentrated around the lower frequency bands, the speech energy in the high-frequency range may possess considerably high peak and carry crucial perception information. To enhance the portion of speech signal that lies in the high-frequency range without degrading the performance of the overall system, the USE unequally weights the frequency bands to amplify only those components with detectable peaks in the high-frequency range. The time–frequency energy (TFE), which is estimated using the wavelet coefficients, is applied in this subsystem. The TFE is computed as

\[ \Gamma_{j,k} = \sum_{F_j} (\tilde{w}_{j,k}(x))^2 \bigg/ \sum_{n=1}^{F_{j,\text{max}}} \|x[n]\|^2 \] (35)

where \( \| . \|^2 \) is the norm operator. \( F_{j,\text{max}} \) is the total frame length. \( F_j \) is the frame length of each subband. The TFE mapping, \( \Gamma \) is a normalized energy function of wavelet coefficients at each position of the binary tree. To estimate the enhanced original speech, we assume that the TFE of noise does not change much over time. Since only noisy observation is accessible, we can only estimate the noise TFE by the minimum TFE of the observation. The high-frequency TFE peak can be deduced as

\[ \tilde{\Gamma}_{j,k}(s) = \gamma_{j,k} - \min_{1 \leq m \leq M} \Gamma_{j,k}^m(x) \] (36)
where \( \Gamma_{j,k}(x) \) denote the TFE of the noisy speech which is composed of the TFEs of noise \( \Gamma_{j,k}(\nu) \) and the original speech \( \Gamma_{j,k}(s) \). The superscript \( m \) denotes the frame index. Unlike GPTFS, which operates on each time frame, the USE spans over several frames, where \( M \) indicates the number of frames covered in this duration.

To amplify those high-frequency bands containing components of unvoiced speech without affecting all other high-frequency bands, we define a threshold \( \delta_{j,k} \). Different wavelet coefficients of the processed speech are then emphasized via their weights, \( u_{j,k} \). The weight, \( u_{j,k} \) is obtained by

\[
 u_{j,k} = \begin{cases} 
 1, & \hat{\Gamma}_{j,k}(s) < \delta_{j,k} \\
 \frac{\sum_{m=1}^{M} (\gamma_{j,k}^{m}(x) - \hat{\Gamma}_{j,k}(\nu))}{\hat{\Gamma}_{j,k}(\nu)}, & \hat{\Gamma}_{j,k}(s) > \delta_{j,k} 
\end{cases}
\]

(37)

where the threshold \( \delta_{j,k} \) is determined empirically through experimentation, below which the subband is noise-free and \( u_{j,k} \) is set to 1. Therefore, when the noise estimate approaches zero and the speech is strong enough, \( u_{j,k} = 1 \). The weighted wavelet coefficients are then given by

\[
 \hat{w}_{j,k}(s) = u_{j,k} \cdot \hat{w}_{j,k}(s).
\]

(38)

GPTFS either amplifies or attenuates a particular frequency band based on the estimated signal energy content in low frequency. When the SNR is high, the USE is effective. In the case of low SNR, GPTFS have suppressed most energy of noise while significantly reduced the unvoiced speech at the same time. Nevertheless, the succeeding USE can still coarsely estimate the noise and tune a set of weights to somewhat enhance the unvoiced speech. Finally, an inverse wavelet transform is applied to resynthesize the enhanced speech

\[
 \hat{s}[n] = \text{IPWPT} (\hat{w}_{j,k}(x))
\]

(39)

where IPWPT means inverse PWPT.

V. EXPERIMENTAL RESULTS

In this section, the proposed system is evaluated with speeches produced in various adverse conditions and compared against the following competitive methods: 1) speech enhancement method using perceptually constrained gain factors in critical-band-WPT (Lu04) [16]; 2) speech enhancement method incorporating a psychoacoustical model in frequency domain (Hu04) [12]; 3) wavelet speech enhancement method based on the teager energy operator (B&R01) [5]; 4) perceptual time–frequency subtraction algorithm (Li01) [14]; 5) single channel speech enhancement based on masking properties of human auditory system (Vir99) [33]; and 6) parametric spectral subtraction (Sim98) [26]. The original speeches used for the tests were taken from the DARPA TIMIT Acoustic-Phonetic Speech Database. Different background noises with different time–frequency distributions were taken from the Noisex-92 database [37]. The tested noisy environments include white Gaussian noise, pink noise, Volvo engine noise, F16 cockpit noise, factory noise, high-frequency channel noise, and speechlike noise. Noise has been added to the clean speech signal with different SNRs. The same speech pause detection algorithm from Marzinzik and Kollmeier [20] is used for all algorithms being compared that require noise estimation. This speech pause detection algorithm has a low hit rate of 0.11 and 0.12, and a low false-alarm rate of 0.085 and 0.08 at SNR of −5 and −10 dB, respectively, in the speechlike noise environment.

A. SNR Improvement and Itakura–Saito (IS) Distortion

The amount of noise reduction is generally measured in terms of the SNR improvement, given by the difference between the input and output segmental SNRs. The pre-SNR and post-SNR are defined as

\[
 \text{SNR}_{\text{pre}} = \frac{1}{K} \sum_{m=0}^{K-1} \left( 20 \cdot \log_{10} \left( \frac{\frac{1}{N} \sum_{n=0}^{N-1} s(n + Nm)}{\frac{1}{N} \sum_{n=0}^{N-1} v(n + Nm)} \right) \right)
\]

(40)

\[
 \text{SNR}_{\text{post}} = \frac{1}{K} \sum_{m=0}^{K-1} \left( 20 \cdot \log_{10} \left( \frac{\frac{1}{N} \sum_{n=0}^{N-1} s(n + Nm)}{\frac{1}{N} \sum_{n=0}^{N-1} (s(n + Nm) - \hat{s}(n + Nm))} \right) \right)
\]

(41)

where \( K \) represents the number of frames in the signal and \( N \) indicates the number of samples per frame.

The segment SNR improvement is defined as \( \text{SNR}_{\text{post}} - \text{SNR}_{\text{pre}} \)

\[
 \text{SNR}_{\text{imp}} = \frac{1}{K} \sum_{m=0}^{K-1} \left( 20 \cdot \log_{10} \left( \frac{\frac{1}{N} \sum_{n=0}^{N-1} v(n + Nm)}{\frac{1}{N} \sum_{n=0}^{N-1} (s(n + Nm) - \hat{s}(n + Nm))} \right) \right)
\]

(42)

This equation takes into account both residual noise and speech distortion. Figs. 6(a)–9(a) compare the SNR improvement of various speech enhancement methods in white noise, Volvo engine noise, factory noise, and speechlike noise with different noise levels. Our proposed method produces
higher SNR improvement than other methods, particularly for low-input SNRs. The best noise reduction is obtained in the case of white Gaussian noise, while for colored noise the improvement is less prominent.

It has been shown by experiments that even though the SNRs are very similar at the output of the enhancement system, the listening test and speech spectrograms can produce very divergent results. Therefore, segmental SNR alone is not sufficient to indicate the speech quality and further objective measure is needed to attest the performance ascendancy. IS distortion [22] provides a higher correlation with subjective results than the SNR for speech processing systems. It is derived from the linear predictive coefficient vector $\alpha_s(m)$ of the original clean speech frame and the processed speech coefficient vector $\hat{\alpha}_s(m)$ as follows:

$$IS(m) = \sigma^2_s(m) \cdot \frac{\alpha_s(m) R_s(m) \alpha^T_s(m) + \log \left( \frac{\sigma^2_s(m)}{\sigma^2_{\hat{s}}(m)} \right)}{\sigma^2_{\hat{s}}(m)} - 1$$

where $\sigma^2_s(m)$ and $\sigma^2_{\hat{s}}(m)$ are the all-pole gains for the processed and clean speeches, respectively, and $R_s(m)$ denotes the clean speech signal correlation matrix. The IS distortion measure gives a zero response when the distortion of two signals to be estimated have equal linear predictive coefficients and gain. Smaller value of IS implies better speech quality.

Figs. 6(b)–9(b) show the IS distortion of various methods in different noise environments at varying noise levels. All figures show that the proposed method outperforms other methods with significant margins. This is attributed to the holistic reduction of the background noise, residual noise and speech distortion. In low SNR, GPTFS can suppress most of the noise by appropriately tuning the subtraction parameters according to the time–frequency masking threshold. This tradeoff control helps to minimize the processing distortion in the enhanced speech. The USE of the proposed system compensates for the speech in the high-frequency range. It further improves the intelligibility and reduces the distortion. When the SNR is high, the proposed system has excellent performance. Our proposed system has successfully overcome the major drawback of traditional denoising methods, which is the tendency to deteriorate some useful components of speech, resulting in the weakening of its intelligibility.

### B. Speech Spectrograms

The above objective measures do not provide information about how speech and noise are distributed across frequency. In this perspective, the speech spectrograms, which yield more accurate information about the residual noise and speech distortion than the corresponding timing waveforms, are analyzed. All the speech spectrograms presented in this section used Kaiser Window of 500 samples with an overlap of 475 samples. Experiments show that the noisy phase is not perceived as long as the local SNR is greater than about 6 dB. However, at SNR $= 0$ dB, the effect of the noisy phase is audible and is perceived as an increased roughness.

The spectrograms of noisy and enhanced speeches obtained with the proposed method in various noise environments show that the residual noise has been greatly reduced, as long as the noise remains stationary or piecewise stationary. Fig. 10 shows the comparisons of the speech spectrograms obtained by different enhancement methods in speechlike noise. As the nonstationary of noise increases, the results of our proposed method are still better than other algorithms. This is because the proposed PWPT filter bank has closely approximated the...
critical bands of the human auditory system. By appropriately segregating the speech and noise components of the noisy speech in frequency and time, the subtraction parameters of our proposed GPTFS method adapt well to the combined temporal and simultaneous masking threshold. The supplement of USE also improves the performance of our proposed system in high-frequency noise. The worst results of the proposed method are obtained with speechlike noise. This noise is particularly difficult to handle by any method, because it has the same frequency distribution as the long-term speech.

C. Subjective Measurements

In order to validate the performances of objective evaluation, subjective listening tests are performed by subjecting the speech to varying noise at SNR = 0 and 10 dB before they are processed by different algorithms. An informal subjective test was performed with ten listeners. Each listener gives a score between one and five to each test signal. The score represents his global perception of the residual noise, background noise and speech distortion. The scale used for these tests corresponds to the mean opinion score (MOS) scale [7]. For each tester, the following procedure has been applied: first, the clean and noisy speeches are played and repeated twice; second, each test signal, which is repeated twice for each score, is played three times in a random order. This leads to 30 scores for each test signal. The results are presented in Table III. The subjective listening tests confirm that the proposed enhancement method produces the highest quality speech perceived by the actual human listeners among the algorithms being tested.
### VI. Conclusion

In this paper, a new speech enhancement system has been proposed. It can be analogized into several powerful processing techniques that exploit the physiology of human auditory system to recover high-quality speech from noise-contaminated speech. The system consists of two functional stages working cooperatively to perform perceptual time–frequency subtraction by adapting the weights of the perceptual wavelet coefficients. The noisy speech is first decomposed into critical bands by perceptual wavelet transform. The temporal and spectral psychoacoustic model of masking is developed to calculate the threshold to be applied to GPTFS method for noise reduction. Different spectral resolutions of the wavelet representation preserve the energy of the critical transient components so that the background noises, distortion, and residual noise can be adaptively processed by GPTFS method. The unvoiced speech is also enhanced by a soft-thresholding scheme. The effectiveness of the proposed system to extract a clear and intelligible speech from various adverse noisy environments in comparison with other well-known methods has been demonstrated through both objective and subjective measurements. The performance robustness under varying signal-to-noise conditions of the proposed system is attributable to the consideration of both the temporal and simultaneous maskings for the tuning of subtraction parameters in the proposed GPTFS. Together with the use, they make an average SNR improvement of 5.5% by objective measurements, and an average intelligibility improvement of 8% by subjective evaluation.
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