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Abstract. This paper derives a linear convergence for the Schwarz overlapping domain decomposition method when applied to constrained minimization problems. The convergence analysis is based on a minimization approach to the corresponding functional over a convex set. A general framework of convergence is established for some multiplicative Schwarz algorithm. The abstract theory is particularly applied to some obstacle problems, which yields a linear convergence for the corresponding Schwarz overlapping domain decomposition method of one and two levels. Numerical experiments are presented to confirm the convergence estimate derived in this paper.
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1. Introduction. The study of domain decomposition methods was motivated by the increasing need of fast numerical solutions for problems in science and engineering. Such practical problems are often of very large scale and are extremely difficult to solve by using classical approaches. The domain decomposition method has the capability of providing new numerical algorithms which are efficient and parallelizable. The Schwarz overlapping domain decomposition method represents a typical thinking of parallelization and shall be the main focus of this paper.

The Schwarz method consists of two categories which have been traditionally classified as multiplicative and additive methods. The multiplicative Schwarz replicates the well-known Gauss–Seidel iteration for linear systems in a block fashion, while the additive Schwarz method resembles the Jacobi iteration in numerical linear algebra. Both methods have been well studied for second order elliptic problems for the last two decades. Details can be found from [2, 4, 6, 13, 14, 15, 16, 18, 20, 32] and the references cited therein. However, to the authors’ knowledge, there are very few existing results which are satisfactorily developed for the Schwarz method when applied to constrained minimization problems.

The main objective of this paper is to establish a convergence rate estimate for the overlapping domain decomposition method for variational inequalities. The result is inspired by the classical analysis of [4] for linear second order elliptic problems and extends some of the new techniques for nonlinear problems of [26, 27, 29, 30]. The essential idea is to decompose the global approximating space into subspaces, which
is the key idea behind the latest convergence analysis for domain decomposition and multigrid methods. We shall first establish an abstract framework for the convergence of general minimization problems and then apply it to some obstacle problems by verifying the assumptions of the abstract theory.

A brief review of the existing work on the domain decomposition methods for variational inequalities is as follows. In [1], Badea proved a convergence of a domain decomposition algorithm which is based on minimizing quadratic functionals in a Hilbert space. A convergence rate was established there by using the maximum principle for the problem. A similar method was later proposed and analyzed in [3] as a new member of the additive Schwarz methods. Various one-level overlapping domain decomposition methods have been studied in [10, 12, 17, 19, 21, 24, 25]. A linear convergence for the one-level overlapping domain decomposition method was derived recently in [29, 22, 33] under the condition that the iterative solution increases or decreases monotonically to the true solution. It is known that we can linearize the obstacle problem first and then apply domain decomposition methods for the linearized problems; see, for example, [11]. Our approach is applied directly to the obstacle problem, and no linearization is necessary in the domain decomposition scheme.

Both the one-level and two-level domain decomposition methods are considered in this paper. As it is well known, the two-level method makes use of a coarse level, and its convergence is quite challenging in theory. In fact, the convergence for two-level algorithms has not been fully understood so far in the literature. The only ones we know are from [26, 27, 28]; see also [31] for a two-level algebraic method for the Signorini problem. The method proposed in [26, 27] relies on a decomposition of the convex set, which is different from the algorithm to be studied in the present paper. For the approach to be taken here, the subproblems can be solved in parallel or sequentially. Numerical tests and convergence rate analysis for the parallel version have been done in [28] for domain decomposition and multigrid methods. In this paper, we shall give a convergence rate estimate for the sequential method and concentrate only on the one-level and two-level domain decomposition methods. To the authors’ knowledge, our result is the first that gives an explicit convergence rate estimate for this two-level Schwarz method for variational inequalities. For the one-level method, our estimate does not require any monotone property of the iterative solution. Moreover, we give an explicit relation between the convergence rate and the overlapping size. The convergence rate analysis for the multigrid method with the sequential approach is much more difficult and remains open.

This paper is organized as follows. In section 2, we present some abstract domain decomposition algorithms for general convex minimization problems over convex constraint sets. In section 3, we state an abstract result of convergence based on some assumptions for the spatial decomposition. In section 4, we apply the abstract convergence result to a specific obstacle problem by verifying all the conditions required for the abstract theory. To validate our convergence theory, we present some numerical results in section 5 for a two-sided obstacle problem. Finally, in section 6, we provide a complete proof for the main convergence estimate for constrained minimization problems.

2. Algorithm description. Given a reflexive Banach space $V$ and a convex functional $F : V \mapsto \mathbb{R}$, we consider the following optimization problem:

$$
\min_{v \in K} F(v), \quad K \subset V,
$$

(2.1)
where $K$ is a closed convex subset of $V$. We are interested in the case where the space $V$ can be decomposed into a sum of subspaces $V_i$, i.e.,

$$V = V_1 + V_2 + \cdots + V_m = \sum_{i=1}^{m} V_i. \tag{2.2}$$

This means that for any $v \in V$, there exists $v_i \in V_i$ such that $v = \sum_{i=1}^{m} v_i$.

With the decomposition (2.2), there are two different ways to solve the nonlinear problem (2.1). The first approach is to decompose $K$ into a sum of $K_i \subset V_i$, $i = 1, 2, \ldots, m$, i.e.,

$$K = K_1 + K_2 + \cdots + K_m = \sum_{i=1}^{m} K_i,$$

and then to solve a minimization problem over each subset $K_i$ in parallel or sequentially. The convergence rate analysis and numerical experiments for this approach have been conducted in [26, 27]. The approach of [26] could handle one- and two-level domain decomposition methods as well as the multigrid method. The second approach does not involve any decomposition of the convex set $K$ and is illustrated in Algorithms 1 and 2.

**Algorithm 1.** For a given $u^n \in K$ and $\rho \in (0, 1/m)$, compute $e_i^{n+1} \in V_i$ in parallel for $i = 1, 2, \ldots, m$ such that

$$e_i^{n+1} = \arg \min_{v_i + u^n \in K, v_i \in V_i} G(v_i) \quad \text{with} \quad G(v_i) = F(u^n + v_i) \tag{2.3}$$

and then update

$$u^{n+1} := u^n + \rho \sum_{i=1}^{m} e_i^{n+1}.$$

**Algorithm 2.** For a given $u^n \in K$, compute $e_i^{n+1} \in V_i$ sequentially for $i = 1, 2, \ldots, m$ such that

$$e_i^{n+1} = \arg \min_{v_i + u^{n-\frac{i-1}{m}} \in K, v_i \in V_i} G(v_i) \quad \text{with} \quad G(v_i) = F(u^{n-\frac{i-1}{m}} + v_i) \tag{2.4}$$

and update

$$u^{n+\frac{i}{m}} := u^{n+\frac{i-1}{m}} + e_i^{n+1}.$$

The algorithms introduced in [1] and [3] are in the same spirit as Algorithms 1 and 2. A convergence rate analysis for Algorithm 1 has been established in [28] for domain decomposition and multigrid methods and in [3] for domain decomposition methods. The objective of this paper is to study Algorithm 2 and derive a linear convergence. The conditions for the convergence of Algorithm 2 differ from those for Algorithm 1. In addition, the analysis turns out to be more complicated than Algorithm 1. The techniques used in the analysis are extensions of those presented in [26, 29, 30].
3. An abstract theory of convergence. Assume that the minimization functional \( F \) is Gâteaux differentiable (see [8]) and that there exists a constant \( \kappa > 0 \) such that

\[
\langle F'(w) - F'(v), w - v \rangle \geq \kappa \|w - v\|^2 \quad \forall w, v \in V.
\]  

(3.1)

Here \( \langle \cdot, \cdot \rangle \) is the duality pairing between \( V \) and its dual space \( V' \), i.e., the value of a linear function at an element of \( V \). Under the condition (3.1), problem (2.1) has a unique solution; see [8, p. 35]. For some nonlinear problems, the constant \( \kappa \) may depend on \( v \) and \( w \) and the analysis given here is still applicable; see [30, Rem. 2.1] for more information. Our abstract convergence theory is based on the following two assumptions inspired from [1].

_Assumption 1._ There exists a constant \( C_1 > 0 \) such that for any \( w, v \in K \) and \( s_i \in V_i \) with \( w + \sum_{j=1}^{i-1} s_j \in K, i = 1, \ldots, m \), there exist \( z_i \in V_i \) satisfying

\[
\begin{aligned}
(a) & \quad v - w = \sum_{i=1}^{m} z_i, \\
(b) & \quad w + \sum_{j=1}^{i-1} s_j + z_i \in K \text{ for } i = 1, \ldots, m, \\
(c) & \quad \left( \sum_{i=1}^{m} \|z_i\|_{V_i} \right)^{\frac{1}{2}} \leq C_1 \left( \|v - w\|^2 + \sum_{j=1}^{m} \|s_j\|^2 \right)^{\frac{1}{2}}.
\end{aligned}
\]

(3.2)

_Assumption 2._ There exists a constant \( C_2 > 0 \) which is the least constant satisfying the following inequality for any \( w_{ij}, u_i \in V_i, v_j \in V_j \):

\[
\sum_{i,j=1}^{m} |\langle F'(w_{ij} + u_i), v_j \rangle - \langle F'(w_{ij}), v_j \rangle| \leq C_2 \left( \sum_{i=1}^{m} \|u_i\|^2_{V} \right)^{\frac{1}{2}} \left( \sum_{j=1}^{m} \|v_j\|^2_{V} \right)^{\frac{1}{2}}.
\]

(3.3)

Let \( u \) be the unique solution of (2.1). Our main result of the convergence estimate can be stated as follows.

**Theorem 3.1.** Assume that the space decomposition satisfies (3.2), (3.3), and assume that the functional \( F \) satisfies (3.1). Then for the iterative approximation \( \{u^n\}_{n=1}^{\infty} \) given by Algorithm 2, we have

\[
|F(u^{n+1}) - F(u)| \leq |F(u) - F(u^n)| \leq 1 - \frac{1}{(\sqrt{1 + C^*} + \sqrt{C^*})^2}
\]

(3.4)

and

\[
\|u^n - u\|_{V}^2 \leq \frac{2}{\kappa} \left[ 1 - \frac{1}{(\sqrt{1 + C^*} + \sqrt{C^*})^2} \right]^n |F(u^0) - F(u)|,
\]

(3.5)

where

\[
C^* = \left( (1 + C_1)C_2 + \frac{(C_1C_2)^2}{2\kappa} \right) \frac{2}{\kappa}.
\]

(3.6)

In order to prove the theorem, we need to combine the special assumption (3.2) with the techniques used in [26]. The proof is tedious and rather complex, and it is postponed to section 6.
4. Application to obstacle problems. The objective of this section is to apply the abstract convergence theory to obstacle problems and to derive a linear convergence for the corresponding domain decomposition algorithm. To this end, let \( \Omega \subset \mathbb{R}^d \) be an open bounded and connected domain with a polyhedral boundary. Consider the problem that seeks an unknown function \( u = u(x) \) on \( \Omega \) satisfying

\[
a(u, v - u) \geq f(v - u) \quad \forall v \in K,
\]

where

\[
a(v, w) = \int_\Omega \nabla v \cdot \nabla w \, dx,
\]

\( K = \{ v \in H^1_0(\Omega) \mid \alpha(x) \leq v(x) \leq \beta(x) \text{ a.e. in } \Omega \}, \)

\( \alpha(x) \) and \( \beta(x) \) are two obstacle functions in \( L^\infty(\Omega) \), and \( f(\cdot) \) is a bounded linear functional on the Sobolev space \( H^1_0(\Omega) \). It is well known that the above problem is equivalent to the following minimization problem (see [9], for instance):

\[
\min_{v \in K} F(v), \quad F(v) = \frac{1}{2} a(v, v) - f(v).
\]

For the obstacle problem (4.1), the reflexive Banach space is given by \( V = H^1_0(\Omega) \). Correspondingly, we have \( \kappa = 1 \) in assumption (3.1). We point out that our algorithms and the convergence estimate presented in the previous section are valid for a general class of optimization problems in which the optimization functional \( F \) is a strongly convex functional satisfying (3.1).

We use the standard notation for Sobolev spaces \( H^k_0(\Omega) \) and \( W^{k,p}_0(\Omega) \) and their norms and seminorms. In particular, for a given subdomain \( D \subset \Omega \) and \( v \in H^1_0(D) \), we shall always extend \( v \) with zero in \( \Omega \setminus D \), i.e.,

\[
H^1_0(D) = \{ v \mid v \in H^1(\Omega), \, v = 0 \text{ in } \Omega \setminus D \}.
\]

Throughout the paper, \( C \) will be used to denote a generic constant that does not depend on mesh parameters of the finite element partitions introduced later.

4.1. Numerical approximation and technical tools. The domain \( \Omega \) is first partitioned into a coarse mesh denoted \( T_H \) with a mesh size \( H \). Next, we refine the partition \( T_H \) and obtain a fine mesh partition \( T_h \) with a mesh size \( h < H \). We assume that both the coarse and fine meshes are shape-regular (see [7]).

Let \( S_H \subset W^{1,\infty}_0(\Omega) \) and \( S_h \subset W^{1,\infty}_0(\Omega) \) be the continuous, piecewise linear finite element spaces associated with \( T_H \) and \( T_h \), respectively. More precisely, we have

\[
S_H = \left\{ v \in W^{1,\infty}_0(\Omega) \mid v|\tau \in P_1(\tau) \forall \tau \in T_H \right\}
\]

and

\[
S_h = \left\{ v \in W^{1,\infty}_0(\Omega) \mid v|\tau \in P_1(\tau) \forall \tau \in T_h \right\}.
\]

The obstacle problem (4.1) is approximated by a finite element function \( u_h(x) \in K \cap S_h \) satisfying

\[
a(u_h, v - u_h) \geq f(v - u_h) \quad \forall v \in K \cap S_h.
\]
Let \( \{ \Omega_i \}_i \) be a nonoverlapping domain decomposition for \( \Omega \), and each \( \Omega_i \) is the union of some coarse mesh elements. For each \( \Omega_i \), we consider an enlarged subdomain \( \Omega_i^\delta \) consisting of elements \( \tau \in T_h \) with \( \text{dist}(\tau, \Omega_i) \leq \delta \leq H \). The union of \( \Omega_i^\delta \) covers \( \Omega \) with overlaps of size \( \delta \). Let us denote the piecewise linear finite element space with vanishing values on the boundary \( \partial \Omega_i^\delta \) as \( S_h(\Omega_i^\delta) \). It is not hard to show that

\[
S_h = \sum_{i=1}^M S_h(\Omega_i^\delta) \quad \text{and} \quad S_h = S_H + \sum_{i=1}^M S_h(\Omega_i^\delta).
\]

For the overlapping subdomains, assume that there exist \( m \) colors such that each subdomain \( \Omega_i^\delta \) can be marked with one color, and the subdomains with the same color will not intersect with each other. For suitable decompositions, one can choose \( m = 2 \) if \( d = 1 \), \( m \leq 4 \) if \( d = 2 \), and \( m \leq 8 \) if \( d = 3 \). Let \( \Omega_i^c \) be the union of the subdomains with the \( i \)th color, and

\[
V_i = \{ v \in S_h \mid v(x) = 0, \ x \notin \Omega_i^c \}
\]

for \( i = 1, 2, \ldots, m \). By denoting \( V_0 = S_H \) and \( V = S_h \), we see from (4.5) that

\[
V = \sum_{i=1}^m V_i \quad \text{and} \quad V = V_0 + \sum_{i=1}^m V_i.
\]

Associated with the subdomains, we consider some functions \( \theta_j^i \in C^1(\overline{\Omega}) \), \( i = 1, 2, \ldots, m \), \( j = i, \ldots, m \), such that for any \( i = 1, 2, \ldots, m \) we have

\[
\text{supp}(\theta_j^i) \subset \Omega_j^c, \quad 0 \leq \theta_j^i \leq 1 \quad \forall j = i, \ldots, m, \quad \text{and} \quad \sum_{j=i}^m \theta_j^i = 1 \quad \text{in} \quad \bigcup_{j=i}^m \Omega_j^c.
\]

More precisely, \( \theta_j^1 \) is a partition of unity with respect to the subdomains \( \Omega_j^c \), \( j = 1, 2, \ldots, m \); \( \theta_j^2 \) is a partition of unity with the subdomains \( \Omega_j^c \), \( j = 2, \ldots, m \); i.e., the subdomains with the first color are dropped. Accordingly, \( \theta_j^1 \) is a partition of unity with respect to the subdomains \( \Omega_j^c \), \( j = i, \ldots, m \), where the subdomains \( \Omega_j^c \), \( j = 1, 2, \ldots, i-1 \), are dropped. Due to the overlapping property, the preceding functions can be constructed to satisfy

\[
|\nabla \theta_j^i| \leq C/\delta.
\]

In the following, \( I_h \) denotes the Lagrangian interpolation operator which uses the function values at the nodes of a given mesh \( T_h \) with a mesh size \( h \). The following estimate is correct due to the special structure of the functions \( \theta_j^i \):

\[
\|I_h(\theta_j^i v)\|_0 \leq C\|v\|_0, \quad |I_h(\theta_j^i v)|_1 \leq C\|v\|_1 + \frac{1}{\delta}\|v\|_0 \quad \forall i, j, \quad \forall v \in S_h.
\]

We also need a nonlinear interpolation operator \( I_H^0 : S_h \rightarrow S_H \) introduced in [26, 27]. Denote \( \mathcal{N}_H = \{ x_0 \}_n \) all the interior nodes for \( T_H \). For a given \( x_0 \), let \( \omega_i \) be the union of the mesh elements of \( T_H \) having \( x_0 \) as one of its vertices, i.e.,

\[
\omega_i := \bigcup \{ \tau \in T_H, x_0 \in \bar{\tau} \}.
\]
Let \( \{ \phi^i_0 \}_{i=1}^{m} \) be the associated nodal basis functions. It is clear that \( \omega_i \) is the support of \( \phi^i_0 \). Given a nodal point \( x^i_0 \in N_H \) and a \( v \in S_h \), let \( I_H v = \min_{\omega_i} v(x) \). The interpolation function is then defined as

\[
I_H^\ominus v := \sum_{x^i_0 \in N_H} (I_H v) \phi^i_0(x).
\]

From the definition, it is easy to see that

\[
I_H^\ominus v \leq v \quad \forall v \in S_h, \tag{4.11}
\]
\[
I_H^\ominus v \geq 0 \quad \forall v \geq 0, v \in S_h. \tag{4.12}
\]

Moreover, the interpolation for a given \( v \in S_h \) on a finer mesh is always no smaller than the corresponding interpolation on a coarser mesh due to the fact that each coarser mesh element contains several finer mesh elements, i.e.,

\[
I_H^\ominus v \leq I_{H_2}^\ominus v \quad \forall H_1 \geq H_2 \geq h, \quad \forall v \in S_h. \tag{4.13}
\]

Define

\[
c_d = \begin{cases} 
C & \text{if } d = 1, \\
C(1 + |\log(H/h)|^{1/2}) & \text{if } d = 2, \\
C(H/h)^{1/2} & \text{if } d = 3.
\end{cases}
\]

Using Lemma 2.3 in [5], it was proven in [26, 27] that the following approximation properties are correct for the nonlinear interpolation operator \( I_H^\ominus \).

**Theorem 4.1.** For any \( v, w \in S_h \), it is true that

\[
\| I_H^\ominus v - I_H^\ominus w - (v - w) \|_0 \leq c_d H|v - w|_1, \tag{4.14}
\]
\[
\| I_H^\ominus v - v \|_0 \leq c_d H|v|_1, \tag{4.15}
\]
\[
\| I_H^\ominus v - I_H^\ominus w \|_1 \leq c_d |v - w|_1. \tag{4.16}
\]

**4.2. Two-level domain decomposition methods.** In the two-level domain decomposition method, the coarse level space \( S_{H_1} \) is used in the iterative scheme for correction. As a result, the analysis will be based on the space decomposition as given in (4.6.b). Our goal is to verify Assumptions 1 and 2. Notice that the verification for Assumption 2 is straightforward and is essentially the same as for linear problems. We are left with the verification of Assumption 1 by finding the smallest constant \( C_1 \) which satisfies (3.2). We use \( V_0 \) to denote the coarse mesh and, correspondingly, all the summation index in Assumptions 1 and 2 will start from 0 to \( m \).

The following lemma is stated for a general convex constraint set \( K \) defined by constraints on the function values at the fine mesh nodes, and it originates from a similar one given in [1] for the Sobolev spaces. Assume that \( v, w, w + \sum_{j=0}^i s_j \in K, s_i \in V_i, i = 0, 1, \ldots, m \), holds true for a general convex subset. Choose a \( v_0 \in V_0 \) such that

\[
v - v_0 \in K, \quad v_0 + w + s_0 \in K. \tag{4.17}
\]

We then define \( z_i, i = 0, 1, 2, \ldots, m \), recursively by

\[
z_0 = s_0 + v_0, \quad z_i = I_{H_i} \left( \theta_i^i (v - w - \sum_{j=0}^{i-1} z_j) + (1 - \theta_i^i) s_i \right), \quad i = 1, \ldots, m. \tag{4.18}
\]
Lemma 4.2. For a general convex subset $K \subset H^1_0(\Omega)$, assume that $v, w, w + \sum_{j=0}^{i} s_j \in K$, $s_i \in V_i$, $i = 1, \ldots, m$, and assume that $v_0$ satisfies (4.17). Then the functions $z_i$, $i = 1, \ldots, m$, defined in (4.18) satisfy

\begin{align}
(4.19) \quad z_i &\in V_i, \quad z_i + w + \sum_{j=0}^{i-1} s_j \in K, \\
(4.20) \quad v - w - \sum_{j=0}^{i} z_j &\in H^1_0 \left( \bigcup_{j=i+1}^{m} \Omega^c_j \right), \\
(4.21) \quad v - \sum_{j=0}^{i} z_j + \sum_{j=0}^{i} s_j &\in K.
\end{align}

Proof. The conclusion shall be proved by induction. For $i = 1$, we get from (4.18) that

\begin{align}
(4.22) \quad z_1 &= I_h(\theta^1_1(v - w - z_0) + (1 - \theta^1_1)s_1).
\end{align}

Due to the fact that $\theta^1_1 = 0$, $s_1 = 0$ in $\Omega_1 \setminus \Omega^c_1$, it is true that $z_1 = 0$ in $\Omega_1 \setminus \Omega^c_1$ and thus $z_1 \in V_1$. Using (4.17), the assumption that $w + s_0 + s_1 \in K$, and the fact that $0 \leq \theta^1_1 \leq 1$, it is not hard to see that

\begin{align*}
z_1 + w + s_0 &= I_h(\theta^1_1(v - v_0) + (1 - \theta^1_1)(w + s_0 + s_1)) \in K.
\end{align*}

As $I_h(v - w - z_0) = v - w - z_0$, one gets from (4.22) that

\begin{align}
(4.23) \quad v - w - z_0 - z_1 &= I_h((1 - \theta^1_1)(v - w - z_0 - s_1)).
\end{align}

From (4.7), one obtains that $\theta^1_1 = 1$ in $\Omega^c_1 \cup \Omega^c_2$. Combining it with the above equality we get

\begin{align}
(4.24) \quad v - w - z_0 - z_1 &\in H^1_0 \left( \bigcup_{j=2}^{m} \Omega^c_j \right).
\end{align}

Furthermore, one gets from (4.17), the assumption that $w + s_0 + s_1 \in K$, the fact that $0 \leq \theta^1_1 \leq 1$, and (4.23) that

\begin{align*}
v - z_0 - z_1 + s_0 + s_1 &= I_h(((1 - \theta^1_1)(v - z_0 + s_0) + \theta^1_1(w + s_0 + s_1)) \\
&= I_h((1 - \theta^1_1)(v - v_0) + \theta^1_1(w + s_0 + s_1)) \in K.
\end{align*}

In what follows, we shall assume that a $z_i$ defined by (4.18) satisfies (4.19)–(4.21); then we shall prove that $z_{i+1}$ also satisfies (4.19)–(4.21). From (4.18), we see that

\begin{align}
(4.25) \quad z_{i+1} &= I_h(\theta^{i+1}_{i+1}(v - w - \sum_{j=0}^{i} z_j) + (1 - \theta^{i+1}_{i+1})s_{i+1}).
\end{align}

Using the fact that

\begin{align*}
\theta^{i+1}_{i+1} &\in H^1_0(\Omega^c_{i+1}), \quad s_{i+1} \in H^1_0(\Omega^c_{i+1}),
\end{align*}
and from (4.20), we see that $z_{i+1} \in H^1_0(\Omega_{c_{i+1}})$ and thus $z_{i+1} \in V_{i+1}$. In addition, one gets by using (4.20), (4.25), the assumption $w + \sum_{j=0}^{i} s_j \in K$, and the fact that $0 \leq \theta_{i+1}^{i+1} \leq 1$ that

$$
\begin{align}
(4.26) \quad & z_{i+1} + w + \sum_{j=0}^{i} s_j \\
& = I_h \left( \theta_{i+1}^{i+1} \left( v + \sum_{j=0}^{i} s_j - \sum_{j=0}^{i} z_j \right) + (1 - \theta_{i+1}^{i+1}) \left( w + \sum_{j=0}^{i+1} s_j \right) \right) \in K.
\end{align}
$$

From (4.25), it is easy to calculate that

$$
\begin{align}
(4.27) \quad & v - w - \sum_{j=0}^{i+1} z_j = v - w - \sum_{j=0}^{i} z_j - z_{i+1} \\
& = I_h \left( (1 - \theta_{i+1}^{i+1}) \left( v - w - \sum_{j=0}^{i} z_j - s_{i+1} \right) \right).
\end{align}
$$

Using the fact that $s_{i+1} \in H^1_0(\Omega_{c_{i+1}})$, $\theta_{i+1}^{i+1} = 1$ in $\Omega_{c_{i+1}} \setminus \bigcup_{k=i+2}^{m} \Omega_{c_k}$, and from (4.20), one obtains

$$
\begin{align}
v - w - \sum_{j=0}^{i+1} z_j & \in H^1_0 \left( \bigcup_{j=i+2}^{m} \Omega_{c_j} \right).
\end{align}
$$

To verify (4.21) for $i+1$, one gets from (4.27), (4.20), the assumption $w + \sum_{j=0}^{i+1} s_j \in K$, and the fact $0 \leq \theta_{i+1}^{i+1} \leq 1$ that

$$
\begin{align}
& v - w - \sum_{j=0}^{i+1} z_j + \sum_{j=0}^{i+1} s_j \\
& = I_h \left( \theta_{i+1}^{i+1} \left( v - \sum_{j=0}^{i} z_j + \sum_{j=0}^{i} s_j \right) + (1 - \theta_{i+1}^{i+1}) \left( w + \sum_{j=0}^{i+1} s_j \right) \right) \in K.
\end{align}
$$

Thus, we have proved by induction that (4.19)–(4.21) are correct for all $z_i$ defined as in (4.18).

Assume from now on that the convex set $K$ is given as in (4.2). For any $v, w + s_0 \in K$, let

$$
\sigma^\oplus = I_h \max(0, v - w - s_0), \quad \sigma^\ominus = I_h \max(0, w + s_0 - v),
$$

and define

$$
(4.28) \quad v_0 = I_H^\oplus \sigma^\oplus - I_H^\ominus \sigma^\ominus.
$$

Due to the special structure of $\sigma^\oplus$ and $\sigma^\ominus$, it is not hard to show that

$$
(4.29) \quad |\sigma^\ominus|_1 \leq C|v - w - s_0|_1, \quad |\sigma^\oplus|_1 \leq C|v - w - s_0|_1.
$$
Thus, from (4.14)-(4.16) and the fact that \(v - w - s_0 = \sigma^\oplus - \sigma^\ominus\) one obtains

\[
\begin{align*}
\|v_0 - (v - w - s_0)\|_1 & \leq \|I_H^\sigma \sigma^\oplus - I_H^\sigma \sigma^\ominus - (\sigma^\oplus - \sigma^\ominus)\|_1 \\
& \leq c_d H^{1-l} |\sigma^\oplus|_1 + c_d H^{1-l} |\sigma^\ominus|_1 \\
& \leq c_d H^{1-l} |v - w - s_0|_1, \quad l = 0, 1.
\end{align*}
\]

(4.30)

As \(\alpha(x) \leq v, w + s_0 \leq \beta(x)\), there follows that

\[
v - w - s_0 \leq \min(\beta - w - s_0, v - \alpha), \quad w + s_0 - v \leq \min(\beta - v, w + s_0 - \alpha).
\]

Note that \(\min(\beta - w - s_0, v - \alpha) \geq 0\) and \(\min(\beta - v, w + s_0 - \alpha) \geq 0\). It follows from properties (4.11) and (4.12) that

\[
0 \leq I_H^\sigma \sigma^\oplus \leq \min(\beta - w - s_0, v - \alpha), \\
0 \leq I_H^\sigma \sigma^\ominus \leq \min(\beta - v, w + s_0 - \alpha),
\]

which implies that \(v_0 = I_H^\sigma \sigma^\oplus - I_h^\sigma \sigma^\ominus\) satisfies

\[
\max(v - \beta, \alpha - w - s_0) \leq v_0 \leq \min(\beta - w - s_0, v - \alpha).
\]

The above inequality shows that

\[
\alpha(x) \leq v_0 + w + s_0 \leq \beta(x), \quad \alpha(x) \leq v - v_0 \leq \beta(x),
\]

which means that \(v_0\), defined in (4.28), satisfies (4.17) when \(K\) is given as in (4.2).

**Lemma 4.3.** Let \(v_0\) be given as in (4.28). Then the functions \(z_i, i = 0, 1, 2, \ldots, m\), defined in (4.18) satisfy

\[
\begin{align*}
(4.32) \quad & \|v - w - z_0\|_0 \leq c_d H (|v - w|_1 + |s_0|_1), \\
(4.33) \quad & \|v - w - z_0|_1 \leq c_d (|v - w|_1 + |s_0|_1), \\
(4.34) \quad & \left| v - w - \sum_{j=0}^i z_j \right|_0 \leq c_d H \left( |v - w|_1 + \sum_{j=0}^i |s_j|_1 \right), \quad i = 1, \ldots, m, \\
(4.35) \quad & \left| v - w - \sum_{j=0}^i z_j \right|_1 \leq c_d \left( 1 + \frac{H}{\delta} \right) \left( |v - w|_1 + \sum_{j=0}^i |s_j|_1 \right), \quad i = 1, \ldots, m.
\end{align*}
\]

**Proof.** The estimates (4.32) and (4.33) follow from (4.30). We shall establish (4.34) and (4.35) by induction. Since \(s_i \in H^0_0(\Omega^\epsilon_i)\) and \(\Omega^\epsilon_i; i = 1, \ldots, m,\) contains many disjoint subdomains with size proportional to \(H\), then the Friedrich–Poincaré inequality can be employed to yield

\[
\|s_i\|_0 \leq CH |s_i|_1, \quad i = 1, 2, \ldots, m.
\]

(4.36)

Now applying (4.9), (4.30), and (4.36) to (4.23) gives

\[
\begin{align*}
\|v - w - z_0 - z_1\|_0 & \quad \text{(using (4.9) and (4.23))} \\
& \leq C \|v - w - z_0 - s_1\|_0 \quad \text{(using } z_0 = v_0 + s_0 \text{ and (4.30))} \\
& \leq c_d H |v - w - s_0|_1 + \|s_1\|_0 \quad \text{(using (4.36))} \\
& \leq c_d H (|v - w|_1 + |s_0|_1 + |s_1|_1).
\end{align*}
\]

(4.37)
Similarly, one arrives at

\begin{align}
&|v - w - z_0 - z_1|_1 \\
&\leq C\|v - w - v_0 - s_0 - s_1\|_1 + \frac{C}{\delta}\|v - w - v_0 - s_0 - s_1\|_0 \\
&\leq C\|v - w - s_0 - v_0\|_1 + C\|s_1\|_1 + \frac{C}{\delta}\|v - w - s_0 - v_0\|_0 + \frac{C}{\delta}\|s_1\|_0 \\
&\leq c_d\left(1 + \frac{H}{\delta}\right)|v - w - s_0|_1 + C\left(1 + \frac{H}{\delta}\right)|s_1|_1 \\
&\leq c_d\left(1 + \frac{H}{\delta}\right)(|v - w|_1 + |s_0|_1 + |s_1|_1).
\end{align}

Now, let us assume that (4.35) and (4.34) are correct for \(i\), and we shall show that they are also correct for \(i + 1\). To this end, it follows from (4.9) and (4.27) that

\begin{equation}
\left\|v - w - \sum_{j=0}^{i+1} z_j\right\|_0 \leq C\left(\left\|v - w - \sum_{j=0}^{i} z_j\right\|_0 + \|s_{i+1}\|_0\right),
\end{equation}

which, with the help of (4.36), shows that (4.34) is correct for \(i + 1\) if it is correct for \(i\). Finally, using again (4.9) and (4.27), we have

\begin{align}
&\left\|v - w - \sum_{j=0}^{i+1} z_j\right\|_1 \\
&\leq + C\left(\left\|v - w - \sum_{j=0}^{i} z_j\right\|_1 + \|s_{i+1}\|_1\right) \\
&+ \left(C + \frac{1}{\delta}\right)\left(\left\|v - w - \sum_{j=0}^{i} z_j\right\|_0 + \|s_{i+1}\|_0\right).
\end{align}

Thus, it follows from (4.34) and (4.36) that (4.35) is correct for \(i + 1\) if it is correct for the index \(i\). This completes the proof of the lemma. \(\Box\)

Theorem 4.4. The estimate (3.2) in Assumption 1 holds true for the decomposition (4.6.b) with

\begin{equation}
C_1 = c_d\left(1 + \frac{H}{\delta}\right).
\end{equation}

Proof. Since \(\theta_m^m \equiv 1\), then from (4.27) we conclude that

\(v - w - \sum_{j=0}^{m} z_j = 0\) in \(\Omega\),

which shows that (3.2.a) is valid. Condition (3.2.b) has been shown to be valid for \(z_0\) and \(z_i\) in (4.31) and (4.19). It follows from

\begin{align}
&\|z_0\|_1 \leq \|v - w - z_0\|_1 + \|v - w\|_1, \\
&\|z_i\|_1 \leq \left\|v - w - \sum_{j=0}^{i} z_j\right\|_1 + \left\|v - w - \sum_{j=0}^{i-1} z_j\right\|_1, \quad i = 1, \ldots, m,
\end{align}
and (4.32)–(4.35) that (3.2.c) holds true with \( C_1 \) being given in (4.39). We point out that the generic constant depends on \( m \), which is the number of colors for the subdomains.

The estimate (3.3) in Assumption 2 has been shown to be correct for the decomposition (4.6.b) with \( C_2 = \sqrt{m + 1} \) and \( m \) being the number of colors; see [30] and [20, 32] for details. Thus, all the conditions of the abstract convergence Theorem 3.1 are verified for the proposed domain decomposition method for the obstacle problem.

As a consequence of Theorem 3.1, we see that the convergence rate of Algorithm 2 for the obstacle problem is given by

\[
\frac{F(u^{n+1}) - F(u)}{F(u^n) - F(u)} \leq 1 - \frac{1}{1 + (c_d H/\delta)^2}
\]

or

\[
||u^n - u||_1^2 \leq 2 \kappa \left[ 1 - \frac{1}{1 + (c_d H/\delta)^2} \right]^n [F(u^0) - F(u)].
\]

4.3. Domain decomposition methods without coarse levels. When no coarse levels are used in the domain decomposition method, the finite element space \( V = S_h \) can be decomposed into subspaces as given in (4.6.a). In this case, Algorithm 2 turns out to be the classical Schwarz alternating method for the corresponding minimization problem. We want to show that the abstract convergence Theorem 3.1 can be applied to yield a linear convergence for the Schwarz method, in which the rate of convergence depends only on the overlapping size. Furthermore, our result is more useful than those presented in [22, 29, 33] since no monotonicity is assumed on the iterative approximations.

Let \( v, w \in K \) and \( s_i \in V_i \) satisfy \( w + \sum_{j=1}^{i} s_j \in K \). We define \( z_i \) recursively by

\[
z_i = I_h \left( \theta_i^j \left( v - w - \sum_{j=1}^{i-1} v_j \right) + (1 - \theta_i^j) s_i \right), \quad i = 1, \ldots, m.
\]

By repeating the proof as for Lemma 4.2, we obtain the following result.

**Lemma 4.5.** For a general convex subset \( K \subset H^1_0(\Omega) \), assume that \( v, w, w + \sum_{j=1}^{i} s_j \in K, s_i \in V_i \) for \( i = 1, \ldots, m \). Let \( z_i, i = 1, \ldots, m, \) be defined as in (4.40). Then we have

\[
z_i \in V_i, \quad z_i + w + \sum_{j=1}^{i-1} s_j \in K,
\]

\[
v - w - \sum_{j=1}^{i} z_j = 0 \text{ in } H^1_0 \left( \bigcup_{j=i+1}^{m} \Omega_j^c \right),
\]

\[
v - \sum_{j=1}^{i} z_j + \sum_{j=1}^{i} s_j \in K.
\]

In fact, the above lemma is a consequence of Lemma 4.2 by taking \( v_0 = 0 \) and \( s_0 = 0 \). Now, using (4.9), from (4.27) in which the summation index \( i \) starts from 1, we obtain the following estimate.
Lemma 4.6. With \( z_i, i = 1, 2, \ldots, m \), being defined in (4.40) we have

\[
\left\| v - w - \sum_{j=1}^{i} z_j \right\|_0 \leq C \left( |v - w|_1 + \sum_{j=1}^{i} |s_j|_1 \right),
\]

(4.44)

\[
\left\| v - w - \sum_{j=0}^{i} z_j \right\|_1 \leq C(1 + \delta^{-1}) \left( |v - w|_1 + \sum_{j=1}^{i} |s_j|_1 \right).
\]

(4.45)

Consequently, the following result has been proved.

Theorem 4.7. The estimate (3.2) in Assumption 1 is valid for the decomposition (4.6.a) with

\[
C_1 = C(1 + \delta^{-1}).
\]

(4.46)

An application of Theorem 3.1 indicates that the one-level Schwarz method has the following convergence rate estimate for the obstacle problem:

\[
\frac{F(u^{n+1}) - F(u)}{F(u^n) - F(u)} \leq 1 - \frac{1}{1 + C(1 + \delta^{-2})}
\]

or

\[
||u^n - u||_1^2 \leq \frac{2}{\kappa} \left[ 1 - \frac{1}{1 + C(1 + \delta^{-2})} \right]^n [F(u^0) - F(u)].
\]

5. Numerical example. To support the convergence theory developed in the previous sections, we present some numerical results here for the obstacle problem approximated by piecewise linear finite elements. To this end, consider the homogeneous problem (4.1) and (4.2) which seeks \( u \in \mathcal{H}_0^1(\Omega) \) such that

\[
\alpha \leq u \leq \beta : \int_{\Omega} \nabla u \nabla (v - u) \geq 0 \quad \forall v \in \mathcal{H}_0^1(\Omega), \quad \alpha \leq v \leq \beta,
\]

(5.1)

where \( \alpha(x) \) and \( \beta(x) \) are two obstacle functions and \( \Omega = (0, 4) \times (0, 3) \).

The two finite element partitions \( T_H \) and \( T_h \) contain right triangles, which are obtained through a uniform refinement of \( \Omega \) as illustrated in Figure 5.1. In Figure 5.1, the coarse partition \( T_H \) comprises \( 6 \times 6 \) rectangles (i.e., 72 triangles) and the fine-level partition \( T_h \) contains \( 30 \times 30 \) rectangles (i.e., 1800 triangles). As for the nonoverlapping structure \( \{ \Omega_i \}_{i=1}^{M} \) for \( \Omega \), we take \( M = 9 \), and \( \{ \Omega_i \}_{i=1}^{9} \) is obtained as a uniform partition of \( \Omega \) into rectangles. The overlapping decomposition \( \{ \Omega^\delta_i \}_{i=1}^{M} \) is constructed by extending each \( \Omega_i \) with a width of two triangles in \( T_h \). Roughly speaking, the width \( \delta \) is given by \( 2h \).

The obstacles \( \alpha(x) \) and \( \beta(x) \) are shown in Figure 5.2. More precisely, we have

\[
\alpha(x, y) = 3 + \sqrt{\left( \frac{1}{6} \right)^2 - (x - 2)^2 - (y - 1.5)^2}
\]

if \( (x - 2)^2 + (y - 1.5)^2 \leq \left( \frac{1}{6} \right)^2 \), or else \( \alpha(x, y) = 0 \);

\[
\beta(x, y) = 1/6 - \sqrt{\left( \frac{1}{6} \right)^2 - (x - 1/3)^2 - (y - 3/4)^2}
\]

if \( (x - 1/3)^2 + (y - 3/4)^2 \leq \left( \frac{1}{6} \right)^2 \), or else \( \beta(x, y) = 19/6 \).

(5.2)
In the numerical simulations, the obstacles are replaced by their finite element approximations. Corresponding to this obstacle, the finite element solution for (5.1) is as shown in Figure 5.3.

We have seen that the constant $C_1$ in the convergence estimate of Theorem 4.7 depends on $\delta^{-1}$ as given by (4.46) when one-level domain decomposition methods are considered. For two-level domain decomposition methods, the constant $C_1$ depends on $H/h$ and $H/\delta$ as given in (4.39). One of the goals of this section is to numerically verify this dependence by taking various values of $H$, $h$, and $\delta$. In all of our numerical tests...
the iteration is stopped when the maximum error between two consecutive computed solutions is smaller than the tolerance $\epsilon = 0.001$. The solution for each subdomain problem is calculated by using the Gauss–Seidel iteration, which itself is a particular case of the Schwarz domain decomposition method in which each subdomain is merely the support of a nodal basis function of the finite element space. When solving subdomain problems, the calculation is terminated at a relative maximum error of $\epsilon = 10^{-5}$ at the nodes of $\mathcal{T}_h$ between two consecutive computed solutions.

For the results shown in Figure 5.4, the coarse mesh size $H$ varies, while the ratios $H/h = 6$ and $H/\delta = 2$ stay unchanged. The plot shows the total number of iterations in the Schwarz method when the partition $\mathcal{T}_H$ has 20, 18, 16, $\ldots$, 2 elements in the $x$- and $y$-directions. Starting from six elements, the number of iterations is almost constant for the two-level method, which is in concordance with the convergence theory. It can also be seen that the number of iterations is a decreasing function of $H$ for the one-level method. Since $H/\delta$ is constant, it follows that the number of iterations is an increasing function of $1/\delta$, and this is in concordance with the estimate for $C_1$ in (4.46).

For the results in Figure 5.5, we have taken $H = \frac{5}{12}, h = \frac{5}{120}$, and $\delta = h, 2h, \ldots, 10h$. For both one- and two-level methods, the number of iterations is a decreasing function of $\delta$. This observation is in concordance with the estimate on the constant $C_1$.

For the results shown in Figure 5.6, the values for $H, \delta$ are chosen as $H = \frac{5}{12}$ and $\delta = \frac{5}{12}$. The value of $h$ assumes the mesh size of the partition $\mathcal{T}_h$ with $2 \times 6, 4 \times 6, 6 \times 6, \ldots, 20 \times 6$ elements in the $x$- and $y$-directions. For the one-level Schwarz method, the number of iterations is constant for $h \leq \frac{5}{12}$, and this confirms the observation that the constant $C_1$ does not depend on $h$ for the one-level method. For the two-level method, the number of iterations is an decreasing function of $h$, which is in concordance with the log($H/h$)-dependence estimate of $C_1$ in (4.39).

Finally, we see from the above numerical tests that the number of iterations for the two-level method is significantly less than for the one-level method. We remark
that for one-sided obstacle problems, numerical tests using the two-level domain decomposition method have been shown in [28].

In the rest of this section, we make comments on the relaxation method that was used to solve the minimization problem on each subdomain. Notice that in the relaxation method, we have a one-dimensional minimization problem to solve on each support of the nodal basis functions. The solution of these one-dimensional problems...
was obtained by first solving the one-dimensional problem without constraint and then projecting it to the interval that presents the constraint for this one-dimensional problem. To be more precise, we use two vectors \( u(k) \) and \( e(k) \), where \( k \) runs from 1 to the number of interior nodes in \( T_h \) for the values of \( u^{n} + \frac{1}{m} \) and \( e_{i}^{n+1} \) obtained from Algorithm 2. Naturally, we have two vectors \( \alpha(k) \) and \( \beta(k) \) containing the values of the two obstacles at the interior nodal points in \( T_h \). Assume now that we are computing the solution on the subdomain \( \Omega_i \) and we are seeking the value \( e(k) \) of the correction at the node \( k \) of \( T_h \). Let \( \tilde{e}(k) \) be the value obtained from the one-dimensional problem without constraint. The projection is simply given by

\[
e(k) = \min(\beta(k) - u(k), \max(\alpha(k) - u(k), \tilde{e}(k))).
\]

For the problem associated with the coarse mesh, the minimization function (i.e., the correction value \( e \)) comes from the coarse mesh finite element space, with constraints imposed on the fine mesh. A relaxation method is employed to solve this problems in which one-dimensional problems associated with interior coarse mesh nodal basis functions \( \phi_0^j(x) \), \( j = 1, 2, \ldots, n_0 \), are solved. As this is a one-dimensional minimization problem with a constraint, we can first compute the minimizer without constraint and then project this number into the interval which represents the constraint. The computation of the one-dimensional problem without constraint can be done in the same way as for the standard Schwarz method [20, 28]. The computation of the constraint interval can be done similarly as explained in [28, p. 136] for one-sided obstacle problems. To explain the idea more clearly, let us use \( u^{old}(x) \) to denote the computed solution, and we need to solve the following problem to get an updated value for a coarse mesh nodal basis function \( \phi_0^j(x) \):

\[
e(j) = \arg \min_{\lambda \in \mathbb{R}} \{ \lambda \in \mathbb{R} | \alpha(x) \leq u^{old} + \lambda \phi_0^j(x) \leq \beta(x) \forall x \in \text{ supp}(\phi_0^j) \} F(u^{old} + \lambda \phi_0^j),
\]

Fig. 5.6. Number of iterations of the Schwarz method as a function of \( h \) when \( H \) and \( \delta \) are fixed.
where $\text{supp}(\phi_j^0)$ is the support set of the function $\phi_j^0$. Let $\tilde{e}(j)$ be the minimizer of the one-dimensional unconstrained problem, i.e.,

$$
\tilde{e}(j) = \arg\min_{\lambda \in R} F(u^{old} + \lambda \phi_j^0).
$$

The solution $\tilde{e}(j)$ is found by solving the one-dimensional algebraic equation associated with this minimization problem. Since $F$ is convex, $e(j)$ is the projection of $\tilde{e}(j)$ over the interval

$$
[\alpha_j, \beta_j] = \{ \lambda \in R \mid \alpha(x) \leq u^{old} + \lambda \phi_j^0(x) \leq \beta(x) \forall x \in \text{supp}(\phi_j^0) \},
$$

where

$$
\alpha_j = \sup_{x \in \text{supp}(\phi_j^0)} \frac{\alpha(x) - u^{old}(x)}{\phi_j^0(x)}, \quad \beta_j = \inf_{x \in \text{supp}(\phi_j^0)} \frac{\beta(x) - u^{old}(x)}{\phi_j^0(x)}.
$$

Evidently, we have

$$
e(j) = \min(\beta_j, \max(\alpha_j, \tilde{e}(j))).
$$

We notice that, since $\alpha(x) \leq u^{old}(x) \leq \beta(x)$, we have $0 \in [\alpha_j, \beta_j]$, and, consequently, this interval is not empty. Naturally, the above inf and sup are calculated only for the mesh nodes of $T_h$.

Similar relaxation methods have been employed in the domain decomposition for unconstrained minimization problems such as the Dirichlet problem for second order elliptic problems. For the constrained problem, the relaxation method involves an additional step which computes the lower and upper bounds $\alpha_j$ and $\beta_j$ as given in (5.6) and the projections (5.3) and (5.7).

The projection for the two-level method is more complicated than for the one-level method. However, since the convergence of the two-level method is much faster than the one-level method, the two-level method is more preferable for practical use. For instance, for $H = 5.0/10$, $h = 5.0/60$, and $\delta = 5.0/20$, the number of iterations is 16 for the one-level method, and it is 8 for the two-level method. The computing CPU time on a PC with one processor (Intel Pentium III, 600MHz) is 5.2 minutes for the one-level method, and it is 3.7 minutes for the two-level method. The finite element discretization problem in these numerical tests involves 3481 unknowns.

We shall mention that the subproblems associated with the subdomains and the coarse mesh problem can also be solved by methods other than the relaxation method. In the numerical tests of [26] and [28], the subproblems are solved by the augmented Lagrangian method, which is also rather efficient for handling the constraints both for the subdomain and coarse mesh problems.

6. **Proof of Theorem 3.1.** Since $e_i^{n+1}$ minimizes (2.4), it satisfies (see [8])

$$
(F'(u_i^{n+\frac{1}{2}} + e_i^{n+1}), v_i - e_i^{n+1}) \geq 0 \quad \forall v_i \in V_i, \text{satisfying } v_i + u_i^{n+\frac{1}{2}} \in K.
$$

Using assumption (3.1), we can prove that (see [23, Lem. 3.2])

$$
F(w) - F(v) \geq (F'(v), w - v) + \frac{K}{2} \|w - v\|_V \quad \forall v, w \in V.
$$

Taking $v_i = 0$ in (6.1), we get from the above two inequalities that

$$
F(u_i^{n+\frac{1}{2}}) - F(u_i^{n+\frac{1}{2}}) \geq \frac{K}{2} \|e_i^{n+1}\|_V^2.
$$
It follows from (6.3) that
\[
F(u^n) - F(u^{n+1}) = \sum_{i=1}^{m} (F(u^{n+\frac{i}{m}}) - F(u^{n+\frac{i+1}{m}})) \geq \frac{\mu}{2} \sum_{i=1}^{m} \|e_i^{n+1}\|_V^2.
\]
Thus, we have
\[
F(u^n) \geq F(u^{n+1}).
\]

Denote, for a given \(n\),
\[

u^n + \sum_{k=1}^{i} e_k^{n+1}, \quad j \leq i;
\]
\[

u^n + \sum_{k=1}^{j} e_k^{n+1}, \quad j > i.
\]

It can be seen that \(\nu^j\) satisfies
\[
\nu^j - \nu^j - 1 = 0, \quad j \leq i;
\]
\[
\nu^j - \nu^j - 1 = e_j^{n+1}, \quad j > i;
\]
\[
F'(u^{n+1}) - F'(u^{n+1}) = \sum_{j=i+1}^{m} (F'(\nu^j) - F'(\nu^j - 1)).
\]

As \(u, u^n, u^n + \sum_{j=1}^{i} e_j^{n+1} \in K, \ i = 1, 2, \ldots, m\), we get from assumption (3.2) that there exist \(z^n_i \in V_i\) such that
\[
\begin{cases}
(a) & u - u^n = \sum_{i=1}^{m} z^n_i, \\
(b) & u^n + \sum_{j=1}^{i-1} e_j^{n+1} + z_i^n \in K, \ i = 1, \ldots, m, \\
(c) & \left( \sum_{i=1}^{m} \|z^n_i\|_V^2 \right)^{\frac{1}{2}} \leq C_1 \left( \|u^n - u\|_V^2 + \sum_{j=1}^{m} \|e_j^{n+1}\|_V^2 \right)^{\frac{1}{2}}.
\end{cases}
\]

We use (3.3), (6.6), and (6.1) to get
\[
\langle F'(u^{n+1}), u^{n+1} - u \rangle = \left\langle F'(u^{n+1}), \sum_{i=1}^{m} e_i^{n+1} + u^n - u \right\rangle
\]
\[
= \sum_{i=1}^{m} \left\langle F'(u^{n+1}), e_i^{n+1} - z_i^n \right\rangle \quad \text{(using (6.6.a))}
\]
\[
\leq \sum_{i=1}^{m} \left\langle F'(u^{n+1}) - F'(u^{n+i/m}), e_i^{n+1} - z_i^n \right\rangle \quad \text{(using (6.6.b) and (6.1))}
\]
\[
= \sum_{i=1}^{m} \sum_{j=i+1}^{m} \left\langle F'(\nu^j) - F'(\nu^j - 1), e_i^{n+1} - z_i^n \right\rangle \quad \text{(using (6.5))}
\]
\[
\leq C_2 \left( \sum_{j=1}^{m} ||e_j^{n+1}||_V^2 \right)^{1/2} \left( \sum_{i=1}^{m} ||e_i^{n+1} - z_i^n||_V^2 \right)^{1/2} \quad \text{(using (3.3))}
\]

\[
\leq C_2 \left( \sum_{j=1}^{m} ||e_j^{n+1}||_V^2 \right)^{1/2} \left( 1 + C_1 \left( \sum_{i=1}^{m} ||e_i^{n+1}||_V^2 \right)^{1/2} \right) + C_1 ||u^n - u||_V
\]

(\text{using (6.8) and (3.4)})

The rest of the proof is the same as in [26, 27]. As \(u\) is the unique minimizer for (2.1), we use (6.2) and the optimality condition to obtain

\[(6.8) \quad F(u^n) - F(u) \geq \langle F'(u), u^n - u \rangle + \frac{\kappa}{2} ||u^n - u||_V^2 \geq \frac{\kappa}{2} ||u^n||_V^2.
\]

The following estimate needs to use (6.2), (6.4), (6.7), and (6.8):

\[
F(u^{n+1}) - F(u) \\
\leq (F'(u^{n+1}), u^{n+1} - u) \quad \text{(using (6.2))}
\]

\[
\leq (1 + C_1)C_2 \frac{2}{\kappa} (F(u^n) - F(u^{n+1})) \quad \text{(using (6.4) and (6.7))}
\]

\[
+ C_1 C_2 \frac{2}{\kappa} \sqrt{F(u^n) - F(u^{n+1})} \sqrt{F(u^n) - F(u)} \quad \text{(using (6.8) and (6.7)).}
\]

Denote \(d_n = F(u^n) - F(u)\) for all \(n \geq 0\). Let \(\mu \in (0, 1)\) be a constant to be determined later. Apply the inequality \(ab \leq \frac{1}{4\mu} a^2 + \mu b^2\) for all \(a, b \in R\) to the last term of the above estimate to get

\[
d_{n+1} \leq (1 + C_1) \frac{2C_2}{\kappa} (d_n - d_{n+1}) + C_1 C_2 \frac{2}{\kappa} \sqrt{d_n} - d_{n+1} \sqrt{d_n}
\]

\[
\leq \left( 1 + C_1 \right) \frac{2C_2}{\kappa} + \left( \frac{C_1 C_2}{\mu} \right)^2 (d_n - d_{n+1}) + \mu d_n
\]

\[
\leq C^* \mu^{-1} (d_n - d_{n+1}) + \mu d_n.
\]

As a consequence, we see that

\[
\frac{d_{n+1}}{d_n} \leq \frac{C^* \mu^{-1} + \mu}{1 + C^* \mu^{-1}} = 1 - \frac{\mu(1 - \mu)}{\mu + C^*}.
\]

For a given \(C^* > 0\), the function \(g(\mu) = \frac{\mu(1 - \mu)}{\mu + C^*}\) has a unique maximizer in \([0, 1]\), and the maximizer is given by \(\mu^* = \sqrt{(C^*)^2 + C^*} - C^* \in (0, 1)\). Moreover, the maximum value is given by \(g(\mu^*) = \frac{1}{(\sqrt{C^*+1} + \sqrt{C^*})^2}\). Consequently, (3.4) holds. The error estimation (3.5) is obtained using (6.8) and (3.4). This completes the proof of the theorem. \(\square\)
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