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Following the Dirac-Frenkel time-dependent variational principle, dynamics of a one-dimensional Holstein polaron is probed by employing the Davydov D2 Ansatz with two sets of variational parameters, one for each constituting particle in the exciton-phonon system, and a simplified variant of the Davydov D1 Ansatz, also known as the D Ansatz, with an additional set of phonon displacement parameters. A close examination of variational outputs from the two trial states reveals fine details of the polaron structure and intricacies of dynamic exciton-phonon interactions. Superradiance coherence sizes, speeds of exciton-induced phonon wave packets, linear optical absorption, and polaron energy compositions are also included in the study.

PACS numbers:

I. INTRODUCTION

An electron in an insulating crystal induces a local lattice distortion around itself as it is excited by a photon. The electron together with the locally distorted lattice around it can be viewed as a quasiparticle which is also known as a polaron. Relaxation dynamics of photoexcited entities such as polarons in liquids and solids has recently received much interest thanks to the advent of the ultrafast laser spectroscopy\textsuperscript{1–3}. It is now commonly accepted that dephasing and relaxation time scales in condensed matter are approximately picoseconds to tens of picoseconds. Emerging technological capabilities to control femtosecond pulse durations and down-to-one-hertz bandwidth resolutions provide novel probes on vibrational dynamics and excitation relaxation. For example, progress in femtosecond spectroscopic techniques has made it possible to observe a coherent phonon wave packet oscillating along an adiabatic potential surface associated with a self-trapped exciton in a crystal with strong exciton-phonon interactions\textsuperscript{4}.
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ational approach\textsuperscript{24}. Time-dependent variational parameters which specify the two Ansätze are obtained from solving a set of coupled differential equations generated by the Lagrangian formalism of the Dirac-Frenkel variation. Special attention is paid to the evolution of the reduced single-exciton density matrix and the propagation of exciton and phonon amplitudes from an initial location, where the exciton resides at $t = 0$, to the entire aggregate.

The paper is organized as follows. In Sec. II we introduce the model Hamiltonian and discuss the nature of the trial states we use for dynamics studies, which is followed by the procedure of the time-dependent variation. In Sec. III results from our dynamics calculation using the two trial states are displayed and discussed. Conclusions are drawn in Sec. IV.

\section{METHODOLOGY}

We consider a one-dimensional aggregate of $N$ molecules with a periodic boundary condition. There is only one two-level electronic system for each molecule coupled linearly with the phonon field. The Holstein Hamiltonian for the exciton-phonon system can be written as\textsuperscript{25-27}

\begin{equation}
\hat{H} = \hat{H}_{\text{ex}} + \hat{H}_{\text{ex-ph}} + \hat{H}_{\text{ph}}
\end{equation}

with

\begin{equation}
\hat{H}_{\text{ex}} = -J\sum_{n} \hat{B}_{n}^\dagger \hat{B}_{n+1} + \hat{B}_{n-1}
\end{equation}

\begin{equation}
\hat{H}_{\text{ph}} = \sum_{q} \omega_{q} \hat{b}_{q}^\dagger \hat{b}_{q}
\end{equation}

\begin{equation}
\hat{H}_{\text{ex-ph}} = \sum_{q,n=1}^{N} g_{q}\omega_{q} \hat{b}_{q}^\dagger \hat{B}_{n} \hat{b}_{n+1} + \hat{b}_{n-1}^\dagger \hat{b}_{q} e^{-i \omega_{q} n}
\end{equation}

Here $\hat{H}_{\text{ex}}$ is the Hamiltonian for a single Frenkel exciton band in a rigid chain, and $\hat{B}_{n}(\hat{B}_{n}^\dagger)$ is the Pauli annihilation (creation) operator of an exciton at the $n$th site. We set $\hbar = 1$ and assume the nearest-neighbor exciton transfer integral $J_{mn} = J_{\delta_{m,n}\pm 1}$. $\hat{H}_{\text{ph}}$ is the phonon Hamiltonian where $\hat{b}_{q}(\hat{b}_{q}^\dagger)$ is the boson annihilation (creation) operator of a phonon with momentum $q$ and frequency $\omega_{q}$. For simplicity, the zero-point energy is neglected. $\hat{H}_{\text{ex-ph}}$ assumes the exciton is coupled linearly with the phonon field in a site diagonal form.

Because there is no exciton in the ground state, the Hamiltonian for the ground state is represented by

\begin{equation}
\hat{H}_{g} = |0\rangle_{\text{ex}} \hat{H}_{\text{ph}} |0\rangle_{\text{ex}}
\end{equation}

where $|0\rangle_{\text{ex}}$ stands for the exciton vacuum. The global ground state is then described as a direct product of both vacuum states of the exciton and the phonon field: $|G\rangle = |0\rangle_{\text{ex}} |0\rangle_{\text{ph}}$. We confine ourselves to one-exciton subspace for the optically excited state\textsuperscript{28} since the exciton number is conserved in the total Hamiltonian in Eq. (1).

The spectral density\textsuperscript{29} embodying all relevant information of the coupled exciton-phonon system in Eq. (4) can be written as

\begin{equation}
C_{mn}(\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \langle \hat{V}_{m}(t)\hat{V}_{n}(0) \rangle_{\text{ph}} e^{i\omega t} dt
\end{equation}

where $\hat{V}_{n}(t)$ is a Heisenberg representation of the exciton-phonon interaction at the $n$th site

\begin{equation}
\hat{V}_{n} = \sum_{q} g_{q}\omega_{q} e^{i\omega_{q}} (\hat{b}_{q} + \hat{b}_{q}^\dagger)
\end{equation}

and the $\langle \cdots \rangle_{\text{ph}}$ denotes the thermal average in the free-phonon basis. Note that $C_{mn}(\omega)$ represents not only the time correlation but also the spatial correlation for the exciton-phonon interactions\textsuperscript{29}. Here only the case of zero temperature is considered. Substituting Eq. (7) into Eq. (6), one has

\begin{equation}
C_{mn}(\omega) = \sum_{q} g_{q}^{2}\omega_{q} e^{i\omega} (\delta_{m-n} \delta(\omega - \omega_{q})
\end{equation}

Following Tanaka\textsuperscript{8}, the spectral density is assumed to have the form

\begin{equation}
C_{00}(\omega) = \sum_{q} g_{q}^{2}\omega_{q}^{2} e^{i\omega} (\delta(\omega - \omega_{q})
\end{equation}

\begin{equation}
= \frac{2S\omega^{2}}{\pi W^{2}} \sqrt{W^{2} - (\omega - \omega_{0})^{2}}
\end{equation}

The relaxation energy is defined by

\begin{equation}
E_{r} = \int_{-\infty}^{\infty} \frac{C_{00}(\omega)}{\omega} d\omega = \sum_{q} g_{q}^{2}\omega_{q} \equiv S\omega_{0}
\end{equation}

where $S$ is the Huang-Rhys factor\textsuperscript{30}, $\omega_{0}$ is the central energy of the phonon band, and $W$ is the phonon energy band width. Here we assume a linear dispersion phonon band with a linear dispersion

\begin{equation}
\omega_{q} = \omega_{0} + 2W \left( \frac{|q|}{\pi} - \frac{1}{2} \right)
\end{equation}

The central frequency of the phonon band $\omega_{0}$ is taken as the energy unit, i.e., $\omega_{0} = 1$. From Eqs. (9)-(11), we can obtain $g_{q}$ for a given $S$ and $W$.

The Merrifield Ansatz, also known as the small-polaron Ansatz\textsuperscript{26,31}, is a simple, effective trial state to describe a coupled exciton-phonon system in which the exciton transfer integral is small compared with other system energy scales. There is only one set of variational parameters, the phonon displacements $\beta_{q}^{n}(t)$, or alternatively,
its Fourier transform $\beta^K_q(t)$, that characterizes the Mer- rifield trial state $|\Psi_M; K\rangle$ of crystal momentum $K$:

$$|\Psi_M; K\rangle = N^{-1/2} \sum_n e^{iK_n|n\rangle}\langle n|_\text{ex} \times \exp[-\sum_{n_k}^{} (\beta^K_{n_k} \bar{b}^\dagger_{n_k} - \beta^K_{n_k}^* \bar{b}_{n_k})][0]\rangle_{\text{ph}}$$

$$= N^{-1/2} \sum_n e^{iK_n|n\rangle}\langle n|_\text{ex} \times \exp[-\sum_q^{} (\beta^K_q e^{-iq\Lambda} \bar{b}^\dagger_q - \beta^K_q^* e^{iq\Lambda} \bar{b}_q)][0]\rangle_{\text{ph}}$$

(12)

In contrast, Davydov built a theory of enveloped solitons based on the two trial states of localized nature

$$|D_1(t)\rangle \equiv \sum_n \psi_n(t) \hat{B}^\dagger_n|0\rangle_{\text{ex}} \otimes |\lambda_n(t)\rangle$$

(13)

with

$$|\lambda_n(t)\rangle = \exp\{\sum_q [\lambda_{qn}(t) \bar{b}^\dagger_q - \lambda_{qn}^* \bar{b}_q][0]\rangle_{\text{ph}}$$

(14)

and

$$|D_2(t)\rangle \equiv \sum_n \psi_n(t) \hat{B}^\dagger_n|0\rangle_{\text{ex}} \otimes |\lambda(t)\rangle$$

(15)

with

$$|\lambda(t)\rangle = \exp\{\sum_q [\lambda_q(t) \bar{b}^\dagger_q - \lambda_q^* \bar{b}_q][0]\rangle_{\text{ph}}$$

(16)

The $D_1$ Ansatz differs from the more widely used $D_2$ Ansatz. In the $D_2$ Ansatz the phonon amplitudes are exciton-site independent, i.e., $\lambda_{qn}(t) = \lambda_q(t)$ for all $n$. The $D_2$ Ansatz represents the quantum state of each phonon mode by a single coherent state, and hence has at all times a strongly classical character. In such solutions, the typically pulse-shaped distribution of the amplitudes $\lambda_q$ describes a lattice deformation fixed in the frame of the lattice, to which conforms a correspondingly pulse-shaped distribution of exciton amplitudes $\psi_n$.

Since the description of phonons in the $D_2$ Ansatz is unsophisticated, direct correlations between the amplitudes of phonons and exciton are neglected. In many cases, the $D_2$ Ansatz is inadequate to capture the complexities of the exciton-phonon system. Therefore, we introduce the $D$ Ansatz, i.e., the localized form factor of the GL Ansatz:

$$|\tilde{D}(t)\rangle = \sum_{n_1}^{} \psi_{n_1}(t) \hat{B}^\dagger_{n_1} \exp[\sum_{n_2}^{} (\lambda_{n_2} - \beta_{n_2-n_1}) \bar{b}^\dagger_{n_2} - (\lambda_{n_2}^* - \beta_{n_2-n_1}^*) \bar{b}_{n_2}][0]\rangle$$

$$= \sum_n^{} \psi_n(t) \hat{B}^\dagger_n \exp[N^{-1/2} \sum_q (\beta_q e^{-iq\Lambda} - \lambda_q) \bar{b}^\dagger_q - (\beta_q^* e^{iq\Lambda} - \lambda_q^*) \bar{b}_q][0]\rangle$$

(17)

The global amplitude $\lambda_q$ can be related to the spatial average of $\lambda_{qn}$, and the local amplitude $\beta_q e^{-iq\Lambda}$ can be viewed as an Ansatz for the spatial variation of $\lambda_{qn}$ around this mean value.

The time evolution of the photoexcited state in a one-dimensional molecular aggregate follows the time-dependent Schrödinger equation. As far as the exciton-phonon coupling is weak, it can be treated perturbatively leading to a nonlinear exciton equation with the use of the relaxation superoperator. In the strong coupling case, however, the perturbative method is no longer valid. There are several approaches to solve the time-dependent Schrödinger equation. In the Hilbert space, the time-dependent wave function $|\Phi(t)\rangle$ for the Hamiltonian $\hat{H}$ is parameterized by $\alpha_m(t) (m = 1, ..., M)$:

$$|\Phi(t)\rangle \equiv |\{\alpha_m(t)\}\rangle.$$  

(18)

Assume that $|\Phi(t)\rangle$ satisfies the time-dependent Schrödinger equation

$$i \frac{\partial}{\partial t} |\Phi(t)\rangle = \hat{H} |\Phi(t)\rangle.$$  

(19)

Explicitly putting in the Hamiltonian $\hat{H}$ of Eq. (1) and writing $\partial|\Phi(t)\rangle/\partial t$ in terms of $\alpha_m(t)$ and their time-derivatives $\dot{\alpha}_m(t) (m = 1, ..., M)$, one has

$$i \frac{\partial}{\partial t} |\{\alpha_m(t)\}\rangle = \hat{H} |\{\alpha_m(t)\}\rangle.$$  

(20)

Projecting Eq. (20) onto $M$ different states $|\Psi_m\rangle (m = 1, ..., M)$, one obtains $M$ equations of motion for the parameters $\alpha_m(t)$:

$$\langle \Psi_m | \{\alpha_m(t)\}, \{\dot{\alpha}_m(t)\} = 0.$$  

(21)

The approach we adopt in this work is the Lagrangian formalism of the Dirac-Frenkel time-dependent variational method$^{31}$, a powerful technique to obtain approximate dynamics of many-body quantum systems for which exact solutions often elude researchers. We formulate the Lagrangian $L$ as follows

$$L = \langle \Phi(t) | \frac{i\hbar}{2} \frac{\partial}{\partial t} - \hat{H} | \Phi(t) \rangle.$$  

(22)

From this Lagrangian, equations of motion for $\alpha_m(t)$ and their time-derivatives $\dot{\alpha}_m(t) (m = 1, ..., M)$ can then be obtained

$$\frac{d}{dt} \frac{\partial L}{\partial \dot{\alpha}_m} - \frac{\partial L}{\partial \alpha_m} = 0.$$  

(23)

It can be shown that with a properly chosen set of $|\Psi_m\rangle$, Eqs. (21) and (23) can coincide. The reader is referred to Appendices A, B and C where details of derivation together with these $M$ equations for $D_2$, $D$ and $D_1$ Ansätze are given, respectively. Descriptions of the numerical procedure can be found in Appendix D.
polaron wave function, one obtains

Substituting the detailed form of the $D$ function at time $\tau$, the Debye-Waller factor $S$ reduced exciton density matrix: the Debye-Waller factor $S$ for the $D$ $\rho$ where

for $J = 0.1$, $W = 0.1$ and $S = 0.5$.

III. RESULTS AND DISCUSSIONS

A. Reduced Exciton Density Matrix and Coherence Size

The reduced single-exciton density matrix $\rho_{mn}(t)$ can be obtained after solving the coupled equations of variational parameters

where $\rho(t) = \langle \Phi(t)|\Phi(t) \rangle$ is the full density matrix at zero temperature, and $|\Phi(t)\rangle$ is the total polaron wave function at time $t$ after the photo excitation takes place. Substituting the detailed form of the $D_2$ Ansatz into the polaron wave function, one obtains

For the $D_2$ Ansatz, the reduced exciton density matrix involves only the exciton amplitude, and does not contain information of the phonon manifold. In contrast, the more sophisticated trial state, the $D$ Ansatz, includes the Debye-Waller factor $S_{mn}$ in the expression of the reduced exciton density matrix:

where $S_{m,n}$ can be written as

Using the Merrifield Ansatz, when $J = 0$, solutions to coupled equations of variational parameters can be obtained analytically for zero phonon bandwidth ($W = 0$). It is found that $L_\rho = 1/N$ for all $t = 2\pi n/\omega_0 \ (n = 1, 2, 3,...)$. Periodic changes of the polaron structure as a function of time have also been revealed when $J$ and $W$ are both small. At $\omega_0 t = 7\pi, 8\pi, 9\pi$ and $10\pi$, the reduced exciton density matrix $\rho_{mn}$ calculated from the $D$ Ansatz for the case of $J = 0.1, W = 0.1$ and $S = 0.5$ is displayed in Fig. 1. At $t = 0$, $\rho_{mn}$ is confined to the $(0,0)$ point, i.e., the exciton is localized at one site of the one-dimensional system. Then, as the excited state relaxes, the non-zero elements of $\rho_{mn}$ spread out gradually. Oscillatory behavior is visible during the evolution of the density matrix as both the $J$ and $W$ are small, and as a result, dephasing due to phonon dispersion and exciton transfer is at a minimal level. When $t$ equals to $2n\pi/\omega_0$, the matrix is rather delocalized and have a symmetric distribution, and at $t = (2n + 1)\pi/\omega_0$, matrix elements aggregate along the diagonal line.

When $J$ is increased, the oscillatory behavior of the density matrix gradually fades as the exciton density delocalization happens more swiftly. From the reduced exciton density matrix, one can obtain an exciton coherence size $L_\rho$ characterizing the size of a domain within which the chromophores emit coherently. All information relevant to the excitonic superradiance is contained within the reduced exciton density matrix $\rho_{mn}(t)$, the time dependence of which provides a clear view of the relaxation process. Previously, for translationally invariant states, a definition of the characteristic coherence size $L_\rho$ in terms of the density matrix was introduced by applying the inverse participation ratio concept commonly used in the theory of quantum localization:

This definition of the coherence size is borrowed to quan-
tify the excitonic delocalization despite that our trial states are both of the localized form. Values of $L_\rho$ calculated from the D$_2$ and D trial states for the case of $J = 0.1, W = 0.1$ and $S = 0.5$ are shown in Fig. 2 as a function of time. At $t = 0$, the coherence size is 1/32 because the exciton is localized to one site completely. Then coherence size will increase in an oscillatory fashion. When $t$ equals $2n\pi/\omega_0$, the coherence size will reach a local maximum and then decrease until $t$ equals $(2n + 1)\pi/\omega_0$. This is consistent with the time evolution of the reduced exciton density matrix.

B. Exciton Amplitudes and Phonon Displacements of the D$_2$ Ansatz

At variance with the single-parameter Merrifield Ansatz, the localized D$_2$ trial state employs two sets of variational parameters for independent descriptions of the two types of constituting particles in the coupled exciton-phonon system. By studying the outputs of time-dependent variational parameters, namely, the exciton amplitude $\psi_n(t)$ and phonon displacement $\lambda_n(t)$, one is able to probe the polaron dynamics which follows photo-excitation at a single site of a one-dimensional molecular chain. At $t = 0$, it is assumed that the exciton is generated on one site and there are no initial phonon displacements on the chain. Thanks to the exciton transfer integral and the exciton-phonon coupling in the Holstein Hamiltonian, one witnesses the spreading of the exciton amplitude and the growth of phonon deformations around the initial exciton site. Here we use three examples to illustrate the time evolution of the exciton amplitude and the phonon displacement of the D$_2$ Ansatz in the site space. As shown in Figs. 3, 4 and 5 for three sets of $(J, W), (0.5, 0.8), (0.5, 0.1)$ and $(1.0, 0.8)$ respectively, the exciton amplitude propagates from the initial site $n = 0$ to the entire chain with a speed that is propor-

![FIG. 3: Time evolution of variation parameters of the D$_2$ Ansatz for $J = 0.5$, $W = 0.8$ and $S = 0.5$. (a) A bird’s-eye view of the exciton probability $|\psi_n(t)|^2$ in real space; (b) a contour plot of $|\psi_n(t)|^2$; (c) a contour plot of the phonon displacement $|\lambda_n(t)|$ in real space.](image1)

![FIG. 4: Time evolution of variation parameters of the D$_2$ Ansatz for $J = 0.5$, $W = 0.1$ and $S = 0.5$. (a) A bird’s-eye view of the exciton probability $|\psi_n(t)|^2$ in real space; (b) a contour plot of $|\psi_n(t)|^2$; (c) a contour plot of the phonon displacement $|\lambda_n(t)|$ in real space.](image2)
tional to the transfer integral $J$. The Huang-Rhys factor $S$ is set at 0.5. In Figs. 3 and 4 ($J = 0.5$), the first traveling wave of the exciton amplitude reaches the the opposite end of the ring ($n = 16$) at $t \approx 2.6(2\pi/\omega_0)$, while in Fig. 5 ($J = 1.0$), the exciton amplitude reaches the $n = 16$ site at $t \approx 1.3(2\pi/\omega_0)$. This is because the propagation speed of the exciton, or equivalently, $\partial E_{ex}(k)/\partial k$ with $E_{ex}(k)$ the bare exciton band, is proportional to the exciton transfer integral $J$ according to Eq. (2). The effect of phonon dispersion on the exciton is reflected in the differing degree of phonon-induced dissipation in Figs. 3b and 4b. Exciton wave packets in Fig. 4b survive much longer than those in Fig. 3b thanks to a much smaller phonon band width.

At $t = 0$ there are no phonon deformations anywhere on the one-dimensional ring. Due to photo-excitation at $t = 0$, a high concentration of the exciton density at a single location, appears in the vicinity of $n = 0$ for a short time duration near $t = 0$ [the red-colored spot near the point $(0, 0)$ in Figs. 3b, 4b and 5b], triggering a pair of localized phonon wave packets which travel at group velocities $\pm v_q$ with

$$v_q = \nabla_q \omega_q = \frac{2W}{\pi}.$$  \hspace{1cm} (29)

As shown in Figs. 3c, 4c and 5c, the angle between the two trajectories of phonon wave packets departing from point $(0, 0)$ but with opposite velocities in Figs. 3c and 5c ($W = 0.8$) is about 8 times of that in Fig. 4c ($W = 0.1$).

For a larger value of transfer integral, e.g., $J = 1.0$ in Fig. 5, the left-moving and right-moving wave packets of the exciton depart the site of creation and makes a quick rendezvous at the opposite site of the ring ($n = 16$), where the recombined exciton density remains sufficiently high to trigger another pair of localized phonon wave packets as is clearly demonstrated in Figs. 5b and 5c. The exciton will travel at a much reduced speed after the rendezvous at $n = 16$, and further stimulations of phonon wave packets are all but impossible for $J = 1.0$.

C. Vibrational Amplitude of Exciton and Phonon using $D_2$ Ansatz

In Figs. 6, 7 and 8, time evolution of the variational parameters $|\psi_n(t)|^2$, $|\lambda_n(t)|$ and $|\phi_n(t)|$ is displayed for the $D_2$ Ansatz. When $J$ and $W$ are both small, the phonons are mostly localized in the vicinity of the site where the exciton is initially created. The first set of phonon displacements, $|\phi_n(t)|$, will extend slightly to the neighboring sites as the time increases because of a nonzero $J$ and a finite phonon dispersion (Fig. 7a). But as shown in Fig. 8a, there is almost no spreading of $\phi_n(t)$, suggesting that this portion of phonon displacements closely follows the exciton and appears almost entirely on the site of exciton creation. Fig. 8a also reveals oscillatory behavior of $|\phi_n(t)|$: when $t$ equals $(2m + 1)\pi/\omega_0$, $|\phi_n(t)|$ reaches its maximum value; and when $t$ equals $2m\pi/\omega_0$, the amplitude is at its minimum. Because the transfer integral $J$ is nearly zero, the exciton stays very close to the site of creation. From Fig. 6a, it is obvious that the exciton stays localized on one site with hardly any propagation for a small value of transfer integral $J = 0.1$. In this case, it seems that oscillations of phonon amplitudes also influence the movement of the exciton. The propagation of the exciton from the $n = 0$ site to its nearest neighbors occurs only at $t = 2n\pi/\omega_0$ when the phonon amplitude reaches a minimum value. Otherwise, because of the coupling with the phonons, the exciton will be trapped and unable to transfer to other sites.

As $J$ is increased, the exciton will have the ability to move away from the site of creation. As shown in Figs. 6b and 6d, the larger $J$ is, the faster the exciton transfers. Although $J$ has no direct influence over the phonon displacements, a large $J$ induces more excitonic coherence between adjacent sites, and in turn, causes more phonon deformations on those sites (cf. Fig. 7). The propagation
FIG. 6: Time evolution of the exciton probability $|\psi_n(t)|^2$ in real space using $\tilde{D}$ Ansatz. The unit of time is $1/\omega_0$. (a) $J = 0.1$, $W = 0.1$, $S = 0.5$; (b) $J = 0.5$, $W = 0.8$, $S = 0.5$; (c) $J = 0.5$, $W = 0.1$, $S = 0.5$; (d) $J = 1.0$, $W = 0.8$, $S = 0.5$; (e) $J = 1.0$, $W = 0.8$, $S = 2.0$.

FIG. 7: Time evolution of the phonon displacements $|\lambda_n(t)|$ of the $\tilde{D}$ Ansatz in real space. The unit of time is $1/\omega_0$. (a) $J = 0.1$, $W = 0.1$, $S = 0.5$; (b) $J = 0.5$, $W = 0.8$, $S = 0.5$; (c) $J = 0.5$, $W = 0.1$, $S = 0.5$; (d) $J = 1.0$, $W = 0.8$, $S = 0.5$; (e) $J = 1.0$, $W = 0.8$, $S = 2.0$.

of the localized phonon wave packets related to $\beta_n(t)$ becomes faster $J$ is increased from 0.5 to 1.0 as shown in Fig. 8.

As for the $\tilde{D}$ Ansatz, an increase in the width of the phonon dispersion $W$ will substantially deepen the phonon dissipative effect on the exciton amplitude $\psi_n(t)$, and as a result the exciton coherence quickly vanishes from the case of $W = 0.8$. (cf. Fig. 6b and 6c). $W$ is also one main factor which determines the velocity of the phonon wave packets for both types of phonon displacements $\lambda_n(t)$ and $\beta_n(t)$. Fig. 7c shows that when $W$ is small, most of $\lambda_n(t)$ will be localized on the $n = 0$ site. As the phonon band width increases, $\lambda_n(t)$ will form two traveling wave packets with opposite directions and propagate to the entire chain as shown in Fig. 7b.

The dynamics of $\beta_n(t)$ is more complex. As shown in Figs. 7b and 7c, the phonon displacements described by parameter $\lambda_n(t)$ propagate from the $n = 0$ site to the rest of the aggregate. But the same is not true for $\beta_n(t)$. Most of $\beta_n(t)$ will stay localized on the site of exciton
FIG. 8: Time evolution of the phonon vibrational amplitude $|\beta_n(t)|$ in real space using D Ansatz. The unit of time is $1/\omega_0$. (a) $J = 0.1$, $W = 0.1$, $S = 0.5$; (b) $J = 0.5$, $W = 0.8$, $S = 0.5$; (c) $J = 0.5$, $W = 0.1$, $S = 0.5$; (d) $J = 1.0$, $W = 0.8$, $S = 0.5$; (e) $J = 1.0$, $W = 0.8$, $S = 2.0$.

creation, but we can also find a small portion of $\beta_n(t)$ propagating to the entire molecular chain as we increase $W$ (cf. Fig. 8b and 8c). From the definition of the D Ansatz, Eq. (17), $\beta_n(t)$ represents the portion of phonon displacements that ride along the exciton, while $\lambda_n(t)$ labels the phonon displacements that are not explicitly linked to the exciton. We therefore expect that the propagation speeds of the localized phonon wave packets from the two types of phonon displacements $\lambda_n(t)$ and $\beta_n(t)$ are different. But both of them depend on the $W$ lin-

early, and the slopes are found to be the same, as shown in Fig. 9.

Lastly, we examine the effect of the Huang-Rhys factor $S$ which is a dimensionless parameter representing the exciton-phonon coupling strength. $S$ can be obtained directly from absorption and fluorescence spectra, as it controls the vibrational progression that accompanies an exciton transition. Comparing Fig. 6d with Fig. 6e, the exciton is found to be much less mobile as $S$ is increased from 0.5 to 2.0, undergoing the so-called self-trapping transition. The fact that Fig. 6d displays a much fast-moving polaron than Fig. 6e is also reflected in Fig. 8d, in which the localized phonon wave packet in $\beta_n(t)$ is found to be much longer-lasting than that in Fig. 8e, and its speed greater. In addition, Fig. 7d shows a few scattered localized phonon wave packets of $\lambda_n(t)$, while Fig. 7e contains only a single localized phonon wave packet of $\lambda_n(t)$.

D. Absorption Spectra and System Energies

Details on how to calculate linear absorption spectra of a one-dimensional exciton-phonon system from the $D_2$ and D Ansätze can be found in Appendix E. Fig. 10a and 10b show two examples of the spectra get by $D_2$ Ansatz and D Ansatz, respectively, and the results are compared with those from the Merrifield Ansatz. As shown in Fig. 10a, when $J$ is small (e.g., $J = 0.1$) and $S$ is large (e.g., $S = 6.0$), the spectra obtained by the $D_2$ and Merrifield Ansätze are almost the same. The phonon sidebands in Fig. 10a is labeled by $n = 0, 1, 2, ...$ from left to right. The left most sideband, $n = 0$, corresponding to the zero-phonon line, is located at $\omega = -S\omega_0$ [Eq. (10)]. For $S = 6.0$, the zero-phonon line is located at $\omega = -6\omega_0$ as shown in Fig. 10a. According to the Huang-
Rhys theory$^{30}$, the phonon sidebands at zero temperature follow a Poisson distribution:

$$ F_{\text{abs}}(\omega) = \exp(-S) \sum_{n=0}^{\infty} \frac{S^n}{n!} \delta(\omega + E_r - n\omega_0) \quad (30) $$

From Eq. (30), the tallest of phonon sidebands should be the $n = S - 1$ peak when $S \gg 1$ and the overall distribution approaches a Gaussian. Thus, for $S = 6.0$, the tallest peak is at $n = 5$ as shown in Eq. 10a.

Fig. 10b displays the absorption spectrum calculated from the $\tilde{D}$ and Merrifield Ansätze for $J = 0.4$, $W = 0.8$ and $S = 1.0$. There are fine features with tiny peaks on the one-phonon manifold on the right side of the zero-phonon line. These small peaks are attributed to the 32 phonon modes with momenta $q = 2\pi n_q/N$ ($N = 32$; $n_q = -15,-14,...,14,15,16$). As in this paper we assume a linear phonon dispersion as defined in Eq. (11), there are altogether 17 values of $\omega_q$ for $N = 32$. Each value of $\omega_q$ should correspond to a small peak on the spectrum if the coupling $g_q$ [Eq. (7)] is not too small, and from Eq. (11), one can obtain the locations of the small peaks $\omega_{sp}(n_q)$ ($n_q = 0, 1, ..., N/2$):

$$ \omega_{sp}(n_q) = \omega_{ZPL} + \omega_0 - W + \frac{4W}{N} n_q \quad (31) $$

where $\omega_{ZPL}$ is the location of the zero-phonon line. For $W = 0.8\omega_0$ and $N = 32$, $\omega_{sp}(n_q) = \omega_{ZPL} + (0.2 + 0.1 \cdot n_q)\omega_0$ as shown in the inset of Fig. 10b.

Lastly, four cases of system energies calculated from the $D_2$ and $\tilde{D}$ Ansätze are shown in Fig. 11 and compared with those from the Merrifield Ansatz. Since the
Hamiltonian defined in Eq. (1) is time-independent, the total energy of the system is expected to be a constant during the time evolution. At \( t = 0 \), an exciton is assumed localized at one site and there are no phonons on the entire ring. As shown in Fig. 11, the phonon energy \( E_{\text{ph}} \) rises from zero and oscillates as time goes on. In the meantime, the interaction energy between the exciton and phonons, \( E_{\text{ex-ph}} \), oscillates with almost the same amplitude but an opposite sign. And the total energy \( E_{\text{tot}} \) of the system stays as a constant at all times. As shown in Figs. 11a and 11b, the \( D_2 \) Ansatz and Merrifield Ansatz agree with each other when \( J \) is small and \( S \) is large. However, when \( J \) is large (e.g., \( J = 1.0 \)) and \( S \) is small (e.g., \( S = 0.5 \)), these two Ansätze no longer agree. For this case, the Merrifield Ansatz, which is translationally invariant (a Bloch wave function) but with a built-in small-polaron correlation, is not suitable to describe the dynamics. As shown in Figs. 11c and 11d, the total system energy \( E_{\text{tot}} \) vanishes during the time evolution of the \( D \) Ansatz. While in the Merrifield Ansatz, \( E_{\text{tot}} \) remains at a constant value \(-2\) that is equal to the initial value of \( E_{\text{ex}} \). This is because in the Merrifield Ansatz, the exciton amplitude is assumed to distribute uniformly over all the sites of the system, thus according to Eq. (2), \( E_{\text{ex}} \) has a negative value when \( J \) is not negligible. However, for an initial state in which the exciton is localized at one site, according to Eq. (2), \( E_{\text{ex}} \) should be zero at \( t = 0 \) as shown in Figs. 11c and 11d for the \( D \) Ansatz. This shows that the \( D \) Ansatz is a more flexible trial state than the Merrifield Ansatz.

Lastly, we give a brief discussion on the validity of the Davydov Ansätze. A Davydov Ansatz is an approximate solution to the Schrödinger equation with the Holstein Hamiltonian. For a trial wave function \( |D(t)\rangle \) that does not strictly obey the Schrödinger equation, the deviation vector \( |\delta(t)\rangle \) can be written as

\[
|\delta(t)\rangle = i\hbar \frac{\partial}{\partial t} |D(t)\rangle - \hat{H} |D(t)\rangle
\]  

(32)

Here \( \hat{H} \) is the Holstein Hamiltonian Eq. (1). For the Davydov \( D_1 \) Ansatz, the explicit form of \( |\delta(t)\rangle \) was given by Skrinjar \textit{et al.} in 1988. It was also proven that \( |\delta(t)\rangle \) is orthogonal to \( |D_1(t)\rangle \). However, such orthogonality relations are insufficient to conclude that the deviation vector \( |\delta(t)\rangle \) is negligible, and the trial state is a good approximation to the true solution of the Schrödinger equation. To have a quantitative measure of the Schrödinger-equation deviation, one needs to calculate the amplitude of the deviation vector \( |\delta(t)\rangle \), which is defined as \( \Delta(t) \):

\[
\Delta(t) \equiv \sqrt{\langle\delta(t)|\delta(t)\rangle}
\]  

(33)

An explicit expression for \( \Delta(t) \) as the \( D_2 \) Ansatz is substituted into the Schrödinger equation is derived in Appendix F.

Note that the dimension of \( \Delta(t) \) is that of the energy. Therefore, one can gauge whether the trial state is a good approximative solution by comparing \( \Delta(t) \) with the system energies. Two examples of such comparisons for the \( D_2 \) Ansatz are shown in Figs. 12a and 12b. The control parameters in Figs. 12a and 12b are the same as those in Figs. 11a and 11b, respectively. For both two cases, the main system energies are \( E_{\text{ph}} \) and \( E_{\text{ex-ph}} \), and \( \Delta(t) \) is found to be negligible to either \( E_{\text{ph}} \) or \( E_{\text{ex-ph}} \). We conclude that the \( D_2 \) Ansatz yields quantitatively accurate solutions to the Schrödinger equation for these two cases.

### IV. CONCLUSION

In this paper we simulate polaronic dynamics in a one-dimensional molecular chain following the Dirac-Frenkel time-dependent variational approach. After the optical excitation, the coupled exciton-phonon system will undergo a relaxation process from the initial photo-induced nonequilibrium. Based on the Holstein Hamiltonian, we examined time evolution of the exciton amplitude, the reduced exciton density matrix, the exciton coherence size, linear optical absorption, and induced phonon displacements for two types of variational wave functions, namely, the Davydov \( D_2 \) Ansatz, and a simplified variant of Davydov \( D_1 \) Ansatz, also known as the \( D \) Ansatz. It is shown that following the equations of motion derived from the time-dependent variation, the exciton amplitude will transfer from the site of creation to neighboring sites, and as \( J \) increases, the velocity of exciton propagation will increase as well. Exciton-induced phonon deformations can be found to form at the locations where the
The exciton has considerable densities, and then propagate to the entire aggregate if there is sufficient phonon dispersion enabling mobility. The half-width of the phonon dispersion, $W$, determines the speeds of phonon wave packets because of a linear phonon dispersion relation given in the model. For a large value of the transfer integral, the left-moving and right-moving wave packets of the exciton departing from the site of creation may make a quick rendezvous at the opposite end of the ring, and therefore, trigger a second pair of localized phonon wave packets. Linear absorption spectra can be derived from the exciton amplitude and the phonon displacement computed from the $D_2$ and $D$ Ansätze. Various system energies are also calculated and analyzed for the one-dimensional coupled exciton-phonon molecular ring after photo-excitation. Overall it is found that $\tilde{D}$ is a more flexible trial state, while the $D_2$ Ansatz is rather efficient for computation, and its extension to higher spatial dimensions is a feasible generalization of our approach. Our trial states in this paper are both localized wave functions, and we intend to work out detailed dynamics of their translationally invariant counterparts, the Toyozawa Ansatz and the GL Ansatz. Our approaches here can be also readily extended to include other forms of exciton-phonon interactions, such as asymmetric and symmetric off-diagonal coupling\textsuperscript{15}, and higher-order couplings. Work in this direction is now in progress.
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APPENDIX A: THE $D_2$ TRIAL STATE

The time evolution equations for $D_1$, $\tilde{D}$ and $D_2$ Ansätze can be derived by employing Dirac-Frenkel time-dependent variation method. We start from the simplest of the three, the $D_2$ Ansatz. For $D_2$ Ansatz, the Lagrangian is defined as

$$L = \langle D_2(t) \frac{\hbar}{2} \frac{\partial}{\partial t} D_2(t) \rangle - \hat{H}[D_2(t)]$$

$$= \frac{i\hbar}{2} \left[ \langle D_2(t) \frac{\partial}{\partial t} D_2(t) \rangle - \langle D_2(t) \frac{\partial}{\partial t} \langle D_2(t) \rangle \rangle - \langle D_2(t) \hat{H} \langle D_2(t) \rangle \rangle \right]$$

$$- \langle D_2(t) \hat{H} D_2(t) \rangle$$

(A1)

where the first two terms connected with the time derivatives can be calculated as follows

$$\langle D_2(t) \frac{\partial}{\partial t} D_2(t) \rangle = \sum_n \left[ \psi_n^* \frac{\partial}{\partial t} \psi_n - \frac{\partial}{\partial t} \left\{ \sum_q \lambda_q^* \dot{\lambda}_q \right\} \right]$$

$$+ \sum_n \left| \psi_n \right|^2 \sum_q \left[ \frac{1}{2} \left( \dot{\lambda}_q \lambda_q^* + \lambda_q \dot{\lambda}_q^* \right) \right]$$

(A2)

and

$$\langle D_2(t) \frac{\partial}{\partial t} \langle D_2(t) \rangle \rangle = \sum_n \left[ \psi_n^* \frac{\partial}{\partial t} \psi_n - \frac{\partial}{\partial t} \left\{ \sum_q \lambda_q^* \lambda_q \right\} \right]$$

$$+ \sum_n \left| \psi_n \right|^2 \sum_q \left[ \frac{1}{2} \left( \dot{\lambda}_q \lambda_q^* + \lambda_q \dot{\lambda}_q^* \right) \right]$$

(A3)

The remaining term is the average energy in the $D_2$ trial state:

$$\langle D_2 \hat{H} \rangle = \langle D_2 \hat{H}_{ex} \rangle \langle D_2 \rangle + \langle D_2 \hat{H}_{ph} \rangle \langle D_2 \rangle$$

$$+ \langle D_2 \hat{H}_{ex-ph} \rangle \langle D_2 \rangle$$

(A4)

with

$$\langle D_2 \hat{H}_{ex} \rangle \langle D_2 \rangle = -J \sum_n \left( \psi_n^* \psi_{n+1} + J \sum_n \psi_n^* \psi_{n-1} \right)$$

$$\langle D_2 \hat{H}_{ph} \rangle \langle D_2 \rangle = \sum_n \left| \psi_n \right|^2 \sum_q \omega_q |\lambda_q|^2$$

$$\langle D_2 \hat{H}_{ex-ph} \rangle \langle D_2 \rangle = \sum_n \left| \psi_n \right|^2 \sum_q g_q \omega_q \left[ \lambda_q e^{i\omega_q n} + \lambda_q^* e^{-i\omega_q n} \right]$$

Equations of motion from the trial wave function $D_2(t)$ are readily obtained from Eq. (23)

$$-i\dot{\psi}_n(t) = \frac{i}{2} \psi_n(t) \left[ \sum_q \left( \dot{\lambda}_q \lambda_q^* + \lambda_q^* \dot{\lambda}_q \right) \right]$$

$$+ J \psi_{n+1}(t) + J \psi_{n-1}(t)$$

$$- \psi_n(t) \sum_q \omega_q |\lambda_q|^2$$

$$- \psi_n(t) \sum_q g_q \omega_q \left[ \lambda_q e^{i\omega_q n} + \lambda_q^* e^{-i\omega_q n} \right]$$

(A5)

$$-i\dot{\lambda}_q(t) = - \sum_n \left| \psi_n \right|^2 e^{-i\omega_q n} g_q \omega_q - \omega_q \lambda_q$$

(A6)

It can easily be shown the norm of the $D_2$ trial state is conserved, i.e.,

$$\frac{d}{dt} \sum_{n=1}^N \left| \psi_n(t) \right|^2 = 0$$

(A7)
And in this paper, we set
\[ \sum_{n=1}^{N} |\psi_n(t)|^2 = 1 \]  
(A8)

Solutions to Eq. (A5) and (A6) provide the dynamic information of the exciton-phonon system.

**APPENDIX B: THE \( \tilde{D} \) TRIAL STATE**

For the \( \tilde{D} \) trial state, the localized backbone of the translationally-invariant GL Ansatz, we can also derive coupled equation for the time-dependent variational parameters using the Lagrangian formalism

\[ L = \langle \tilde{D}(t) | i \hbar \frac{\partial}{\partial t} - \hat{H} | \tilde{D}(t) \rangle \]
\[ = \frac{i\hbar}{2} \left[ \langle \tilde{D}(t) | \frac{\partial}{\partial t} | \tilde{D}(t) \rangle - \langle \tilde{D}(t) | \frac{\partial}{\partial t} | \tilde{D}(t) \rangle \right] \]
\[ - \langle \tilde{D}(t) | \hat{H} | \tilde{D}(t) \rangle \]  
(B1)

wherein the individual terms can be calculated as follows

\[ \langle \tilde{D}(t) | \frac{\partial}{\partial t} | \tilde{D}(t) \rangle \]
\[ = \sum_n \psi_n^* \dot{\psi}_n + \sum_n |\psi_n|^2[N-1] \sum_q (\beta_q e^{-iqn} - \dot{\lambda}_q)(\beta_q^* e^{iqn} - \lambda_q^*) \]
\[ + (\beta_q e^{-iqn} - \lambda)(\beta_q^* e^{iqn} - \dot{\lambda}_q) \]  
(B2)

\[ \langle \tilde{D}(t) | \frac{\partial}{\partial t} | \tilde{D}(t) \rangle \]
\[ = \sum_n \psi_n^* \dot{\psi}_n + \sum_n |\psi_n|^2[N-1] \sum_q (\beta_q^* e^{iqn}) \]
\[ - \dot{\lambda}_q(\beta_q^* e^{iqn} - \lambda_q^*)] + \sum_n |\psi_n|^2 \]
\[ + (\beta_q e^{-iqn} - \lambda)(\beta_q^* e^{iqn} - \dot{\lambda}_q) \]  
(B3)

and

\[ \langle \tilde{D}|\hat{H}|\tilde{D} \rangle = \langle \tilde{D}|\hat{H}_{ex}|\tilde{D} \rangle + \langle \tilde{D}|\hat{H}_{ph}|\tilde{D} \rangle + \langle \tilde{D}|\hat{H}_{ex-ph}|\tilde{D} \rangle \]  
(B4)

with

\[ \langle \tilde{D}|\hat{H}_{ex}|\tilde{D} \rangle = -J \sum_n \psi_n^* (\psi_{n+1} S_{n,n+1} + \psi_{n-1} S_{n,n-1}) \]

\[ \langle \tilde{D}|\hat{H}_{ex-ph}|\tilde{D} \rangle = N^{-1} \sum_n |\psi_n|^2 \sum_q \omega_q [\beta_q e^{-iqn} - \lambda_q]^2 \]

\[ \langle \tilde{D}|\hat{H}_{ex-ph}|\tilde{D} \rangle = N^{-1/2} \sum_n |\psi_n|^2 \sum_q g_{eq} \omega_q [\beta_q e^{-iqn} - d_q - e^{-iqn} + [\beta_q e^{-iqn} - \lambda_q^*] e^{-iqn}] \]

Substituting Eqs. (B1)-(B4) into Eq. (23), one arrives at the equations of time evolution for the \( \tilde{D} \) Ansatz:

\[ -i \dot{\psi}_n(t) = \frac{N}{2} \sum_n |\psi_n|^2 \beta_q e^{-iqn} N^{-1} \]
\[ + J \sum_n \psi_n^* \psi_{n+1} S_{n,n+1} \]
\[ + J \sum_n \psi_n^* \psi_{n-1} S_{n,n-1} \]
\[ + N^{-1} \sum_n |\psi_n|^2 g_{eq} \omega_q [\beta_q e^{-iqn} - \lambda_q] \]
\[ + N^{-1/2} \sum_n |\psi_n|^2 g_{eq} \omega_q e^{-iqn} \]  
(B5)

\[ -i N^{-1} \sum_n |\psi_n|^2 \beta_q = \]
\[ -i N^{-1} \sum_n |\psi_n|^2 \beta_q e^{iqn} \]
\[ + J N^{-1} \sum_n \psi_n^* \psi_{n+1} S_{n,n+1} \]
\[ + J N^{-1} \sum_n \psi_n^* \psi_{n-1} S_{n,n-1} \]
\[ + N^{-1} \sum_n |\psi_n|^2 g_{eq} \omega_q [\beta_q e^{-iqn} - \lambda_q] \]
\[ - N^{-1/2} \sum_n |\psi_n|^2 g_{eq} \omega_q e^{-iqn} \]  
(B7)
APPENDIX C: THE D₁ TRIAL STATE

The same procedure in Appendices A and B can be applied to the D₁ Ansatz with variational parameters \( \psi_n \) and \( \lambda_n \), and one can obtain

\[
-i\psi_n(t) = \frac{i}{2} N^{-1} \sum_q [\lambda_q \lambda_n \psi_n - c.c.] + \psi_{n+1} S_{n, n+1} + \psi_{n-1} S_{n, n-1} - N^{-1} \psi_n \sum_q g_q \omega_q [\lambda_n e^{i\omega_n} + c.c.]
\]

\[
-N^{-1} \psi_n \sum q \omega_q | \lambda_n |^2
\]

\[
- N^{-1/2} | \psi_n |^2 g_q \omega_q e^{-i\omega_n}
\]

These coupled differential equations can be numerically solved by the fourth-order Runge-Kutta method, and work on this is now in progress.

APPENDIX D: NUMERICAL DETAILS

There are various numerical approaches to solve coupled differential equations such as Eqs. (A5) and (A6) for the D₂ Ansatz and Eqs. (B5), (B6) and (B7) for the D Ansatz. One way is to transform these equations into the Volterra integral equations for minimization purposes, and then use a nonlinear optimization method such as the Newton-Raphson method to solve them. Another approach is to solve the time-dependent differential equations directly. The latter method has a much higher computational efficiency, but it requires a higher precision in the single iterative time step since the computational error may accumulate as the number of the iterative steps increases.

In this paper, we use the Runge-Kutta fourth-order method to solve Eqs. (A5) and (A6) and Eqs. (B5), (B6) and (B7). The Runge-Kutta fourth-order method is widely used to solve differential equations. Its single step error is fifth order, i.e., \( O(\Delta^5) \). The algorithm for this method can be described as follows:

\[
k_1 = f(t_n, \alpha(t_n)) \Delta t
\]

\[
k_2 = f(t_n + \frac{1}{2} \Delta t, \alpha(t_n) + \frac{1}{2} k_1) \Delta t
\]

\[
k_3 = f(t_n + \frac{1}{2} \Delta t, \alpha(t_n) + \frac{1}{2} k_2) \Delta t
\]

\[
k_4 = f(t_n + \Delta t, \alpha(t_n) + k_3) \Delta t
\]

\[
\alpha(t_{n+1}) = \alpha(t_n) + \frac{k_1}{6} + \frac{k_2}{3} + \frac{k_3}{3} + \frac{k_4}{6} + O(\Delta^5)
\]

where

\[
f(t_n, \alpha(t_n)) = \frac{d\alpha(t_n)}{dt_n}
\]

and from \( t_n \) to \( t_{n+1} = t_n + \Delta t \).

For the D₂ Ansatz, \( \alpha \) represents \( \psi_n \) or \( \lambda_q \), and is obtained by Eqs. (A5) and (A6). Then, by calculating \( k_1, k_2, k_3 \), and \( k_4 \), one can get the parameters \( \alpha(t_{n+1}) \) for the next time step using the fourth-order Runge-Kutta method.

APPENDIX E: LINEAR ABSORPTION SPECTRUM BY D₂ AND D ANSATZ

The linear absorption spectrum of the exciton-phonon system studied in this paper is calculated by

\[
\tilde{F}(\omega) = \frac{1}{\pi} \Re \int_0^\infty F(t) e^{i\omega t} dt
\]

with

\[
F(t) = \text{ph} \langle 0| \psi_e | 0 \rangle \hat{P} e^{-i\hat{H}t} \hat{P}^{\dagger} | 0 \rangle \text{ex} \text{ex} \text{ph}
\]

where \( \hat{P} \) is the polarization operator

\[
\hat{P} = \mu \sum_n \langle n \rangle \text{ex} \text{ex} | 0 \rangle + | 0 \rangle \text{ex} \text{ex} \langle n \rangle
\]

where \( \mu \) is the transition dipole matrix element for a single site, and \( | n \rangle \text{ex} \) is the exciton state at the \( n \)th site. \( | n \rangle \text{ex} \equiv \tilde{a}_n | 0 \rangle \text{ex} \).

Substituting Eq. (E3) into Eq. (E2) one obtains

\[
F(t) = \mu^2 \sum_n \sum_{m} \text{ph} | 0 \rangle \text{ex} \text{ex} | m \rangle e^{-i\hat{H}t} | n \rangle \text{ex} | 0 \rangle \text{ex} \text{ph}
\]

wherein \( e^{-i\hat{H}t} | n \rangle \text{ex} | 0 \rangle \text{ph} \) can be approximated by a Davydov trial state, for example, by a D₂ trial state:

\[
e^{-i\hat{H}t} | n \rangle \text{ex} | 0 \rangle \text{ph} \approx \sum_{n'} \psi_{n'-n} | n' \rangle \text{ex} \times \exp(\sum_q [\lambda_q(t) \tilde{b}_{q}' - \lambda_q^*(t) \tilde{b}_{q}]) | 0 \rangle \text{ph}
\]

where the variational parameters \( \psi_{n'-n}(t) \) (\( n' = 0, 2, ..., N-1 \)) and \( \lambda_q(t) (q = -N/2+1, -N/2+2, ..., N/2) \) have the following initial values

\[
\psi_{n'-n}(t = 0) = \delta_{n'-n}, \quad \lambda_q(t = 0) = 0.
\]
Substituting Eq. (E5) into Eq. (E4), we obtain the formula to calculate $F(t)$ by D$_2$ Ansatz:

$$F(t) = \mu^2 \sum_m \sum_n \psi_m(t) \times \exp(\sum_q \mu_q(t) b_q^* - \sum_q \lambda_q(t) b_q) [0]_{ph}\)  
= \mu^2 \sum_m \sum_n \psi_m(t) \exp(-\frac{1}{2} \sum_q \lambda_q(t)^2) \]
= \mu^2 N \sum_m \psi_m(t) \exp(-\frac{1}{2} \sum_q \lambda_q(t)^2) \]

(E8)

where $\lambda_q(t)$ and $\psi_m(t)$ are initialized by Eq. (E7) and Eq. (E6) (i.e., $\psi_m(0) = \delta_{m,0}$) and then solved by Eqs. (A6) and (A5).

The same procedure from Eq. (E5) to (E8) can be applied to D$\bar{A}$ Ansatz, and one obtains

$$F(t) = \mu^2 N \sum_m \psi_m(t) \exp(-\frac{1}{2} \sum_q \beta_q(t) e^{-iqm} - \lambda_q(t)^2) \]

(E9)

where the variational parameters $\psi_m(t), \beta_q(t)$ and $\lambda_q(t)$ are solved by Eqs. (B5)-(B7) with the initial values $\psi_m(0) = \delta_{m,0}, \beta_q(0) = 0$ and $\lambda_q(0) = 0$.

**APPENDIX F: DEVIATION VECTOR OF THE D$\bar{A}$ ANSATZ**

Substituting Eqs. (1)-(4), (15) and (16) into Eq. (32), one obtains the expression of $|\delta(t)|$ for the D$\bar{A}$ Ansatz:

$$|\delta(t)| = \sum_n B_n \{ \psi_n(t) + \psi_n(t) \sum_q \{ b_q \lambda_q(t) - \text{Re}[\lambda_q(t) \lambda^*_q(t)] \} $$
$$+ J[\psi_{n+1}(t) + \psi_{n-1}(t)] - \psi_n(t) \sum_q \omega_q b_q^* \lambda_q(t) $$
$$+ \psi_n(t) \sum_q g_q \omega_q [b_q^* e^{-iqu} + \lambda_q(t) e^{iqu}] \}
\exp(\sum_q \lambda(t) b_q^* - \sum_q \lambda_q(t) b_q) [0]_{ph} [0]_{ex} \]  

(F1)

Then, the expression of $|\delta(t)|$ for the D$_2$ Ansatz can be obtained:

$$|\delta(t)| = J^2 \sum_n |\psi_{n+1}(t) + \psi_{n-1}(t)|^2 $$

$$- 2J \sum_q \omega_q |\lambda_q(t)|^2 [\text{Re}[\sum_n [\psi_{n+1}(t) + \psi_{n-1}(t)] \psi_n(t)]$$

$$+ 4J \text{Re}[\sum_n [\psi_{n+1}(t) + \psi_{n-1}(t)] \theta_n(t)] $$

$$- 2J \text{Re}[\sum_n [\psi_{n+1}(t) + \psi_{n-1}(t)] \theta_n(t)] $$

$$+ \sum_n |\psi_n(t)|^2 \left[ (\sum_q \omega_q |\lambda_q(t)|^2)^2 + \sum_q |\omega_q \lambda_q(t)|^2 \right] $$

(F2)

where

$$\theta_n(t) \equiv \psi_n(t) \sum_q g_q \omega_q \text{Re}[\lambda_q(t) e^{iqu}] \]  

(F3)

and

$$\vartheta_n(t) \equiv \psi_n(t) \text{Im}[\sum_q \lambda_q(t) \lambda^*_q(t)] - i \psi_n(t) \]  

(F4)
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