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Functional Area Lower Bound and Upper Bound on Multicomponent Selection for Interval Scheduling

Zhao-Xuan Shen, Member, IEEE, and Ching Chuen Jong

Abstract—In a realistic register-transfer-level component library, there usually exist several different hardware implementations for one generic function. This gives rise to a large design space of component selection which is interleaved with the scheduling of operations. Previous methods ignored the presence of multicomponent selection in the process of lower/upper bound estimation of scheduling, and produced the local lower/upper bounds which would cause the suboptimum designs.

Opposite to the previous methods, we compute, in this paper, the lower/upper bounds which consider scheduling and component selection simultaneously. A new problem of multicomponent selection integrated with interval scheduling is studied. We present a very interesting and important result that both the lower bound and upper bound of multicomponent selection are obtained on the most cost-effective components which have the minimum area-delay products. This property leads to that the lower bound and upper bound of multicomponent selection can be calculated efficiently. An integer linear programming model and a surrogate relaxation technique are proposed to derive an optimum surrogate lower bound which has the asymptotic performance ratio less than two for a single type of function. An upper bound with the same asymptotic performance ratio is also obtained which turns out to be the optimum solution value of the traditional unicomponent selection with the most cost-effective components. Both the theoretical analysis and the experimental results show that the performance of our bounds are very promising.

Index Terms—Component selection, high-level synthesis, integer linear programming, interval scheduling, lower/upper bound estimation, surrogate relaxation.

I. INTRODUCTION

GENERALLY speaking, given as input a behavioral description, a component library and a set of design requirements, the task of high-level hardware synthesis is to find the optimal register-transfer-level (RTL) architecture from all the possibilities that implements the behavior and satisfies the requirements. Large design space which is resulted from the freedom in input behavior, i.e., the scheduling of data flow graph (DFG), and the freedom in component library, i.e., the selection of components, has to be explored in order to obtain the optimal designs. Scheduling determines the assignment of behavioral operations to control steps while component selection determines from the component library the types and the numbers of components required. Scheduling and component selection are closely interdependent as different operation scheduling requires different component selection while different component selection gives rise to different operation scheduling. To achieve the optimal design, they must be considered simultaneously.

Both scheduling and component selection problems are NP hard in general. Tackling them simultaneously is inevitably a computationally intensive problem. To obtain the optimal solution, use of lower bound and upper bound estimation is an efficient approach. It not only can efficiently prune a large amount of inferior designs without performing the actual synthesis which is very time consuming, but also can guide high-level synthesis systems by providing the optimal delay-area tradeoff trajectory. Furthermore, the tight lower/upper bounds can be used for evaluating the results produced by various heuristic synthesis techniques.

Previous work on lower/upper bound estimation for high-level synthesis can be found in [1]–[11]. Since scheduling with precedence constraint is NP hard, precedence relaxation techniques are often adopted. There are two types of precedence relaxation used in high-level synthesis for lower bound estimation. The first one is the complete precedence relaxation which simply removes the precedence constraints of the DFG, while the second one is the partial precedence relaxation which uses the as-soon-as-possible (ASAP) and the as-late-as-possible (ALAP) intervals to replace the precedence constraints of the DFG. The later is referred to as the interval scheduling in the paper, and is detailed in Section II.

The work of Jain et al. [1], [2] who gave the first lower bound in high-level synthesis literature falls in the first category. They proposed a mathematical model for predicting the area-delay curve. Their bound was very fast to compute, however, as they did not consider the precedence constraints and adopted a unicycle scheme where all operations were assumed to take the same clock cycle, their bound was often criticized to be overloose and trivial.

Comparing to the complete precedence relaxation, use of ASAP and ALAP intervals to replace the precedence constraints of the DFG can produce better bounds. The reason is that the ASAP and ALAP intervals are the partial relaxation of the precedence constraints and easy to compute (with linear computation time). Due to this advantage, almost all the lower/upper bound estimation methods use the ASAP and ALAP interval scheduling to relax the precedence constrained scheduling. Two kinds of bounds, namely, the minimum load bound, and the integer linear programming (ILP) bound, were proposed in literature. The minimum load bound is based on the following Principle: the minimum floor resources or cycles, (called the load), are required to schedule \( n \) unit-delay
operations of the same type if \( m \) cycles or resources are provided. The method is to enumerate all the combinations of the ASAP and ALAP intervals and compute the load on each interval. The maximum load over all the intervals yields the lower bound on resource or performance. Exampled work includes Sharma and Jain’s [3], Rabaey’s [4], Hu’s [5], [6] and Ohm’s [7], [8] bounds. The ILP bound is derived from the various forms of relaxations of the integer linear programming (ILP) formulations of the scheduling problem. For example, Kim and Jain [9] obtained a greedy algorithm to compute the lower bound on performance from an ILP formulation of the resource constrained scheduling. Their bound was further improved by Langevin and Cerny [10] who adopted so-called ASAPUC (ALAPUC) values instead of ASAP (ALAP) values to refine the resource constraints.

The only exception work that did not use interval scheduling to relax the precedence constrained scheduling was done by Chaudhuri and Walker [11]. They derived the lower bound on functional units from a distinct relaxation of the ILP formulation. They first used Lagrangian relaxation to move the precedence constraints into the objective function, and then transformed the Lagrangian Dual problem into an alternative extended problem which they proved to be able to solve in polynomial time.

However, there is a common weakness in these previous approaches. All of them only considered the design space of scheduling and ignored the freedom in component selection. A simplified unicomponent selection assumption that only one component type exists for each functionality was presumed in the estimation. Under this assumption, the design space of component selection was not fully explored and resulted in local lower bounds being produced which would cause the suboptimal designs.

This point can be illustrated with the following simple example. Given a DFG as shown in Fig. 1(a), and a component library as shown in Fig. 1(b), assume the time constraint is two cycles. Under the unicomponent selection assumption, as shown in Fig. 1(c), the minimum number of components required is two type-A adders which produces the functional area lower bound of \( 2 \times 50 = 100 \). However, as shown in Fig. 1(d), if different implementations of the addition operations are allowed, the optimal architecture requires only one type-A adder and one type-B adder, giving the functional area cost of \( 50 + 15 = 65 < 100 \), which means that the lower bound of the unicomponent selection is invalid.

This example shows that when there exist multicomponent implementations for a type of function, the traditional unicomponent selection methods produce the invalid lower bounds. If the bound is used for pruning the design space such as in branch and bound and/or heuristic algorithms, it will result in the suboptimal results.

In contrast to the previous unicomponent selection methods, we compute, in this paper, the functional area lower bound and upper bound for multicomponent selection. We adopt the traditional interval scheduling model in the estimation. A new problem of multicomponent selection integrated with interval scheduling is studied. We show that the problem remains NP hard even after the problem decomposition and surrogate relaxation. We present a very interesting and important result that both the lower bound and the upper bound of multicomponent selection are obtained on the most cost-effective components which have the minimum area-delay products. This property greatly narrows down the large design space of the multicomponent selection so that the bounds of multicomponent selection can be calculated efficiently. An optimum surrogate lower bound with asymptotic performance ratio less than two is derived from the proposed ILP model and surrogate relaxation technique. An efficient upper bound with the same asymptotic performance ratio is also obtained which turns out to be the optimum solution value of the traditional unicomponent selection with the most cost-effective components. Theoretical analysis of the performance factors of the bounds, such as the absolute error, the performance ratio and the asymptotic performance ratio, which were rarely discussed in the high-level synthesis literature, are also presented.

Two assumptions are taken in the paper.

1) The area costs of the storage and interconnection components are assumed to be ignorable comparing with those of the functional components.
2) Each component in the library is assumed to be able to perform a unique function. The complex multifunctional components are not included.

The remainder of the paper is organized as follows. Section II formulates the problem. Section III computes the optimum area cost of the traditional unicomponent selection while Section IV uses it to produce a brute force upper bound for the multicomponent selection. In Section V, we derive an optimum surrogate lower bound, and as a by-product, we obtain in Section VI a more efficient algorithm for the upper bound of the multicom-
ponent selection. Theoretical estimation of the performance of the bounds is presented in Section VII. Experimental results, further discussions and conclusions are given in Sections VIII, IX and X, respectively.

II. PROBLEM FORMULATION

A. Preliminary Definitions

Define function set $F$ be the set of operation functions such as addition, multiplication, comparison, etc. Let $f(v)$ be the operation function of an operation $v$, and $F(v)$ be the set of all the operation functions.

We use $A \in Z^+$ to denote the area set, $D \in Z^+$ to denote the delay set, and $S \in Z^+$ to denote the control step set.

Define a component type $\tau$ be a tuple $(\alpha, f, d)$, where $\alpha \in A$ is the area, $f \in F$ is the function it can perform and $d \in D$ is the corresponding delay. An instance of a component type is called a component. The type of a component $\alpha$ is denoted by $\tau(\alpha)$.

Let $a(\alpha) \in A$ be the area of a component (type) $\alpha$, $f(\alpha) \in F$ be the function that can be performed by $\alpha$, and $d(\alpha) \in D$ be the delay of $\alpha$.

Define a component type implementation set of a function $f \in F$, denoted by $\Psi(f) \in \Gamma$, be the set of component types that can perform $f$.

Define a component library $M$ be an unlimited multiset of component types, i.e., a set of component types where each component type can have unlimited number of components. Let $\Gamma$ denote the set of component types.

Define a component subset $\Lambda \subset \Gamma \times Z^+$ be a limited subset of component library $M$, i.e., $\Lambda \subset M$. We use $\Gamma(\Lambda)$ to denote the set of component types in a component subset $\Lambda$, $Z(\Lambda, \tau) \in Z^+$ to denote the number of components of type $\tau$ in $\Lambda$. The component subset can be expressed as $\Lambda = (z(\tau_1), z(\tau_2), \ldots, z(\tau_n))$ where $\tau_1, \tau_2, \ldots, \tau_n \in \Gamma(\Lambda)$.

Define a component allocation $A = (\tau_1, \tau_2, \ldots, \tau_n)$ be the area cost of $\Lambda$.

A function $f$ or an operation $v$ is said to be able to be performed by a component (type) $\alpha$ if and only if $f = f(\alpha)$ or $f(v) = f(\alpha)$.

Given a set of operation $V$ and a set of component subset $\Lambda \subset \Gamma \times Z$, a component allocation is to find a mapping $\mu : V \rightarrow \Lambda$ such that for all $v \in V$, $\exists \alpha \in \Gamma \times Z$ that $f(v) = f(\alpha)$, $\mu(v) = \alpha$, i.e., $v$ is performed by $\alpha$.

A component allocation $\mu$ is said to be 1-1 mapping (read as 1 to 1 mapping) if only one component type exists for each function $i.e., \tau(\mu(v_1)) = \tau(\mu(v_2))$ for all $v_1, v_2 \in V$ with $f(v_1) = f(v_2) = f(v_3)$.

A component allocation $\mu$ is said to be 1-n mapping (read as 1 to n mapping) if there exist multiple component types to perform a function, i.e., $\exists v_1, v_2 \in V$ with $f(v_1) = f(v_2)$, that $\tau(\mu(v_1)) \neq \tau(\mu(v_2))$.

B. Component Selection for Interval Scheduling

Let $c(v_1)$ be the earliest time step that the operation $v_1$ could be started, $l(v_1)$ be the latest time step that the operation $v_1$ must be completed. Then the time interval $[c(v_1), l(v_1)]$ gives the active range of the operation $v_1$, i.e., the set of time steps within which the operation $v_1$ must take place.

Given a set of operations $V$ where each operation is associated with an interval $[c(v_1), l(v_1)]$ and a component subset $\Lambda \subset \Gamma \times Z$, the integrated component allocation and interval scheduling, denoted by $ICAS(V, \Lambda)$, is to find a component allocation $\mu : V \rightarrow \Lambda$, and an interval scheduling $\Theta : V \rightarrow S$, satisfying the following:

1) Interval Constraint: for all $v_1 \in V, c(v_1) \leq \Theta(v_1) < l(v_1)$, i.e., each operation must be scheduled within its interval;

2) Resource Sharing Constraint: for all $v_1, v_j \in V$, if $f(v_1) = f(v_j), \mu(v_1) = \mu(v_j)$, then $S(v_1) \cap S(v_2) = \phi$ where $S(v) = \{s \in S | \Theta(v) \leq s \leq \Theta(v) + d(\mu(v)) - 1\}$, i.e., a component cannot perform any other operation before it completes the executing operation;

3) Component Constraint: for all $\tau \in \Gamma, Z(\Lambda, \tau) \geq \max_{0 \leq s \leq T} \{v_1 \in V | \Theta(v_1) \leq s \leq \Theta(v_1) + d(\mu(v_1)) - 1, \tau(\mu(v_1)) = \tau\}$, i.e., for each time step, the number of operations that can be performed cannot exceed the number of components which can perform the types of the operations.

Given a set of operations $V$ where each operation is associated with an interval $I(v_1) = [c(v_1), l(v_1)]$, and a component library $M$, the component selection for interval scheduling, denoted by $\omega(V, I, M)$, is to find a component subset $\Lambda \subset \Gamma \times Z$, such that $\exists$ an integrated component allocation and interval scheduling $ICAS(V, \Lambda)$. The area cost of $\Lambda$ is called the area cost of the component selection, denoted by $a(\omega(V, I, M))$. The component selection with the minimal area cost $a(\omega(V, I, M))$ is called the optimal component selection, denoted by $\omega^*(V, I, M)$.

According to the types of component allocation $\mu$, there are two types of component selection for interval scheduling:

If $\mu$ is 1-1 mapping, we call it unicompontent selection, denoted as $1 = 1\omega(V, I, M)$.

If $\mu$ is 1-n mapping, we call it multicomponent selection, denoted as $1 = n\omega(V, I, M)$.

Obviously, $1 - n\omega(V, I, M)$ is a special case of $1 - 1\omega(V, I, M)$.

III. THE OPTIMUM AREA COST OF $1 - 1\omega(V, I, M)$

In this section, we compute the optimum area cost of the traditional unicompontent selection $1 - 1\omega(V, I, M)$ based on the well-known pigeonhole principle [14] stated as below.

Pigeonhole Principle: $n$ pigeons go into $m$ pigeonholes, at least $\lceil n/m \rceil$ pigeons are in the same pigeonholes.

Corollary 1: If at most $m$ of $n$ pigeons are allowed to enter the same pigeonhole, the minimum and feasible number of pigeons is $\lceil n/m \rceil$.

Lemma 1: Assuming that there are $n$ operations and each operation takes delay $d$ to complete, the minimum and feasible number of components needed to complete all the operations within interval $[t_1, t_2], (t_2 - t_1 \geq d) = \lfloor n/(t_2 - t_1)/d \rfloor$.

1$Z^+$ is the set of positive integer.
Proof: There are at most \([|t_2 - t_1|/d]\) time units (resp. pigeonholes) to perform all these \(n\) operations (resp. pigeons). By corollary 1, the minimum and feasible number of components needed to complete all the operations within the interval \([t_1, t_2], (t_2 - t_1 \geq d)\) is \([n/|(t_2 - t_1)/d|]\).

Theorem 1: Assuming that there are \(n\) operations with the same function, each operation has an active range \([c_i, l_i]\), and takes time \(d (l_i - c_i \geq d)\) for all \(i\) to complete, the minimum and feasible number of components needed to complete all the operations within \([0, T]\) \((T \geq \text{Max}_{0 \leq t \leq T} t_i)\) is

\[
P = \text{Max}_{0 \leq t \leq T} \left\{ \frac{\sum_{i=1}^{n} \eta_h(t_1, t_2)}{|(t_2 - t_1)/d|} \right\}
\]

where

\[
\eta_h(t_1, t_2) = \begin{cases} 1, & t_1 \leq c_i < l_i \leq t_2 \\ 0, & \text{otherwise}. \end{cases}
\]

Proof: Obviously, \(\eta_h(t_1, t_2) = 1\) represents that operation \(v_i\) must be started and completed within \([t_1, t_2]\). So, \(\sum_{i=1}^{n} \eta_h(t_1, t_2)\) gives the number of operations that must be started and completed within \([t_1, t_2]\). By Lemma 1, the minimum and feasible number of components to complete all the operations within \([t_1, t_2]\) is \((\sum_{i=1}^{n} \eta_h(t_1, t_2))/(|(t_2 - t_1)/d|)\). Therefore, \(P\) gives the minimum and feasible number of components required for all the intervals within \([0, T]\), i.e., the minimum and feasible number of components needed to complete all the operations.

Based on Theorem 1, we obtain the algorithm of computing the optimum area cost of \(1 - \omega(V, I, M)\) as follows:

**Algorithm 1:** Computing the optimum area cost of \(1 - \omega(V, I, M)\)

For each function \(f \in f(V)\)

\[
E \leftarrow \{e(v_i) \text{ sorted in ascending order } | f(v_i) = f, e(v_i) \in E\}
\]

\[
L \leftarrow \{k(v_i) \text{ sorted in ascending order } | f(v_i) = f, k(v_i) \in I\}
\]

\[
Z(\Lambda, \tau) = 0
\]

For each \(t_1 \in E, \) each \(t_2 \in L\) and \(t_2 - t_1 \geq \delta(\tau)\)

\[
\{ Z(\Lambda, \tau) \leftarrow \text{Max} \left( Z(\Lambda, \tau), \left[ \frac{\sum_{i=1}^{n} \eta_h(t_1, t_2)}{|(t_2 - t_1)/d|} \right] \right) \}
\]

\[
a(1 - \omega^* (V, I, M)) = \text{Min}_{\Lambda, \tau} Z(\Lambda, \tau) + a(\tau)
\]

Theorem 2: Algorithm 1 computes an optimum area cost of \(1 - \omega(V, I, M)\) in \(O(g \times \text{Max}(n \text{log} n, (nT^2/2)))\) where \(n\) is the number of operations, \(g\) is the number of functions, and \(T \geq \text{Max}_{0 \leq t \leq T} t_i\).

Proof: As under the unicomponent selection, each type of operation can be performed by one and only one type of component. Hence, the \(1 - \omega(V, I, M)\) problem can be divided into several independent subproblems \(1 - \omega(V_k, I, M)\) where each \(V_k\) consists of only one type of operations that can be performed by only one type of component. By Theorem 1, \(P\) gives the minimum number of components required by the interval scheduling of \(V_k\). Therefore, Algorithm 1 computes the minimal area cost required by the interval scheduling of \(V\), i.e., the optimum lower bound of \(1 - \omega(V, I, M)\).

It can be seen that for each of \(g\) functions, the sorting of \(\{e(v_i)\}\) and \(\{l(v_i)\}\) takes \(O(n \text{log} n)\), and there are at most \(T(T - 1)/2\) intervals of which each interval has a maximum of \(n\) nodes need to be checked, so the worst overall complexity is \(O(g \times \text{Max}(n \text{log} n, (nT^2/2)))\).

IV. A BRUTE FORCE ALGORITHM FOR UPPER BOUND OF

\(1 - \omega(V, I, M)\)

As \(1 - \omega(V, I, M)\) is a special case of \(1 - \omega(V, I, M)\), the optimum solution of \(1 - \omega(V, I, M)\) is also a feasible solution of \(1 - \omega(V, I, M)\). Hence, we obtain the following theorem.

Theorem 3: The algorithm 1 produces an upper bound of area cost of \(1 - \omega(V, I, M)\).

To find the minimum upper bound, we can immediately obtain a brute force algorithm by enumerating all the possible combinations of component types for different types of operation functions described as below.

**Algorithm 2:** Computing the upper bound of \(1 - \omega(V, I, M)\)

\{ \(MS\) \leftarrow \text{All the combinations of component types of all the functions} \}

\{ \(UB \leftarrow \infty\) \}

For each \(M \in \{MS\}\)

\{ \(Call \text{ Algorithm 1 to compute } a(1 - \omega^* (V, I, M))\) \}

\{ \(UB \leftarrow \text{Min}(UB, a(1 - \omega^* (V, I, M)))\) \}

Theorem 4: The complexity of Algorithm 2 is \(O(m^g \times \text{Max}(n \text{log} n, (nT^2/2))) \times \prod_{k=1}^{g} |\Psi(f_k)|\). If there are \(m\) component implementations for each function, the complexity is \(O(m^g \times g \times \text{Max}(n \text{log} n, (nT^2/2)))\).

V. AN OPTIMUM SURROGATE LOWER BOUND ON

\(1 - \omega(V, I, M)\)

Although the computation of the upper bound of \(1 - \omega(V, I, M)\) looks straightforward, computing the lower bound of \(1 - \omega(V, I, M)\) is quite difficult. In this section, we first propose an efficient ILP model and then decompose it into several independent subproblems \(1 - \omega(V_k, I, M)\), and finally obtain a lower bound from the LP relaxation of the optimum surrogate relaxation of \(1 - \omega(V_k, I, M)\).

A. ILP Formulation of \(1 - \omega(V, I, M)\)

Assume that there is a set of functions and each function \(f_k\) can be performed by the component type implementation set \(\Psi(f_k) = \{\tau_j | f(\tau_j) = f_k, j = m_k, \ldots, m_{k+1} - 1\}\). All the components are consecutively numbered as \(m_1, m_1 + 1, \ldots, m_2 - 1, m_2, \ldots, m_k - 1, \ldots, m_g, \ldots, m_{g+1} - 1\) where \(m_1 = 1, m_{g+1} = m + 1\). Note that the components \(m_k, \ldots, m_{k+1} - 1\) have the same type and \(m\) is the total number of components. As each component type is allowed to perform only one type of operation, \(\Psi(f_k) \cap \Psi(f_j) = \emptyset\) for \(\forall k \neq l\).

The problem of minimum functional area multicomponent selection for interval scheduling \(1 - \omega(V, I, M)\) can be formulated as the following ILP problem.
Problem 1: \[ \text{Min } a(\omega) = \sum_{k=1}^{g} \sum_{j=m_k+1}^{m_{k+1}-1} a(\tau_j) \cdot x_j \]
subject to
\[ \sum_{\tau_j \in \Psi(f(v_i))} \sum_{t \in \Psi(v_i)} y_{v_i, \tau_j, t} = 1 \quad \forall v_i \in V \quad (1-1) \]
\[ \sum_{f(v_i) = f(\tau_j) \forall v_i \in V} \sum_{t' = t + d(\tau_j) - 1} \sum_{t = t'} y_{v_i, \tau_j, t} \leq x_j \quad j = 1, \ldots, m \quad t' = 0, \ldots, T \quad (1-2) \]
where
\[ x_j = Z(\Lambda, \tau_j) \geq 0, \text{ integer} \]
\[ y_{v_i, \tau_j, t} = \begin{cases} 1, & v_i \text{ is performed by } \tau_j \text{ and scheduled at } t \\ 0, & \text{otherwise} \end{cases} \]
Constraint (1-1) expresses that each operation node \( v_i \) must be performed by one component with type \( \in \Psi(f(v_i)) \) and scheduled at one time step in its active range \([d(\tau_i), d(\tau_i) - d(\tau_j)]\). Constraint (1-2) indicates that for each component type \( \tau_j \) and each time step \( t' \), the number of operations that can be performed by the component type \( \tau_j \) and scheduled at any time step in the time period \([t', t' + d(\tau_j) - 1] \) is no greater than the available number of components with type \( \tau_j \). The objective is to minimize the total area cost of components used.

Lemma 2: Constraint (1-2) is equivalent to the following constraint:
\[ \sum_{t=t_1}^{t_2} \sum_{f(v_i) = f(\tau_j) \forall v_i \in V} \sum_{t_1+2d(\tau_j) - 1} \sum_{t = t_1}^{t_2} y_{v_i, \tau_j, t} \leq x_j \cdot (t_2 - t_1) \quad (2-1) \]
\[ \sum_{t=t_1}^{t_2} \sum_{f(v_i) = f(\tau_j) \forall v_i \in V} \sum_{t=t_1+2d(\tau_j)}^{t_1+d(\tau_j)} y_{v_i, \tau_j, t} \leq x_j \cdot (t_2 - t_1) \quad (2-2) \]
Proof: Without loss of generality, assume that there is a component type \( \tau_j \), which can perform any operation \( v_i \) with \( f(v_i) = f(\tau_j) \). For \( [t_1, t_2] \), \( 0 \leq t_1 < t_2 \leq T \), there are at most \( h = \lceil (t_2 - t_1) / d(\tau_j) \rceil \) intervals: \([t_1, t_1 + d(\tau_j) - 1], [t_1 + d(\tau_j), t_1 + 2d(\tau_j) - 1], \ldots, [t_1 + (h-1)d(\tau_j), t_1 + hd(\tau_j) - 1] \). Hence, Constraint (1-2) is equivalent to Constraint (2-2). Therefore, Problem 1 can be transformed to the following equivalent problem:

Problem 2: \[ \text{Min } a(\omega) = \sum_{k=1}^{g} \sum_{j=m_k+1}^{m_{k+1}-1} a(\tau_j) \cdot x_j \]
subject to
\[ \sum_{\tau_j \in \Psi(f(v_i))} \sum_{t \in \Psi(v_i)} y_{v_i, \tau_j, t} = 1 \quad \forall v_i \in V \quad (2-1) \]
\[ \sum_{f(v_i) = f(\tau_j) \forall v_i \in V} \sum_{t=t_1}^{t_2} \sum_{t_1+2d(\tau_j)}^{t_1+d(\tau_j)} \sum_{t = t_1}^{t_2} y_{v_i, \tau_j, t} \leq x_j \cdot (t_2 - t_1) \quad (2-2) \]
where
\[ x_j = Z(\Lambda, \tau_j) \geq 0, \text{ integer} \]
\[ y_{v_i, \tau_j, t} \in \{ \begin{array}{ll} 1, & v_i \text{ is performed by } \tau_j \text{ and scheduled at } t \\ 0, & \text{otherwise} \end{array} \] 

B. Problem Decomposition
Since \( \Psi(f_k) \cap \Psi(f_1) = \phi \) for \( \forall k \neq 1 \), i.e., the component type implementation sets for different functions are independent. Problem 2 can be decomposed into \( g \) independent subproblems.
For \( k = 1, \ldots, g \),

\[
\{ \text{Problem S1: } \min_{(\omega_k)} = \sum_{j=m_k+1}^{m_{k+1}} a(\tau_j) + x_j \\
\text{s.t.} \sum_{(\tau_j \in \Omega_k)} \sum_{t=t(\tau_j)}^{t(\tau_j) - 1} y_{\tau_j, t} = 1 \quad \forall \tau_j \in \Gamma_k, \quad f(v_i) = f_k \tag{S1-1} \}
\]

\[
\sum_{(\tau_j \in \Omega_k)} \sum_{t=t(\tau_j)}^{t(\tau_j) - 1} \delta(\tau_j) + y_{\tau_j, t} \leq x_j + (t_2 - t_1) \quad \forall [t_1, t_2], \quad 0 \leq t_1 < t_2 \leq T_j; \quad j = m_k, \ldots, m_{k+1} - 1 \tag{S1-2}
\]

where

\[
x_j = Z(\Lambda, \tau_j) \geq 0, \text{ integer},
\]

\[
y_{\tau_j, t} = \begin{cases} 1, & v_i \text{ is performed by } \tau_j \text{ and scheduled at } t \\ 0, & \text{otherwise} \end{cases}
\]

\[
a(\omega) = \sum_{k=1}^{g} a(\omega_k)
\]

Therefore, instead of solving Problem 2, we solve each of the independent subproblem S1, respectively.

Define: \( V_k = \{ v_i \in V | f(v_i) = f_k \} \).

\( \alpha_{k,t_1,t_2} \) be the number of operations whose type is \( f_k \) and interval is in \([t_1, t_2]\), i.e., the number of \( v_i \in V_k \) with \( t_1 \leq e(v_i) < t(\tau_j) \leq t_2 \).

\( \beta_{j,k,t_1,t_2} \) be the number of operations executed by a component \( \tau_j \) whose type is \( f_k \) and interval is in \([t_1, t_2]\).

The interval \([t_1, t_2]\) with

\[
\max_{[1, t_2], 0 \leq t_1 \leq t_2 \leq T_j, m_k \leq j \leq m_{k+1} - 1} \beta_{j,k,t_1,t_2} = t_2 - t_1
\]

be the critical interval, denoted by \([t_1^*, t_2^*]\).

Obviously, for \( m_k \leq j \leq m_{k+1} - 1 \),

\[
\beta_{j,k,t_1,t_2} = \sum_{t=t(\tau_j)}^{t(\tau_j) - 1} y_{\tau_j, t}, \\
\alpha_{k,t_1,t_2} = \sum_{j=m_k}^{m_k-1} \beta_{j,k,t_1,t_2} \\
= \sum_{j=m_k}^{m_k-1} \sum_{t=t(\tau_j)}^{t(\tau_j) - 1} y_{\tau_j, t},
\]

As

\[
x_j \geq \frac{\sum_{t=t_1}^{t_2} \sum_{v_i \in V_k} y_{\tau_j, t} \cdot t_2 - t_1 \cdot t_2 - t_1}{\sum_{t=t_1}^{t_2} \sum_{v_i \in V_k} y_{\tau_j, t} \cdot t_2 - t_1}
\]

for \( \forall [t_1, t_2], 0 \leq t_1 < t_2 \leq T_j, j = m_k, \ldots, m_{k+1} - 1 \) is equivalent to the equation shown at the bottom of the page. Hence, Problem S1 is equivalent to

\[
\{ \text{Problem S2: } \min_{(\omega_k)} = \sum_{j=m_k}^{m_k-1} a(\tau_j) + x_j \\
\text{s.t.} \sum_{(\tau_j \in \Omega_k)} \sum_{t=t(\tau_j)}^{t(\tau_j) - 1} y_{\tau_j, t} = 1 \quad \forall \tau_j \in \Gamma_k \tag{S2-1} \\
\sum_{(\tau_j \in \Omega_k)} \sum_{t=t(\tau_j)}^{t(\tau_j) - 1} \delta(\tau_j) + y_{\tau_j, t} \leq x_j + (t_2 - t_1) \quad \forall [t_1, t_2], \quad 0 \leq t_1 < t_2 \leq T_j; \quad j = m_k, \ldots, m_{k+1} - 1 \tag{S2-2}
\]

where

\[
x_j = Z(\Lambda, \tau_j) \geq 0, \text{ integer},
\]

\[
y_{\tau_j, t} = \begin{cases} 1, & v_i \text{ is performed by } \tau_j \text{ and scheduled at } t \\ 0, & \text{otherwise} \end{cases}
\]

We refer to Problem S2 as the \( 1 - \omega(V_k, I, M) \) problem.

**Theorem 5:** The problem \( 1 - \omega(V_k, I, M) \) is NP hard.

**Proof:** We show that the \( 1 - \omega(V_k, I, M) \) problem is a generation of the bin packing problem [12] which is NP hard.

The bin packing is stated as below:

Instance: Finite set \( U \) of items, a size \( s(u) \in Z^+ \) for \( u \in U \), a positive integer bin capacity \( B \), and positive integer \( K \).

Question: Is there a partition of \( U \) into disjoint sets \( U_1, U_2, \ldots, U_K \) such that the sum of the sizes of the items in each \( U_i \) is \( B \) or less?

It can be seen that the bin packing problem is a particular case of \( 1 - \omega(V_k, I, M) \) when all the active ranges of the operations are identical \( (e(v_i) = e(t(v_i)) = I \) for all \( v_i \). That is, given \( m_{k+1} - m_k \) bins: \( \tau_m, \ldots, \tau_j, \ldots, \tau_{m_{k+1} - 1} \), each with capacity \( t_2^* - t_1^* \) and cost \( a(\tau_j) \), and a set \( V \) of items \( \{ v_i \} \), each with size \( d(\tau_j) \) if putting into bin \( \tau_j \), is there a packing of \( V \) with \( m_{k+1} - m_k \) bins, such that the sum of the sizes of the items in each bin is \( t_2^* - t_1^* \) or less?

Therefore, the problem \( 1 - \omega(V_k, I, M) \) is NP hard.

As \( 1 - \omega(V_k, I, M) \) is the subproblem of \( 1 - \omega(V, I, M) \), we immediately obtain:

**Theorem 6:** The problem \( 1 - \omega(V, I, M) \) is NP hard.

C. Surrogate Relaxation

As \( 1 - \omega(V, I, M) \) is NP hard, to compute the lower bound efficiently, relaxation has to be made. There are several widely used relaxation techniques: linear programming (LP) relaxation, Lagrangian relaxation and surrogate relaxation [15], [18], [19]. It is known that for an integer programming
minimization problem $P$, $\text{LPRI}(P) \leq \text{LR}(P) \leq \text{SR}(P) \leq P^*$, where $\text{LPRI}(P)$, $\text{LR}(P)$, and $\text{SR}(P)$ are, respectively, the solution values to the LP relaxation, Lagrangian relaxation and surrogate relaxation of problem $P$ while $P^*$ is the optimum solution value of $P$. That is, surrogate relaxation dominates the LP relaxation and Lagrangian relaxation and may provide the tightest lower bound for the original problem.

In general, for an integer programming problem $P = \min \{cx | Ax \geq b, x \geq 0, x \in \mathbb{Z}^n\}$ where $A$ is an $m \times n$ matrix, $b, c$ are $m \times 1$ and $1 \times n$ vectors, for a given set of nonnegative multipliers $\lambda \in \mathbb{R}^m$, called surrogate vector (or multipliers), the solution value to standard surrogate relaxation problem $S(P, \lambda) = \min \{cx | Ax \geq b, x \geq 0, x \in \mathbb{Z}^n\}$ gives a lower bound to $P$. The optimum set of surrogate multipliers $\lambda^* \in \mathbb{R}^m$ is the one that produces the maximum lower bound to $P$, i.e., the optimum solution value to the surrogate dual program $D(S(P, \lambda)) = \max \{\min \{cx | Ax \geq b, x \geq 0, x \in \mathbb{Z}^n\} \}$.

However there is no known efficient method to derive $\lambda^*$. Most people consider it as an "art". By studying the special structure of problem $1 - \eta \omega(V_k, I, M)$, we show that:

Lemma 3: The optimum surrogate multipliers for surrogate relaxation problem $S(1 - \eta \omega(V_k, I, M), \lambda)$ is $\lambda_j^* = \kappa$ ($\kappa$ is any positive constant) for all $m_j \leq j \leq m_{j+1} - 1$.

Proof: The surrogate relaxation, $S(1 - \eta \omega(V_k, I, M), \lambda)$, of $1 - \eta \omega(V_k, I, M)$ is as follow:

$$S(1 - \eta \omega(V_k, I, M), \lambda) : \min \alpha(\omega_k) = \sum_{j=m_k}^{m_{k+1}-1} \alpha(\tau_j) x_j$$

s.t.

$$\sum_{\tau_j \in \mathcal{C}(u_i)} y_{\mathcal{C}(u_i), \tau_j} = 1 \quad \forall u_i \in V_k$$

$$\frac{m_{k+1}-1}{t^*_2 - t^*_1} \lambda_j^* \sum_{\tau_j \in \mathcal{C}(u_i)} y_{\mathcal{C}(u_i), \tau_j} \leq \frac{m_{k+1}-1}{t^*_2 - t^*_1} \lambda_j^* x_j$$

where $x_j = \begin{cases} 1 & \text{if } j \text{ is performed by } \tau_j \text{ and scheduled at } t_j \\ 0 & \text{otherwise} \end{cases}$

Let $\hat{j} = \arg \min \{\lambda_j : m_k \leq j \leq m_{k+1} - 1\}$. Suppose that $(x^*_j)$ and $(y^*_j, t^*_j)$ is an optimal solution to $S(1 - \eta \omega(V_k, I, M), \lambda)$. We can obtain a feasible solution of the same objective value by setting, for each $u_i$ and $t_j y^*_{\mathcal{C}(u_i), \tau_j} = 1$ and $y^*_{\mathcal{C}(u_i), \tau_j} = 0$ for $j \neq \hat{j}$, as it does not change $(x^*_j)$.

Hence, $S(1 - \eta \omega(V_k, I, M), \lambda)$ is equivalent to

$$\min \alpha(\omega_k) = \sum_{j=m_k}^{m_{k+1}-1} \alpha(\tau_j) x_j$$

where $x_j$ integer.

Obviously, it is an integer knapsack problem in minimization form [16]. It can be seen that for a given knapsack problem with given knapsack capacity $(\lambda_j^*, t^*_j, t^*_j/t^*_2 - t^*_1)$, the smaller $\lambda_j^*$, the smaller of each item size $\lambda_j^* x_j$ (for given $d(\tau_j)$), and the larger the solution value. Hence, the maximum solution value of $D(S(1 - \eta \omega(V_k, I, M), \lambda)) = \max \{\min \{cx | Ax \geq b, x \geq 0, x \in \mathbb{Z}^n\} \}$ is given by letting $\lambda_j = \min \{\lambda_j^* \}$ for all $m_j \leq j \leq m_{j+1} - 1$, i.e., all the surrogate multipliers are equal. Therefore, the optimum surrogate lower bound for the problem $1 - \eta \omega(V_k, I, M)$ is $\lambda_j^* = \kappa$ ($\kappa$ is any positive constant) for all $m_j \leq j \leq m_{j+1} - 1$.

Therefore, by choosing surrogate multipliers $\lambda_j^* = \kappa$ for $m_j \leq j \leq m_{j+1} - 1$, the surrogate dual problem $D(S(1 - \eta \omega(V_k, I, M), \lambda^*))$ becomes $D(S(1 - \eta \omega(V_k, I, M), \lambda^*)) : \min \alpha(\omega_k) = \sum_{j=m_k}^{m_{k+1}-1} \alpha(\tau_j) x_j \sum_{j=m_k}^{m_{k+1}-1} (x_j d(\tau_j)) \geq (x^*_j t^*_j - t^*_1)$, where $x_j$ integer) which is an integer knapsack problem in minimization form that is also NP hard [12], [16].

Theorem 7: The optimum surrogate relaxation of $1 - \eta \omega(V_k, I, M)$ is NP hard.

D. LP Relaxation

However, different from the strongly NP hard problems such as bin packing problem, the integer knapsack problem belongs to a class of weakly NP hard problem [12]. A tight lower bound can be obtained by its LP relaxation.

Due to G. B. Dantzig [17], the optimal solution to the LP relaxation of $D(S(1 - \eta \omega(V_k, I, M), \lambda^*))$ is given by

$$x_j = \frac{d(\tau_j) t^*_k t^*_1}{t^*_2 - t^*_1}, \quad x_j = 0, \quad m_k \leq j \leq m_{k+1} - 1, \quad j \neq s$$

the optimal solution value is $(d(\tau_s) t^*_k t^*_1 t^*_2 - t^*_1)$ where $s = \arg \min \{d(\tau_j) : m_k \leq j \leq m_{k+1} - 1\}$.

Notice that $d(\tau_s)$ must be no less than $t^*_2 - t^*_1$, otherwise $\tau_s$ cannot perform any operation. We call $\tau_s$ the most cost-effective component. Therefore, we immediately obtain:

Theorem 8: A lower bound to the optimum surrogate dual problem $D(S(1 - \eta \omega(V_k, I, M), \lambda^*))$ and, thus, problem $1 - \eta \omega(V_k, I, M)$ is $L = \{(d(\tau_s) t^*_k t^*_1 t^*_2 - t^*_1) \}$, where $s = \arg \min \{d(\tau_j) : m_k \leq j \leq m_{k+1} - 1\}$. $\square$
E. Algorithm of Computing the Optimum Surrogate Lower Bound for $1 - \tau_{o}(V, I, M)$

Algorithm 3: Computing the lower bound for $1 - \tau_{o}(V, I, M)$

For function $f_k \in f(V)$

```
/* Step 1: Sort intervals */
E <- { (v_i) } sorted in ascending order
L <- { (v_i) } sorted in ascending order
/* Step 2: Compute the critical time slot [t^*_1, t^*_2] */
t^*_1 <- 0, t^*_2 <- 0
For each v_i in E, each v_j in L and t_2 > t_1
    { If s_k(t^*_1, t^*_2) <= 0
        For each v_i in V
            if f(v_i) = f_k and t_1 <= e(v_i) < L(v_i) <= t_2 then
                s_k(t^*_1, t^*_2) = t^*_1 + 1
                If (e(v_i) + t^*_2 - t_1) > a then
                    a = (s_k(t^*_1, t^*_2) - t_1)
                    if a + s_k(t^*_1, t^*_2) <= t^*_2 then
                        t^*_1, t^*_2 = t^*_1, t^*_2
    }
/* Step 3: Find the most cost-effective component */

MinValue <- \infty
For each v_j in [d(f_k) and d(v_j)] >= t^*_1 - t^*_2
    { If (d(f_k) + d(v_j) < MinValue) Then
        MinValue = d(f_k) + d(v_j), a = j
    }
/* Step 4: Compute the lower bound */

L(\omega_k) = \sum_{k=1}^{N} L(\omega_k)
```

Theorem 9: The complexity of Algorithm 3 is $O((n \log n + (nI^2/2) + m))$ where $m$ is the maximum number of implementations of a function.

VI. AN EFFICIENT ALGORITHM FOR THE UPPER BOUND OF $1 - \tau_{o}(V, I, M)$

As a by-product of Section V, applying Theorem 1 on the most cost-effective component, we have,

**Theorem 10:** An upper bound for $1 - \tau_{o}(V, I, M)$ is

$$U = a(\tau_{s}) \left[ \frac{a_{k}, t^*_1, t^*_2}{\alpha_{k}, t^*_1, t^*_2} \right]$$

where $s = \arg\min\{a(\tau_{j}) d(\tau_{j}) | d(\tau_{j}) \geq t^*_1 - t^*_2, m_k \leq j \leq m_{k+1} - 1\}$

Hence, we obtain a more efficient algorithm for upper bound of $1 - \tau_{o}(V, I, M)$ than the brute forte algorithm given in Section IV.

Algorithm 4: Computing upper bound for $1 - \tau_{o}(V, I, M)$

For function $f_k \in f(V)$

```
Step 1-3 is the same as Algorithm 3

U(\omega_k) = a(\tau_{s}) \left[ \frac{a_{k}, t^*_1, t^*_2}{\alpha_{k}, t^*_1, t^*_2} \right]
```

```
U(\omega) = \sum_{k=1}^{N} U(\omega_k)
```

Theorem 11: The complexity of Algorithm 4 is $O((n \log n + (nI^2/2) + m))$ where $m$ is the maximum number of implementations of a function.

VII. ERROR ESTIMATION OF THE BOUNDS

For an instance $A$ of a minimization problem, let $UB(A), LB(A)$ and $OPT(A)$ be the upper bound, lower bound and optimum solution value for the instance $A$, respectively.

Define: the absolute error of an upper bound or a lower bound be $\rho(UB(A)) = UB(A) - OPT(A)$ or $\rho(LB(A)) = OPT(A) - LB(A)$, the performance ratio of an upper bound or a lower bound be $\gamma(UB(A)) = (UB(A)/OPT(A))$ or $\gamma(LB(A)) = (OPT(A)/LB(A))$, the asymptotic performance ratio of an upper or lower bound be $F^{\infty}(UB) = \inf\{r | \exists N_0, \gamma(UB(A)) \leq r \text{ for all instances } A \}$ or $F^{\infty}(LB) = \inf\{r | \exists N_0, \gamma(LB(A)) \leq r \text{ for all instances } A \}$

In general, for a NP hard optimization problem, it is very difficult to find the optimum solution. Hence, instead of computing $OPT(A)$, we use $LB(A)$ and $UB(A)$ to estimate it and obtain the upper bound of the absolute error and the performance ratio.

As $LB(A) \leq OPT(A) \leq UB(A)$, we have, $\rho(UB(A)) \leq UB(A) - LB(A)$, $\rho(LB(A)) \leq UB(A) - LB(A)$, $\gamma(UB(A)) \leq (UB(A)/LB(A)) - (LB(A)/LB(A))$.

We call $UB(\rho(UB, LB, UB, A)) = UB(A) - LB(A)$ the upper bound of absolute error of both $UB(A)$ and $LB(A)$, and $UB(\gamma(LB, UB, A)) = (UB(A)/LB(A))$ the upper bound of performance ratio of both $UB(A)$ and $LB(A)$.

**Theorem 12:** Shown at the bottom of the next page, the proof can be found in the Appendix.

**Theorem 12:** Shown at the bottom of the next page, the proof can be found in the Appendix.

It can be seen that for $1 - \tau_{o}(V, I, M)$, when the length of critical interval $t^*_2 - t^*_1$ is divisible by the delay of the most cost-effective component $d(\tau_{s})$, and the number of operations in the critical interval $a_{k}, t^*_1, t^*_2$ is divisible by the floor of the ratio $\left[ (t^*_2 - t^*_1)/d(\tau_{s}) \right]$, both the upper bound and lower bound reach the optimum solution value. Even when these conditions are not satisfied, the asymptotic performance ratio for both the upper bound and lower bound is less than two (the number of operations in critical interval is sufficient large, $a_{k}, t^*_1, t^*_2 \gg \left[ (t^*_2 - t^*_1)/d(\tau_{s}) \right]$), and close to the optimum asymptotic performance ratio 1 when the length of critical interval is divisible by the delay of the most cost-effective component.

The upper bound of the overall absolute error and the overall performance ratio for both the upper bound $U = U(1 - \tau_{o}(V, I, M))$ and the lower bound $L = L(1 - \tau_{o}(V, I, M))$ are given as

$$UB(\rho(L, U, A)) = \sum_{k=1}^{g} U_k - \sum_{k=1}^{g} L_k$$

$$< g + \sum_{k=1}^{g} a(\tau_{s(k)})$$

$$+ \sum_{k=1}^{g} \frac{a(\tau_{s(k)}) a_{k}, t^*_1, t^*_2}{\alpha_{k}, t^*_1, t^*_2} \frac{(t^*_2(k) - t^*_1(k)) \left[ (t^*_2(k) - t^*_1(k))/\alpha_{k}(\tau_{s(k)}) \right]^2}{\alpha_{k}(\tau_{s(k)})}$$
VIII. EXPERIMENTAL RESULTS

We use two well-known benchmarks [20]: the differential equation (DE) and the elliptic wave filter (EWF) to test our bounds and algorithms. Fig. 2 is the generic component library which is used for the experiments. For each benchmark we use different time constraints to generate different test cases. For each test case with a given time constraint, we select the fastest component in the component library to compute the ASAP time and ALAP time for each operation in the DFG and take them as the intervals.

Tables I and II show the lower bounds, upper bounds, the upper bound of the absolute errors, and the upper bound of the performance ratios for the DE and the EWF, respectively. It can be seen that the upper bound of the overall performance ratio is ranged 1.00–1.97 for the DE, and 1.03–1.69 for the EWF, which show that both our upper bound and lower bound are very tight. The CPU time for producing each of the bounds is all less than 0.001 s. All experiments are performed on a 350-MHz Pentium II processor PC with 64-M memory and LINUX operating system.

To compare with the traditional \(1 - \omega(V, I, M)\), we select for each type of operation, a slow component and a fast component to build two types of 1-1 mapping component library, namely, the slow component library and the fast component library, as shown in Figs. 3 and 4, respectively. We call Algorithm 1 to obtain the optimum area cost of \(1 - \omega(V, I, M)\) for each of the component library on all the test cases. Tables III and IV show the results for the DE and the EWF, respectively. For comparison, we also include the lower bound and upper bound of \(1 - \omega(V, I, M)\) in the tables. The symbol "NA" in the tables refers to as “no solution.” It can be seen that the optimum area costs for both the slow and the fast \(1 - \omega(V, I, M)\) are all much larger than the upper bounds of \(1 - \omega(V, I, M)\) if there exist solutions, which means that the traditional unicomponent selection will result in surplus area cost comparing

Let \( L_k = L(1 - \omega(V_k, I, M)), U_k = U(1 - \omega(V_k, I, M)) \)

\[
\begin{align*}
\text{UB}(\gamma(L_k, U_k, A)) &= \frac{\sum_{k=1}^{g} U_k}{\sum_{k=1}^{g} L_k}.
\end{align*}
\]

\[
\begin{align*}
\frac{a(t_2 - t_1)^2 \alpha K_1, t_1, t_2}{d(\tau_s)} + \frac{d(\tau_s)}{d(\tau_s)} &= 0, \quad \alpha K_1, t_1, t_2 \neq 0, \\
\frac{(t_2 - t_1)^2 \alpha K_1, t_1, t_2}{d(\tau_s)} &= 0, \quad \alpha K_1, t_1, t_2 \neq 0, \\
\end{align*}
\]

Fig. 2. A generic component library.
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TABLE I
LOWER/UPPER BOUNDS OF 
1 − nω(V, I, M) FOR DE

<table>
<thead>
<tr>
<th>T</th>
<th>LB</th>
<th>UB</th>
<th>UB(o)</th>
<th>UB(y)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>375</td>
<td>580</td>
<td>5</td>
<td>1.00</td>
</tr>
<tr>
<td>5</td>
<td>340</td>
<td>360</td>
<td>20</td>
<td>1.06</td>
</tr>
<tr>
<td>6</td>
<td>271</td>
<td>345</td>
<td>74</td>
<td>1.27</td>
</tr>
<tr>
<td>7</td>
<td>226</td>
<td>245</td>
<td>19</td>
<td>1.08</td>
</tr>
<tr>
<td>8</td>
<td>195</td>
<td>245</td>
<td>50</td>
<td>1.26</td>
</tr>
<tr>
<td>9</td>
<td>170</td>
<td>245</td>
<td>75</td>
<td>1.44</td>
</tr>
<tr>
<td>10</td>
<td>152</td>
<td>245</td>
<td>93</td>
<td>1.61</td>
</tr>
<tr>
<td>11</td>
<td>136</td>
<td>245</td>
<td>109</td>
<td>1.80</td>
</tr>
<tr>
<td>12</td>
<td>124</td>
<td>245</td>
<td>121</td>
<td>1.97</td>
</tr>
<tr>
<td>13</td>
<td>114</td>
<td>145</td>
<td>31</td>
<td>2.27</td>
</tr>
</tbody>
</table>

TABLE II
LOWER/UPPER BOUNDS OF 1 − nω(V, I, M) FOR EWF

<table>
<thead>
<tr>
<th>T</th>
<th>LB</th>
<th>UB</th>
<th>UB(o)</th>
<th>UB(y)</th>
</tr>
</thead>
<tbody>
<tr>
<td>14</td>
<td>578</td>
<td>605</td>
<td>27</td>
<td>1.05</td>
</tr>
<tr>
<td>15</td>
<td>265</td>
<td>275</td>
<td>10</td>
<td>1.04</td>
</tr>
<tr>
<td>16</td>
<td>218</td>
<td>275</td>
<td>57</td>
<td>1.26</td>
</tr>
<tr>
<td>17</td>
<td>187</td>
<td>260</td>
<td>73</td>
<td>1.39</td>
</tr>
<tr>
<td>18</td>
<td>173</td>
<td>260</td>
<td>87</td>
<td>1.50</td>
</tr>
<tr>
<td>19</td>
<td>160</td>
<td>245</td>
<td>85</td>
<td>1.53</td>
</tr>
<tr>
<td>20</td>
<td>149</td>
<td>245</td>
<td>96</td>
<td>1.64</td>
</tr>
<tr>
<td>21</td>
<td>140</td>
<td>145</td>
<td>7</td>
<td>1.03</td>
</tr>
<tr>
<td>22</td>
<td>133</td>
<td>145</td>
<td>12</td>
<td>1.09</td>
</tr>
<tr>
<td>23</td>
<td>124</td>
<td>145</td>
<td>21</td>
<td>1.17</td>
</tr>
<tr>
<td>24</td>
<td>119</td>
<td>145</td>
<td>26</td>
<td>1.22</td>
</tr>
<tr>
<td>25</td>
<td>112</td>
<td>145</td>
<td>33</td>
<td>1.29</td>
</tr>
<tr>
<td>26</td>
<td>107</td>
<td>130</td>
<td>23</td>
<td>1.21</td>
</tr>
<tr>
<td>27</td>
<td>102</td>
<td>130</td>
<td>28</td>
<td>1.27</td>
</tr>
<tr>
<td>28</td>
<td>98</td>
<td>130</td>
<td>32</td>
<td>1.32</td>
</tr>
<tr>
<td>29</td>
<td>94</td>
<td>130</td>
<td>36</td>
<td>1.38</td>
</tr>
<tr>
<td>30</td>
<td>90</td>
<td>130</td>
<td>40</td>
<td>1.44</td>
</tr>
<tr>
<td>31</td>
<td>88</td>
<td>130</td>
<td>42</td>
<td>1.48</td>
</tr>
<tr>
<td>32</td>
<td>85</td>
<td>130</td>
<td>45</td>
<td>1.52</td>
</tr>
<tr>
<td>33</td>
<td>82</td>
<td>130</td>
<td>48</td>
<td>1.59</td>
</tr>
<tr>
<td>34</td>
<td>79</td>
<td>130</td>
<td>51</td>
<td>1.65</td>
</tr>
<tr>
<td>35</td>
<td>77</td>
<td>130</td>
<td>53</td>
<td>1.69</td>
</tr>
</tbody>
</table>

/* A slow component library */
Adder3_12: area = 12, delay = 3;
Subtractor3_13: area = 13, delay = 3;
Comparator1_12: area = 12, delay = 3;
Multiplier1_70: area = 70, delay = 3;

Fig. 3. A slow component library.

/* A fast component library */
Adder3_40: area = 40, delay = 1;
Subtractor3_50: area = 50, delay = 1;
Comparator1_45: area = 45, delay = 1;
Multiplier1_250: area = 250, delay = 1;

Fig. 4. A fast component library.

to the multicomponent selection. The slow 1 − lω(V, I, M)
often fails to give solutions for the cases which have critical
time constraints, while the fast 1 − lω(V, I, M) often produces
more costly results although it can implement all the cases.
It should be noted that the upper bound of 1 − nω(V, I, M)
is actually the optimum area cost of 1 − lω(V, I, M) for the
most cost-effective components as stated in Section VI.

To see how large the design space of the component selection
would be when the multicomponent selection is considered, and
how many inferior component selections could be pruned when
the lower bound and upper bound produced in the paper are
used, we also conduct another experiment. First we enumerate
all the number of possible component selections, which we call
the total number of component selections, that the area cost is
in the range between 0 (we use 0 as the trivial lower bound)
and the area cost of the fastest, i.e., the most expensive imple-
mentation. Then we calculate how many of these component
selections, which we call the number of effective component
selections, whose area cost is within the lower bound and upper
bound. We define a pruning ratio, the ratio of the number of
effective component selections over the total number of com-
ponent selections, to characterize the pruning capability of the
lower bound and upper bound.

TABLE III
OPTIMUM 1 − 1ω(V, I, M) VERSUS LOWER/UPPER BOUNDS OF
1 − nω(V, I, M) FOR DE

<table>
<thead>
<tr>
<th>T</th>
<th>Slow</th>
<th>Fast</th>
<th>LB</th>
<th>UB</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>NA</td>
<td>615</td>
<td>375</td>
<td>580</td>
</tr>
<tr>
<td>5</td>
<td>NA</td>
<td>625</td>
<td>340</td>
<td>360</td>
</tr>
<tr>
<td>6</td>
<td>NA</td>
<td>635</td>
<td>271</td>
<td>345</td>
</tr>
<tr>
<td>7</td>
<td>NA</td>
<td>385</td>
<td>226</td>
<td>245</td>
</tr>
<tr>
<td>8</td>
<td>NA</td>
<td>385</td>
<td>195</td>
<td>245</td>
</tr>
<tr>
<td>9</td>
<td>NA</td>
<td>385</td>
<td>170</td>
<td>245</td>
</tr>
<tr>
<td>10</td>
<td>NA</td>
<td>385</td>
<td>152</td>
<td>245</td>
</tr>
<tr>
<td>11</td>
<td>NA</td>
<td>385</td>
<td>136</td>
<td>245</td>
</tr>
<tr>
<td>12</td>
<td>NA</td>
<td>385</td>
<td>124</td>
<td>245</td>
</tr>
<tr>
<td>13</td>
<td>NA</td>
<td>385</td>
<td>114</td>
<td>145</td>
</tr>
</tbody>
</table>

TABLE IV
OPTIMUM 1 − 1ω(V, I, M) VERSUS LOWER/UPPER BOUNDS OF
1 − nω(V, I, M) FOR EWF

<table>
<thead>
<tr>
<th>T</th>
<th>Slow</th>
<th>Fast</th>
<th>LB</th>
<th>UB</th>
</tr>
</thead>
<tbody>
<tr>
<td>14</td>
<td>NA</td>
<td>620</td>
<td>578</td>
<td>605</td>
</tr>
<tr>
<td>15</td>
<td>NA</td>
<td>370</td>
<td>265</td>
<td>275</td>
</tr>
<tr>
<td>16</td>
<td>NA</td>
<td>330</td>
<td>218</td>
<td>275</td>
</tr>
<tr>
<td>17</td>
<td>NA</td>
<td>330</td>
<td>187</td>
<td>260</td>
</tr>
<tr>
<td>18</td>
<td>NA</td>
<td>330</td>
<td>173</td>
<td>260</td>
</tr>
<tr>
<td>19</td>
<td>NA</td>
<td>330</td>
<td>160</td>
<td>245</td>
</tr>
<tr>
<td>20</td>
<td>NA</td>
<td>330</td>
<td>149</td>
<td>245</td>
</tr>
<tr>
<td>21</td>
<td>NA</td>
<td>330</td>
<td>140</td>
<td>145</td>
</tr>
<tr>
<td>22</td>
<td>NA</td>
<td>330</td>
<td>133</td>
<td>145</td>
</tr>
<tr>
<td>23</td>
<td>NA</td>
<td>330</td>
<td>124</td>
<td>145</td>
</tr>
<tr>
<td>24</td>
<td>NA</td>
<td>330</td>
<td>119</td>
<td>145</td>
</tr>
<tr>
<td>25</td>
<td>NA</td>
<td>330</td>
<td>112</td>
<td>145</td>
</tr>
<tr>
<td>26</td>
<td>NA</td>
<td>290</td>
<td>107</td>
<td>130</td>
</tr>
<tr>
<td>27</td>
<td>NA</td>
<td>290</td>
<td>102</td>
<td>130</td>
</tr>
<tr>
<td>28</td>
<td>NA</td>
<td>290</td>
<td>98</td>
<td>130</td>
</tr>
<tr>
<td>29</td>
<td>NA</td>
<td>290</td>
<td>94</td>
<td>130</td>
</tr>
<tr>
<td>30</td>
<td>NA</td>
<td>290</td>
<td>90</td>
<td>130</td>
</tr>
<tr>
<td>31</td>
<td>NA</td>
<td>290</td>
<td>88</td>
<td>130</td>
</tr>
<tr>
<td>32</td>
<td>NA</td>
<td>290</td>
<td>85</td>
<td>130</td>
</tr>
<tr>
<td>33</td>
<td>NA</td>
<td>290</td>
<td>82</td>
<td>130</td>
</tr>
<tr>
<td>34</td>
<td>NA</td>
<td>290</td>
<td>79</td>
<td>130</td>
</tr>
<tr>
<td>35</td>
<td>NA</td>
<td>290</td>
<td>77</td>
<td>130</td>
</tr>
</tbody>
</table>
Take the EWF as an example. When $T = 35$, using the component library of Fig. 2, for the area cost between 0 and 290 (290 is the fastest implementation as shown in Table IV), where 0–40 is the area cost for the additions and 0–250 for the multiplications, there are 20 component selections for the additions, 53 for the multiplications, and the total number of component selections is 1060. However, with the lower bound 77 (as shown in Table II) where 23 is the area cost for the additions, 54 for the multiplications, and the upper bound 130 (as shown in Table II) where 30 for the additions, 100 for the multiplications, there are 5 component selections for the additions and 6 for the multiplications as shown below:

$$\{\text{Adder}_2\text{-}15, \text{Adder}_4\text{-}10\}, \{\text{Adder}_2\text{-}15, \text{Adder}_3\text{-}12\}, \{\text{Adder}_4\text{-}10, \text{Adder}_4\text{-}10, \text{Adder}_4\text{-}10\},$$
$$\{\text{Multiplier}_2\text{-}100\}, \{\text{Multiplier}_3\text{-}70\}, \{\text{Multiplier}_4\text{-}52\},$$
$$\{\text{Multiplier}_5\text{-}45\}, \{\text{Multiplier}_5\text{-}45, \text{Multiplier}_5\text{-}45\}, \{\text{Multiplier}_4\text{-}52, \text{Multiplier}_5\text{-}45\}.$$

The number of effective component selections is 30, and the pruning ratio for this case is $30/1060 = 0.028$.

That is to say, of all the 1060 component selections, only 30 possible component selections can lead to the optimal solution while all the others are either infeasible (under the lower bound) or suboptimal (above the upper bound). With the help of lower bound and upper bound, we only need to search for 2.8% of the entire design space of multicomponent selections that can find the optimal solution.

Tables V and VI summarize the results for DE and EWF, respectively. In the tables, column II is the total number of the component selections, column III is the number of effective component selections, and column IV gives the pruning ratio. From these figures, we can see that although the whole design space of multicomponent selection is very huge, the number of component selections falls within the lower bound and upper bound is relatively much smaller and often accounts for a very small percentage of the total number of component selections. It shows that by using the lower bound and upper bound, most of the inferior component selection can be pruned and the space of multicomponent selection for searching for the optimal solution is greatly narrowed down.

To test the performance of our lower bound and upper bound on large cases, we also generate some large random DFG’s with the number of operations ranged from 500 to 6000 and perform the experiments. Figs. 5–7 show the performance ratios for three selected test cases while Figs. 8–10 depict the pruning ratios, respectively. Fig. 11 draws the profiles of the run time of the algorithm. It can be seen that the performance ratios for the three test cases are all within the range of 1.0 to 1.8 while the pruning ratios are all below 0.0025, which shows that the lower bound and upper bound have very good performance guarantee and strong pruning capability. From the figures, it also can be seen that when the size of the DFG goes larger, both the performance ratio and pruning ratio are getting better while the CPU time keeps increasing almost linearly. The runtime of the algorithm is very fast, even for big DFG with more than 5000 nodes, the CPU time is only about 3.5 s. It shows that our algorithm has very good scalability and runs fast on large cases.

### IX. Further Discussions

#### A. Relations Between $1 - \omega(V, I, M)$ and Multicomponent Selection for Precedence-Constrained Scheduling

In most of the applications of high-level synthesis, the design constraint is given as the precedence constraints between the operations rather than the interval constraint of each operation, it is, thus, desired to see whether the bounds of $1 - \omega(V, I, M)$ are still applicable to the multicomponent selection for precedence constrained scheduling. Similarly to the definition of $1 - \omega(V, I, M)$, we give a formal description to this problem.

Let DFG be a directed acyclic graph $G = (V, E)$ where $V$ is the set of operations, and $E$ is the set of precedence relations between operations.

Given a DFG, a component subset $\Delta = \Gamma \times Z$, and a time constraint $T$, the integrated component allocation and precedence constrained scheduling, denoted by $\text{ICAPCS}(\text{DFG}, T, \Delta)$, is to find a component allocation $\mu : V \rightarrow \Gamma \times Z$ and a precedence constrained scheduling $\Theta : V \rightarrow S$, satisfying:

1) time constraint: $|S| \leq T$, i.e., for $\forall v_i \in V$, $0 \leq \Theta(v_i) < \Theta(v_i) + d(\mu(v_i)) \leq T$.

### Tables V and VI

<table>
<thead>
<tr>
<th>$T$</th>
<th># of total</th>
<th># of effective</th>
<th>pruning ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>2896520</td>
<td>3</td>
<td>0.0000001</td>
</tr>
<tr>
<td>5</td>
<td>2896520</td>
<td>42</td>
<td>0.000015</td>
</tr>
<tr>
<td>6</td>
<td>2896520</td>
<td>387</td>
<td>0.000134</td>
</tr>
<tr>
<td>7</td>
<td>338140</td>
<td>36</td>
<td>0.000106</td>
</tr>
<tr>
<td>8</td>
<td>338140</td>
<td>324</td>
<td>0.000958</td>
</tr>
<tr>
<td>9</td>
<td>338140</td>
<td>720</td>
<td>0.002129</td>
</tr>
<tr>
<td>10</td>
<td>338140</td>
<td>960</td>
<td>0.002839</td>
</tr>
<tr>
<td>11</td>
<td>338140</td>
<td>1008</td>
<td>0.002981</td>
</tr>
<tr>
<td>12</td>
<td>338140</td>
<td>1056</td>
<td>0.003123</td>
</tr>
<tr>
<td>13</td>
<td>338140</td>
<td>48</td>
<td>0.000142</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$T$</th>
<th># of total</th>
<th># of effective</th>
<th>pruning ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>14</td>
<td>1625232</td>
<td>140</td>
<td>0.000861</td>
</tr>
<tr>
<td>15</td>
<td>18974</td>
<td>30</td>
<td>0.001581</td>
</tr>
<tr>
<td>16</td>
<td>5777</td>
<td>564</td>
<td>0.097629</td>
</tr>
<tr>
<td>17</td>
<td>5777</td>
<td>320</td>
<td>0.055392</td>
</tr>
<tr>
<td>18</td>
<td>5777</td>
<td>460</td>
<td>0.079626</td>
</tr>
<tr>
<td>19</td>
<td>5777</td>
<td>21</td>
<td>0.003635</td>
</tr>
<tr>
<td>20</td>
<td>5777</td>
<td>88</td>
<td>0.015233</td>
</tr>
<tr>
<td>21</td>
<td>5777</td>
<td>6</td>
<td>0.001039</td>
</tr>
<tr>
<td>22</td>
<td>5777</td>
<td>30</td>
<td>0.005193</td>
</tr>
<tr>
<td>23</td>
<td>5777</td>
<td>48</td>
<td>0.008309</td>
</tr>
<tr>
<td>24</td>
<td>5777</td>
<td>52</td>
<td>0.009001</td>
</tr>
<tr>
<td>25</td>
<td>5777</td>
<td>56</td>
<td>0.009964</td>
</tr>
<tr>
<td>26</td>
<td>1060</td>
<td>4</td>
<td>0.003774</td>
</tr>
<tr>
<td>27</td>
<td>1060</td>
<td>12</td>
<td>0.011321</td>
</tr>
<tr>
<td>28</td>
<td>1060</td>
<td>12</td>
<td>0.011321</td>
</tr>
<tr>
<td>29</td>
<td>1060</td>
<td>15</td>
<td>0.014151</td>
</tr>
<tr>
<td>30</td>
<td>1060</td>
<td>20</td>
<td>0.018868</td>
</tr>
<tr>
<td>31</td>
<td>1060</td>
<td>20</td>
<td>0.018868</td>
</tr>
<tr>
<td>32</td>
<td>1060</td>
<td>20</td>
<td>0.018868</td>
</tr>
<tr>
<td>33</td>
<td>1060</td>
<td>25</td>
<td>0.023585</td>
</tr>
<tr>
<td>34</td>
<td>1060</td>
<td>30</td>
<td>0.028302</td>
</tr>
<tr>
<td>35</td>
<td>1060</td>
<td>30</td>
<td>0.028302</td>
</tr>
</tbody>
</table>
2) precedence constraint: for $\forall v_i, v_j \in V$, $(v_i, v_j) \in E$, $\Theta(v_j) \geq \Theta(v_i) + d(\mu(v_i))$;
3) resource sharing constraint: for $\forall v_i, v_j \in V$, if $f(v_i) = f(v_j), \mu(v_i) = \mu(v_j)$, then $S(v_i) \cap S(v_j) = \emptyset$ where $S(v_i) = \{s \in S | \Theta(v_i) \leq s \leq \Theta(v_i) + d(\mu(v_i)) = 1\}$;
4) component constraint: $\forall \tau \in \Gamma$, $Z(\Lambda, \tau) \geq \max_{0 \leq s \leq T}\{v_i \in V | \Theta(v_i) \leq s \leq \Theta(v_i) + d(\mu(v_i)) = 1, \tau(\mu(v_i)) = \tau\}$.

Given a DFG, a component library $M$, and a time constraint $T$, the component selection for precedence constrained scheduling, denoted by $\omega(\text{DFG}, T, M)$, is to find a component subset $\Lambda = \Gamma \times Z$, such that $\exists$ an integrated component allocation and precedence constrained scheduling (ICAPCS DFG, $T, \Lambda$).

The terms $a(\omega(\text{DFG}, T, M))$, $\omega^*(\text{DFG}, T, M)$, $1 - \omega(\text{DFG}, T, M)$, and $1 - \eta \omega(\text{DFG}, T, M)$ are similarly defined to denote the area cost of component selection, the optimal component selection, the unicomponent selection and the multi component selection for the precedence constrained scheduling, respectively. We simply use $\omega(V, I, M)$ or $\omega(\text{DFG}, T, M)$ to denote the interval scheduling or the precedence constrained scheduling when we disregard the type of the component selection, and use $1 - \omega$ or $1 - \omega^*$ to denote the multi component selection or the unicomponent selection when we do not concern about the type of the scheduling.

It can be seen that $\omega(V, I, M)$ is a partial relaxation of $\omega(\text{DFG}, T, M)$. any solution to $\omega(\text{DFG}, T, M)$ still satisfy $\omega(V, I, M)$, hence, $\text{LB}(\omega(V, I, M)) \leq \omega^*(V, I, M) \leq \omega^*(\text{DFG}, T, M)$.

As a result, $\text{LB}(1 - \omega(V, I, M)) \leq 1 - \omega^*(V, I, M) \leq 1 - \omega^*(\text{DFG}, T, M)$ and $\text{LB}(1 - \eta \omega(V, I, M)) \leq 1 - \eta \omega^*(\text{DFG}, T, M)$. That is to say, the lower bound of $1 - \eta \omega(V, I, M)$ is still a valid lower bound of $1 - \eta \omega(\text{DFG}, T, M)$.

However, the relation of the upper bounds is reversed, i.e., the upper bound of $1 - \eta \omega(\text{DFG}, T, M)$ is an upper bound of $1 -$
it is because \( \omega^*(V, I, M) \leq UB(\omega(V, I, M)) \leq \omega^*(\text{DFG}, T, M) \leq UB(\omega(\text{DFG}, T, M)) \). That is the upper bound of \( 1 - n\omega(V, I, M) \) is not valid for \( 1 - n\omega(\text{DFG}, T, M) \).

On the other hand, as \( 1 - 1\omega \) is a special case of \( 1 - n\omega \), the optimum solution of \( 1 - 1\omega \) is also a feasible solution of \( 1 - n\omega \), i.e., \( 1 - n\omega^* \leq 1 - 1\omega^* \). As a result, \( \text{LB}(1 - n\omega(\text{DFG}, T, M)) \leq \text{LB}(1 - 1\omega(\text{DFG}, T, M)) \).

It should be noted that a lower bound or the optimum solution value of the traditional unicomponent selection, even for precedence constrained scheduling, does not give a lower bound of multicomponent selection for precedence constrained scheduling. The reason is that although \( \omega^*(V, I, M) \leq \omega^*(\text{DFG}, T, M) \), as \( 1 - n\omega^* \leq 1 - 1\omega^* \), there is no dominating relation between \( 1 - 1\omega^*(V, I, M) \) and \( 1 - n\omega^*(\text{DFG}, T, M) \), while for both with precedence constrained scheduling, the relation is reversed, \( \text{LB}(1 - n\omega(\text{DFG}, T, M)) \leq \text{LB}(1 - 1\omega(\text{DFG}, T, M)) \).

In summary, for the multicomponent selection, the lower bound of the interval scheduling is still a lower bound of the precedence constrained scheduling while the upper bound is on the contrary. But for the traditional unicomponent selection, the lower bound, no matter with the interval scheduling or the precedence constrained scheduling, does not give a lower bound for the multicomponent selection.

B. The Two Assumptions

There are two assumptions that are taken throughout the paper as stated in the first section. Here, we discuss whether the bounds are still valid when the assumptions are removed.

1) The Area Costs of the Storage and Interconnection: The assumption that the area costs of the storage and interconnection are ignorable comparing with that of the functional components was taken by most of the previous estimation methods [4]–[11]. With this assumption, the component binding which is also a computationally intensive problem can be relaxed during scheduling and component selection. This simplifies the computation of the lower bound but does not affect the validity of the lower bound, as eliminating the assumption can lead only to a tighter lower bound.

2) Complex Multifunctional Component: There exist cases in high-level synthesis that it produces much cheaper designs by use of complex multifunctional component such as ALU that can perform multiple different types of functions. The gives rise to a new class of heterogeneous multifunctional component selection problem which is more generalized and difficult than the multicomponent selection. Although the multifunctional component can be treated as a single functional component which is the way that most of the traditional methods did, however, as the complex multifunctional component introduces larger design space that has to be fully explored, trivially treating it as a single functional component will not give the valid lower/upper bound for this problem. This is a new class of problem that needs to be further investigated and beyond the scope of this paper.

X. Conclusion

This research work intends to draw attentions on component selection in the process of estimating the lower bound and upper bound of scheduling. We show that as the traditional unicomponent selection restricted the freedom of the component selection so that the design space of component selection was not fully explored, it resulted in the local lower/upper bounds and, hence, the suboptimal designs produced. Different from the previous unicomponent selection methods, we compute, in this paper, the lower/upper bounds which consider the scheduling and the multicomponent selection simultaneously. We present a very interesting and important result that both the lower bound and upper bound of \( 1 - n\omega(V, I, M) \) are obtained on the most cost-effective components which have the minimum area-delay products. This property greatly narrows down the large design space of the multicomponent selection so that both the lower bound and upper bound of multicomponent selection can be calculated efficiently. Although the bounds look very natural, the derivation and proof are not trivial. By introducing an efficient ILP model and a surrogate relaxation technique, we obtain an optimum surrogate lower bound of \( 1 - n\omega(V_k, I, M) \) which has the worst asymptotic performance ratio less than 2. We also derive an upper bound of \( 1 - n\omega(V_k, I, M) \) with same asymptotic performance ratio which turns out to be the optimum solution value of the traditional unicomponent selection. Intensive experimental results also validate our theoretical results.

Although the paper uses the interval scheduling, the traditional partial relaxation to the precedence constrained scheduling, to derive the lower bound and upper bound of multicomponent selection, it has been shown that the lower bound is still applicable to the precedence constrained scheduling.
the future work, we will further investigate the problem of multi-
component selection integrated with the precedence constrained
scheduling. Meanwhile, we will extend the lower bound and
upper bound on the more generalized heterogeneous multifunc-
tional component selection problem, as well as consider the area
costs of storage and interconnections, various realistic behav-
ioral structures such as pipelining, loop and condition in the es-
timation.

APPENDIX

Assume $a, b, c, d$ be positive integers, we have the following
lemmas.

**Lemma 4:**

$$\left[ \frac{a}{b} \right] \leq \frac{a}{b} \leq \left[ \frac{a}{b} \right] + 1, \quad 0 \leq a \% b \leq b - 1.$$

*Proof:* Obvious.

**Lemma 5:**

$$a - a\%b = b \left\lfloor \frac{a}{b} \right\rfloor \leq a.$$

*Proof:* As

$$a = b \left\lfloor \frac{a}{b} \right\rfloor + a\%b.$$

**Lemma 6:**

$$a - a\%b \leq b \left\lfloor \frac{a}{b} \right\rfloor \leq b \left( 1 + \frac{a}{b} \right) = b + a - a\%b.$$

*Proof:* From Lemma 6.

**Lemma 7:**

$$a - a\%b = b \left\lfloor \frac{a}{b} \right\rfloor \leq b \left( 1 + \frac{a}{b} \right) = b + a - a\%b.$$

*Proof:* From Lemma 6.

**Lemma 8:**

$$\left\lfloor \frac{c}{d} \right\rfloor - \left\lfloor \frac{dc}{b} \right\rfloor \leq c \left( 1 - \frac{a\%b}{b} \right).$$

*Proof:* As

$$c \left\lfloor \frac{a}{b} \right\rfloor \leq c \left( 1 + \frac{a}{b} \right) = c + c \left\lfloor \frac{a}{b} \right\rfloor,$$

and

$$\left\lfloor \frac{c}{b} \right\rfloor = \frac{c}{b} + \left\lfloor \frac{c}{b} \right\rfloor.$$

**Lemma 9:**

$$\frac{1}{\left[ \frac{b}{c} \right]} - \frac{1}{\frac{b}{c}} = \frac{a\%b}{a \left[ \frac{b}{c} \right]}.$$

*Proof:* As

$$\frac{1}{\left[ \frac{b}{c} \right]} - \frac{1}{\frac{b}{c}} = \frac{b}{c} - \frac{1}{\frac{b}{c}} = \frac{a\%b}{a \left[ \frac{b}{c} \right]}.$$

**Lemma 10:**

$$\left\lfloor \frac{c}{\left[ \frac{b}{c} \right]} \right\rfloor - \left\lfloor \frac{c}{\frac{b}{c}} \right\rfloor \leq 1 + \frac{a\%b}{a \left[ \frac{b}{c} \right]}.$$

*Proof:* As

$$\left\lfloor \frac{c}{\left[ \frac{b}{c} \right]} \right\rfloor - \left\lfloor \frac{c}{\frac{b}{c}} \right\rfloor \leq 1 + \frac{a\%b}{a \left[ \frac{b}{c} \right]}.$$

**Lemma 11:**

$$\left\lfloor \frac{c}{\left[ \frac{b}{c} \right]} \right\rfloor - \left\lfloor \frac{c}{\frac{b}{c}} \right\rfloor \leq 1 + \frac{a\%b}{a \left[ \frac{b}{c} \right]}.$$
When \( a \% b = 0, e\%((a/b)) \neq 0 \),
\[
d \left[ \frac{c}{b} \right] - \left[ \frac{dc}{\bar{b}} \right] = d \left[ \frac{c}{b} \right] - \left[ \frac{dc}{\bar{b}} \right] \\
\leq d \left( 1 - \left[ \frac{c}{b} \right] \right) \\
\leq d.
\]

When \( a \% b = 0, e\%((a/b)) = 0 \),
\[
d \left[ \frac{c}{b} \right] - \left[ \frac{dc}{\bar{b}} \right] = d \left[ \frac{c}{b} \right] - \left[ \frac{dc}{\bar{b}} \right] \\
= d \left[ \frac{c}{b} \right] - \left[ \frac{dc}{\bar{b}} \right] = 0.
\]

**Proof of Theorem 12:** \( UB(\gamma(L_k, U_k, A)) \) and \( UB(\gamma(L_k, U_k, A)) \) can be immediately obtained from Lemma 11 and 12.

\( UB(R^e(L_k)), UB(R^e(U_k)) \) can be seen as follows:

When
\[
\frac{\alpha_k t_0 c_{k-1}^2}{d(\tau_2)}
\]

is sufficiently large
\[
\frac{1}{\alpha_k t_0 c_{k-1}^2} \rightarrow 0
\]

both \( U_k \) and \( L_k \) is sufficiently large and, hence, \( OPT_k \) is also sufficiently large, i.e., \( N_0, \) as \( L_k \leq OPT_k \leq U_k. \)

Therefore, by Lemma 11, \( UB(R^e(L_k)) = UB(R^e(U_k)) < UB(\gamma(L_k, U_k, A)) \)

\[
\left\{ \begin{array}{l}
< 1 + \frac{1}{d(\tau_2)} \leq 2 (t_k - t_1) \% d(\tau_2) \neq 0 \\
= 1 (t_k - t_1) \% d(\tau_2) = 0.
\end{array} \right.
\]
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