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Vibronic spectra of the Holstein model for molecular crystals are investigated using the dynamical mean field theory with the additional aid of the multi-mode Brownian oscillator model. The effects of temperature, intermolecular transfer integral, damping constant and quadratic coupling on the vibronic spectra are examined, and spectra in the presence of two phonon modes are studied in detail. Results from the dynamical mean field theory are corroborated by those from the multi-mode Brownian oscillator model. Strength and weakness of the two approaches are discussed to point out the corresponding regimes of application for each.

I. Introduction

Understanding vibronic spectra of molecular crystals and conjugated polymers is a prerequisite for optimizing organic optoelectronic devices such as light-emitting diodes, organic photovoltaic devices and polymer lasers. One particular type of material are the polyfluorenes (PFO)1 and their derivatives, known for their exceptional quantum efficiency, charge carrier mobility and electro-optical characteristics for applications in optoelectronic devices such as light-emitting diodes. Analysis of the vibronic spectra of such polymers can help understand the optical properties that are determined by electronic excitations and their couplings to dynamic molecular deformations.2,3

In recent years, Winokur et al.1,4 have extensively studied optical properties of PFO. For example, the photoluminescence spectra for β-phase at low temperature (usually ~15–20 K) are shown to have well-resolved irregular phonon sidebands.1 Rigorous Franck-Condon (FC) analysis of photoluminescence spectra and Frenkel-type exciton band structure calculations are performed to understand the steady state spectroscopic properties of the β-phase PFO (and its other phases). Possible multiple-phonon-mode coupling to the electronic transition was revealed, paving the way for additional theoretical techniques including various many-body theories to shed light on the photo-physics of PFO and similar materials. Efforts have also been made to study the role multimode exciton-phonon coupling plays in the photoluminescence spectra of oligothiophene5 and quaterthiophene6 single crystals by solving model Hamiltonians with product states and dressed exciton states, respectively. In addition, canonical transformations and Green’s functions have been applied recently to derive analytical expressions for linear vibronic spectra of a Frenkel exciton coupled to two phonon modes.7,8 Considerable differences were found between one-phonon and two-phonon vibronic spectra by the authors. Their theory, however, is perturbative in nature and only applicable in the limit of weak exciton–phonon coupling.7

To circumvent the difficulties encountered in the perturbative treatments, it is useful to introduce the dynamical mean field theory (DMFT) to treat exciton–phonon coupling. This many-body technique maps lattice models to corresponding quantum impurity models subject to self-consistency conditions.9 Beyond the static mean-field treatment, DMFT keeps the full local dynamics induced by local interactions. A powerful many-body technique to study electron–electron and electron–phonon interactions, the DMFT method is capable of interpolating between band-like and atomic-like behavior of electrons. As reported in ref. 10, the DMFT method was firstly applied to the problem of a single electron coupled to a single phonon mode aiming to unravel the small-polaron structure consequently formed. Their results suggested that the DMFT method is exact in the limits of weak and strong couplings and quite efficient in the intermediate regimes. However, for realistic systems such as σ-conjugated polymers, there are many optical and acoustic phonon modes, and optical spectra of these materials are dominated by features closely related to multiple-phonon modes. Although path-integral Monte Carlo and momentum-average approximations have been proposed recently to tackle the issue of multiple phonon modes11–13 dynamical properties of the generalized Holstein molecular crystal models with multiple phonon modes have not been sufficiently examined.

In this work we will make use of the DMFT method to explicitly compute optical spectra of molecular crystals with exciton–phonon coupling to multiple phonon modes. In addition, a phenomenological approach by the name of multi-mode Brownian oscillator (MBO) model14,15 is used for comparison. The MBO method was initially designed for understanding optical coherence loss of chromophores in liquids due to solvent dynamics. This model has since been successfully applied to various other systems as its versatile, sophisticated handling of the thermal environment is seldom matched.3,16,17

The corroboration of the two methods proves fruitful to shed
light on the understanding of the underlying physics of the optical processes and spectral features of molecular crystals and π-conjugated polymers.

The rest of the paper is organized as follows. In section II the DMFT approach is introduced together with associated numerical techniques. In section III, effects of control parameters, such as temperature, transfer integral, damping constant and quadratic coupling, on the vibronic spectra are discussed, in the presence of one or two phonon modes. Results from the DMFT model are compared to those obtained from MBO. Fitting of an experimental PL spectrum of PFO has been carried toward the end of this section. Conclusions are drawn in section IV.

II. Model and methodology

The original Holstein molecular crystal model involves only linear, diagonal exciton–phonon coupling to one phonon mode. Here we generalize the Holstein molecular crystal model by including two Einstein phonon modes together with their linear and quadratic couplings to the exciton. These phonon modes may possess different symmetries, and the Hamiltonian can be written as

\[
\hat{H} = \hat{H}_c + \hat{H}_p + \hat{H}_{cp}
\]

\[
\hat{H}_c = \sum_n E_n a_n^\dagger a_n - J \sum_n \left( a_n^\dagger a_{n+1} + a_{n-1} a_n \right)
\]

\[
\hat{H}_p = \omega_\alpha \sum_n b_{\alpha n}^\dagger b_{\alpha n} + \omega_\beta \sum_n b_{\beta n}^\dagger b_{\beta n}
\]

\[
\hat{H}_{cp} = g_\alpha \sum_n a_n^\dagger a_n b_{\alpha n}^\dagger b_{\alpha n} + g_\beta \sum_n a_n^\dagger a_n b_{\beta n}^\dagger b_{\beta n} + \Delta \omega_{\alpha} \sum_n b_{\alpha n}^\dagger b_{\alpha n} a_{n+1} + \Delta \omega_{\beta} \sum_n b_{\beta n}^\dagger b_{\beta n} a_{n+1}
\]

where \(a_n^\dagger(a_n)\) denotes the creation (annihilation) operator of a Frenkel exciton on molecule \(n\), \(E_n\) is its on-site energy, and \(J\) is transfer integral between the neighboring molecules. \(\omega_\alpha\) describes the frequency of phonon mode \(\alpha\) in the system, and its creation (annihilation) operator is denoted as \(b_{\alpha n}^\dagger(b_{\alpha n})\). Similarly, the other phonon mode in our model is described by \(\omega_\beta\) and \(b_{\beta n}^\dagger(b_{\beta n})\). The linear and quadratic exciton–phonon coupling coefficients for 1st (2nd) phonon mode are \(g_\alpha\) (\(g_\beta\)) and \(\Delta \omega_{\alpha}\) (\(\Delta \omega_{\beta}\)), respectively. Moreover, to facilitate numerical implementation, the uniform on-site energy \(E_n\) is regarded as an energy reference point. The Hamiltonian eqn (1) in its present form captures a uniform, translationally invariant aggregate, which is not suitable to describe a disordered system. For more sophisticated Hamiltonians, such as with multiple values of \(E_n\) and off-diagonal exciton–phonon coupling, one may need to use more elaborate dynamical mean field methods, which shall be subjects for future studies.

In a DMFT treatment, the lattice model can be mapped onto an impurity Anderson model involving a localized two-level system, labeled by \(a^\dagger(a)\), coupled to two local phonons described by \(b_{1,0}^\dagger(b_{1,0})\) and \(b_{2,0}^\dagger(b_{2,0})\), and hybridized with a fictitious electron conduction band labeled by \(c^\dagger(c)\).

\[
H_{\text{imp}} = \sum_k \varepsilon_k c_k^\dagger c_k + \sum_k V_k (c_k^\dagger a + a^\dagger c_k)
\]

\[
+ \omega_\alpha b_{1,0}^\dagger b_{1,0} + \omega_\beta b_{2,0}^\dagger b_{2,0}
\]

\[
+ g_\alpha d^\dagger a (b_{1,0}^\dagger + b_{1,0}) + g_\beta d^\dagger a (b_{2,0}^\dagger + b_{2,0})
\]

\[
+ \Delta \omega_{\alpha} b_{1,0}^\dagger b_{1,0} a + \Delta \omega_{\beta} b_{2,0}^\dagger b_{2,0} a
\]

where \(V_k\) describes the couplings between the local impurity states and the associated bath, and \(\varepsilon_k\) represents the dispersion of the electrons in the bath. The thermally averaged, retarded one-exciton Green’s function is defined as

\[
iG_{k,k'}(t) = \theta(t) \langle \exp(i\hat{H}t) a_k \exp(-i\hat{H}t) a_{k'}^\dagger \rangle
\]

with the imaginary part of \(\omega\) a positive infinitesimal. In the framework of DMFT, the lattice model with translational invariance is mapped into an impurity object embedded in a self-consistently determined effective bath by neglecting all spatial fluctuations in the self-energy. This mapping is exact when the coordination number \(Z\) is infinite. It is quite intuitive that the neighbours of a given site can be treated globally as an external bath when their number becomes large, and the spatial fluctuations of the local field are negligible. However, the accuracy of DMFT for three-dimensional systems has been extensively demonstrated. For lower spatial dimensions, the accuracy of DMFT may be compromised by the fluctuations.

Accordingly, the impurity Green’s function \(G_{\text{imp}}\) is defined as

\[
G_{\text{imp}}(\omega) = \frac{1}{\omega - H_{\text{imp}}}
\]

After the initial set of coupling parameters \(\{\varepsilon_k, V_k\}\) is chosen, the impurity Green’s function \(G_{\text{imp}}\) and the self-energy function \(\Sigma_{\text{loc}}\) are numerically evaluated. By substituting \(\Sigma_{\text{loc}}\) into the Dyson equation, the local Green’s function \(G_{\text{lat}}\) can be obtained,

\[
G_{\text{lat}}(\omega) = \frac{1}{N} \sum_k \frac{1}{\omega - \varepsilon_k - \Sigma_{\text{loc}}(\omega)}
\]

Here \(\varepsilon_k\) denotes the non-interacting exciton energy band. Consequently, one can get an updated hybridization function \(G_0\)

\[
G_0^{-1}(\omega) = G_{\text{lat}}^{-1}(\omega) + \Sigma_{\text{loc}}(\omega)
\]

Then the critical problem is how to solve the impurity Green’s function and estimate the local self-energy. The impurity Hamiltonian eqn (2) can be separated into \(H_0\) and \(\hat{H}_1\), where \(H_0\) corresponds to the hybridization function \(G_0\), and \(\hat{H}_1\) denotes the local interaction term. This Hamiltonian is similar
to that for a molecule chemisorbed on a solid surface previously investigated,\textsuperscript{19,20} and a similar approach is adopted here to estimate the impurity Green’s function at zero temperature. Firstly the self-consistent calculations have been carried out due to the existence of the hybridization between local vibrations and the fictitious electron conduction band, which is absent in Cini’s Hamiltonian.\textsuperscript{19,20} Secondly, the effects of quadratic exciton–phonon coupling interactions can be included in our approach.

The excitonic Green’s function can thus be solved by a self-consistency procedure, and the details are included in Appendix A. During the iteration process, a truncation is necessary to put a limit to the maximum number of phonons \( N_a, N_b \) participating in the scattering process. While there is no analytical expression available for the truncation number \( N_a, N_b \) to ensure the convergence of the numerical calculations, \( N_a \), for example, is known to be proportional to \( \frac{g}{J_0} \). For convenience, we use a bethe lattice for the noninteracting excitons. The spectral broadening factor \( \eta \) is set at 0.05 for most calculations in this paper. Once the Green’s function is determined, the absorption spectrum can be found from the imaginary part of the exciton Green’s function\textsuperscript{21,22} at zero momentum

\[
A(E) = \frac{1}{\pi} \text{Im} \left[ \frac{1}{E - \omega_a - \Sigma(E)} \right]
\]

At variance with the DMFT method, the MBO model introduces dissipation effects that are omnipresent in real solids into a harmonic oscillator system by coupling the system oscillators linearly to bath modes with a continuous spectrum. In the MBO model, a few primary nuclear coordinates are coupled linearly to an electronic two-level system, and simultaneously, to a bath of secondary harmonic oscillators. The distinction between the primary oscillators and the bath of secondary ones allows interpolation between coherent and damped nuclear movements. Details of the MBO model are included in the ESI.\textsuperscript{†}

### III. Results and discussions

In this section, the absorption spectral functions are first calculated to study the effects of temperature, transfer integral, damping constant and quadratic coupling in the presence of one dispersionless phonon mode. The DMFT method is first used, and results are compared with those of the MBO model. The role of linear exciton–phonon coupling in the presence of two phonon modes is discussed next for the extended Holstein model at zero temperature. For the case of one phonon mode, the parameters are chosen as: \( g_a = g_b = g \), \( \omega_a = \omega_b = \omega_0 \), \( \Delta \omega_a = \Delta \omega_b = \Delta \omega \) and \( N_a = N_b = N \), where \( \omega_0 \) is the frequency of a typical dispersionless phonon mode in molecular crystal systems. All spectral integrals in this paper have been normalized. In addition, we use \( \omega_0 \) as the energy unit, and scale energy-related variables, e.g., \( \gamma, \omega_a, \omega_b, \Delta \omega_0 \), \( g \) and \( k_B T \), by \( \omega_0 \). For convenience, we also set \( k_B = 1 \).

#### A. Effect of temperature

The finite-temperature spectral calculation for the case of one phonon mode follows that in ref. 20. The results are shown in Fig. 1(a) and (c), where the rescaled temperature, \( k_B T/\omega_0 \), changes from 0 to 1. As indicated in the inset of Fig. 1(a), the widths of peaks increase dramatically when the temperature rises from 0 to 0.4. However, the widths do not vary greatly when the temperature increases further. It is also noted that the number of the visible phonon sidebands gradually increases as new peaks appear on the lower energy side, thanks to temperature-induced population of phonon states in the electronic ground state. The MBO results are compared to those from the DMFT calculations as shown in Fig. 1(b). From the inset of Fig. 1(b), the broadening of the selected peaks obeys differing rules. It is clear that the linewidth of the peaks increases almost linearly with temperature, especially...
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for low temperatures (e.g., $T < 0.6$), in agreement with ref. 23. This effect is mainly due to an increase in occupation of the phonon bath in the MBO model, where more secondary phonons participate in the dissipation processes, resulting in a lifetime reduction of the exciton–phonon entity responsible for the sidebands. From this point of view, the difference between the linewidths of the two models may be mainly due to the sophisticated treatment of the phonon bath in the MBO method. In the DMFT model, only optical phonons participate in the scattering of the exciton, the increase in temperature may only affect the lifetime of the exciton when the temperature is relatively low, as demonstrated in the inset of Fig. 1(a). As shown in Fig. 1(b), new peaks become visible on the lower energy side with increasing temperature as more phonons participate in the exciton–phonon scattering processes.25 One also observes a strong enhancement of the polaron effective mass accompanied by further bandwidth narrowing23 with increasing temperature. For the DMFT spectra with a relatively large transfer integral $J$, as shown in Fig. 1(c), the linewidth of the phonon sidebands have a complicated dependence on temperature, which may be related to the competing effects of a sizable exciton–phonon coupling strength and a relatively large value of the exciton transfer integral.

**B Effect of transfer integral $J$**

In a molecular stack, exciton hopping substantially affects molecular vibronic spectra. In the MBO model,23 this term is not taken into account as only two electronic levels are considered. While the assumption of a weak intermolecular transfer is often made for the Frenkel excitons,8 the transfer integral is non-perturbatively taken into account in our DMFT method so that its effects on the vibronic spectra can be examined in details. The calculated results are displayed in Fig. 2 for the case of $g = 1.0$ and $\Delta \omega = 0.0$. It can be found that with increasing $J$ (from 0.1 to 1.0), the peak positions are red-shifted almost linearly with $J$ (i.e., towards the low frequency region), while the spectral weights are gradually transferred to lower peaks (i.e., the effective values of exciton–phonon coupling is reduced). Known as the motional narrowing effect, the increase in $J$ leads to the suppression of simultaneous phonon excitations. Such an effect is also clearly observed by comparing the DMFT spectrum ($J = 1$) to the MBO spectrum, as shown in Fig. 3, since the DMFT model actually reduced to the Huang–Rhys theory26 when $T$, $J$ and $\Delta \omega$ equal 0 (see the ESI for details†). Thus, the comparison in Fig. 3 is a direct evidence of the effect of $J$ in transferring spectral weight towards lower energy peaks and consequently lowering the effective $g$.

**C Effect of damping factor $\eta$**

The effect of the damping constant $\eta$ on the vibronic spectra is displayed in Fig. 4(a), while the effect of $\gamma$ on the MBO spectra is shown in Fig. 4(b) for comparison. The spectral damping constant $\eta$ has a relatively simple interpretation since it is directly related to the lifetime of the exciton. The relationship between $\eta$ and width is obvious from the inset of Fig. 4(a) since the linewidths of the peaks are proportional to $\eta$. However, for the spectra calculated with the MBO model23 as shown in the inset of Fig. 4(b), the broadening due to the damping constant $\gamma$ is more complicated, with added sophistication attributed to the coupling of the primary phonon mode(s) to the bath phonons in the MBO model. Due to the lack of a secondary phonon bath in the DMFT calculation, the lifetime of the exciton is determined phenomenologically by $\eta$, resulting in a clear Lorentzian lineshape as shown in Fig. 4(a). However, as indicated from Fig. 4(a) and (b), dephasing due to the presence of an external bath plays an important role in determining the overall spectral lineshape. To achieve a better description of optical spectral features, it is critical that the merits of the two methods be combined. Recently, efforts have been made to use a non-Markovian form of spectral density to describe optical absorption and energy transfer dynamics in a molecular aggregate.27 again pointing to the importance of a dissipative bath to ultrafast relaxation dynamics.

Fig. 2 DMFT absorption spectra for various values of transfer integral $J$, $T = 0$ and $g = 1.0$. The exciton–phonon coupling is assumed to be linear here. The peak position as a function of $J$ for the first five peaks is shown in the inset.

Fig. 3 Comparison of absorption spectra calculated from DMFT and MBO. For the DMFT spectrum, the parameters are: $J = 1$, $g^2 = 8.0$, $\Delta \omega$, $N = 60$, and $T = 0.0$. For the MBO spectrum, the parameters are: $S = g^2 = 8.0$, $T = 0.01$, $\gamma = 0.01$ and $E_{eq} = -7.0$. $\omega = 1.0$ in both spectra.
The quadratic exciton–phonon coupling is considered to be dominant for the non-totally symmetric molecular vibrations, where the phonons are localized to a molecule.\(^{28}\) As known from eqn (1), the \(D_o\) term actually represents the relative phonon frequency shift in the excited molecule. In order to study the effect of the \(D_o\) term, we first consider the case of \(g\{1, J\{1, where the quadratic coupling must be taken into account since such interaction is energetically more important than the linear coupling term.\(^{21}\) The parameters adopted for this case are \(J = 0.1\) and \(g^2 = 0.01\), and the value of \(D_o\) varies from 0.0 to 2.0. The calculated absorption spectra are displayed in Fig. 5, where the bottom spectrum corresponds to the limiting case with \(g = 0\), and \(\Delta \omega = 0\). With increasing \(\Delta \omega\), the spectral features change from the free-exciton type to that with an additional one-phonon sideband form (primarily due to the weak linear exciton–phonon coupling here, only a one-phonon sideband is resolved). The spacing between two peaks are strongly dependent on the value of \(\Delta \omega\), which manifests the effect of this term in determining the relative phonon frequency shift in the excited molecule. What is more interesting is the observation of the transfer of spectral weight of the phonon sideband to the major peak and increase of relative intensity ratio between first and second peak as \(\Delta \omega\) increases. This phenomenon is even more pronounced for cases with larger \(g\). As demonstrated in Fig. 6, the quadratic coupling \(\Delta \omega\) strongly influences the absorption spectra. It is also noted that the maximum phonon number \(N_a(N_b)\) must be large enough to guarantee the convergence of the spectral calculation with a large value of \(J\). The peak position is plotted as a function of the peak number in the inset of Fig. 6 for values of \(\Delta \omega\) from 0.0 to 3.0.

## E. The spectra with two phonon modes

We turn to the case with two dispersionless phonon modes. The ground state properties, in the context of polaronic self-trapping
transitions, are determined by the mode coupled more strongly to the exciton.\textsuperscript{12} In order to study the effects on the properties on the high-energy regime, we consider two cases of varying exciton–phonon couplings. For the weak coupling case, the parameters are $J = 0.5$, $\Delta \omega_a = \Delta \omega_b = 0.0$, $N_a = 30$, $N_b = 15$. For the first mode, $\omega_a = 2.0$ and $g_a = 1.5$, while for the second mode, $\omega_b = 0.2$ and $g_b = 0.3$. The absorption spectra are displayed in Fig. 7. The spectrum in the solv peak position plots of the two spectra are also shown in the figure.

When the couplings to the two phonon modes are comparable in strength, some interesting features may appear in the high-energy portion of the spectra. We first consider the case with $\omega_a = 1.0$, $g_a = 1.0$, $\omega_b = 1.5$ and $g_b = 1.0$, as shown in Fig. 8(a). Other parameters for the case are $J = 0.2$, $\Delta \omega_a = \Delta \omega_b = 0.0$, $N_a = N_b = 30$. The spectra with a single phonon mode are also shown as a reference. For the bottom spectrum with two phonon modes, the spacing between the lowest exciton band and the one-phonon continuum corresponds to the value of $\omega_\alpha$, while for higher energy states, the spacings all equal to 0.5, which is the difference of the two frequencies, i.e., $|\omega_a - \omega_b| = 0.5$. To gain a better understanding of the DMFT spectra, the MBO counterpart and their peak positions are plotted in Fig. 8(b) and its inset, respectively. It is clear that for the single-mode spectra, the phonon sidebands are equally spaced as shown in the inset of Fig. 8(b), and the peak position vs. peak number plots from the two methods are in close agreement. However, due to the difference of the two models in treating dissipative effects and the two-level nature of the MBO model, the two spectra in Fig. 8(b) differ substantially, reminding us the importance of bath dephasing and exciton transfer integral $J$ to shaping the spectral features.

As mentioned in the Introduction, the DMFT approach is applicable to cases with a wide range of the transfer integral $J$. Anthracene, for example, is one type of aromatic crystal with strong intermolecular transfer.\textsuperscript{7,8,29,30} Vibronic spectra of anthracene reveal two relevant phonon modes with two sets of parameters: $\omega_1 = 1400$ cm$^{-1}$, $\omega_2 = 400$ cm$^{-1}$, $g_1 = 0.9$ and $g_2 = 0.15$. Data on the longitudinal-transversal splitting\textsuperscript{29} gives an estimation of the exciton transfer integral $J$ of approximately 300–400 cm$^{-1}$. In ref. 7, the authors used an analytical expression to calculate the absorption spectra for a one-dimensional anthracene-like aggregate, violating their original assumption of weak exciton transfer. Here we set $\omega_0 = 806$ cm$^{-1}$ as the energy unit, and the relevant parameters are $\omega_1 = 1.736\omega_0$, $\omega_2 = 0.496\omega_0$ and $J = 0.372–0.496\omega_0$. Calculated DMFT spectra are displayed in Fig. 9 with the case of $J = 40$ cm$^{-1}$ used as a comparison. For $J = 40$ cm$^{-1}$, the first narrow peak corresponds to one-particle (bound)
These results are consistent with those in ref. 29. When broadened compared to $S_{1.98}$, a stochastic of MBO except for the effects of the phonon bath and finite temperature.

As shown in Fig. 10, the unit of energy in the DMFT approach assumes a realistic value of 300 cm$^{-1}$. The MBO results are also shown to illustrate the importance of the phonon bath in determining spectral features in realistic scenarios. By fine-tuning the damping behavior of the secondary phonon bath in the MBO model, the spectrum labeled as MBO1 is found to be in good quantitative agreement with the experimental spectrum. There are also some features not fully reproduced by the MBO model, such as the small peak around 700 cm$^{-1}$ away from the ZPL, assigned as the phonon sideband for the 700 cm$^{-1}$ mode in the β-phase PFO according to Winokur et al.\(^1\) By incorporating these factors that affect the spectral features in the MBO calculations, it is possible to achieve better quantitative agreement with experiment. Moreover, from the semi-empirical model together with rigorous Frank–Condon analysis performed by Winokur et al.,\(^4\) the dominant (e.g., with $S > 0.15$) phonon modes in the PL spectrum of β-phase PFO (measured at $T = 18$ K) were determined as: $\omega_1 = 1605$ cm$^{-1}$, $\omega_2 = 1282$ cm$^{-1}$ and $\omega_3 = 61$ cm$^{-1}$; with the Huang–Rhys factors: $S_1 = 0.30$, $S_2 = 0.17$ and $S_3 = 0.75$, respectively. By comparing these with the MBO fitting results shown in Fig. 9, a qualitative agreement is obtained. The $S$ values obtained by MBO are slightly higher due to the presence of the dissipative phonon bath in this model, pointing to the sensitivity of the PL spectra of β-phase PFO to temperature and importance of the dissipative phonon baths.

The DMFT spectrum agrees with experimental spectrum for the first two peaks, the difference is mainly attributed to the absence of a secondary phonon bath which is included in the MBO model. By reducing the damping factors in the MBO model to a relatively low value, a much better agreement between the two models can be obtained. A spectrum calculated from an underdamped MBO model, labeled as MBO2 in Fig. 9, recovers the DMFT spectrum qualitatively, suggesting the important role of the dissipative phonon bath in determining spectral features in realistic scenarios. By fine-tuning the damping behavior of the secondary phonon bath in the MBO model, the spectrum labeled as MBO1 is found to be in good quantitative agreement with the experimental spectrum. There are also some features not fully reproduced by the MBO model, such as the small peak around 700 cm$^{-1}$ away from the ZPL, assigned as the phonon sideband for the 700 cm$^{-1}$ mode in the β-phase PFO according to Winokur et al.\(^1\) By incorporating these factors that affect the spectral features in the MBO calculations, it is possible to achieve better quantitative agreement with experiment. Moreover, from the semi-empirical model together with rigorous Frank–Condon analysis performed by Winokur et al.,\(^4\) the dominant (e.g., with $S > 0.15$) phonon modes in the PL spectrum of β-phase PFO (measured at $T = 18$ K) were determined as: $\omega_1 = 1605$ cm$^{-1}$, $\omega_2 = 1282$ cm$^{-1}$ and $\omega_3 = 61$ cm$^{-1}$; with the Huang–Rhys factors: $S_1 = 0.30$, $S_2 = 0.17$ and $S_3 = 0.75$, respectively. By comparing these with the MBO fitting results shown in Fig. 9, a qualitative agreement is obtained. The $S$ values obtained by MBO are slightly higher due to the presence of the dissipative phonon bath in this model, pointing to the sensitivity of the PL spectra of β-phase PFO to temperature and importance of the dissipative phonon baths.

**IV. Conclusions**

Despite more than six decades of investigation, the Holstein polaron remains a topic of great interest.\(^{31–33}\) A variety of approximate methods have been used to study static and dynamic properties of the coupled exciton–phonon system such as a hierarchy of time-dependent variational trial states enlisted recently to spearhead the attack on Holstein polaron dynamics.\(^{34}\) Also worth mentioning is a powerful method of diagrammatic quantum Monte Carlo put forward with no restriction for the form of particle–phonon interaction and dimensionality of the problem.\(^{32,33}\) In addition, the dynamical coherent potential approximation in combination with the Hartree approximation (HA-DCPA) was employed by two of the authors to study off-diagonal exciton–phonon coupling.\(^{31,33}\) Despite more than six decades of investigation, the Holstein polaron remains a topic of great interest.\(^{31–33}\) A variety of approximate methods have been used to study static and dynamic properties of the coupled exciton–phonon system such as a hierarchy of time-dependent variational trial states enlisted recently to spearhead the attack on Holstein polaron dynamics.\(^{34}\) Also worth mentioning is a powerful method of diagrammatic quantum Monte Carlo put forward with no restriction for the form of particle–phonon interaction and dimensionality of the problem.\(^{32,33}\) In addition, the dynamical coherent potential approximation in combination with the Hartree approximation (HA-DCPA) was employed by two of the authors to study off-diagonal exciton–phonon coupling.\(^{31,33}\) In this work, by applying the DMFT method, we have investigated systematically the vibronic spectra of the extended Holstein model with linear and quadratic exciton–phonon interactions to one or two phonon modes. In the presence of one phonon mode, the effects of temperature, transfer integral, damping constant and quadratic coupling on the vibronic spectra have been studied in detail. For weak linear exciton–phonon coupling, the introduction of quadratic coupling blueshifts the one-phonon side band due to modulation of the effective phonon energy.
For strong linear exciton–phonon coupling, the quadratic term shifts the positions of vibronic peaks while reducing the effective coupling strength. Increasing temperature can result in the formation of new peaks on the lower energy side while introducing thermal broadening to the spectral peaks. In the presence of two phonon modes, even very weak coupling to the second phonon will bring pronounced effects to the vibronic spectra. The two phonon modes are found to be inextricably coupled, and their interactions are facilitated indirectly by the exciton band. When the second phonon mode is comparable in energy to the first one and both modes have similar coupling strength, vibronic spectra will display non-uniform peak spacings in contrast to the equal spacings for one phonon mode. Similar behavior is also found in the spectra calculated by the MBO model.

We have compared spectra calculated from DMFT with those from the MBO model with respect to spectral features such as lineshapes and linewidths. Such comparisons indicate that, when $J/S$, $T$ and $\Delta \omega$ are negligible compared to $\omega_0$, these methods are in principle equivalent. However, in the presence of relatively large values of $J$ and $\Delta \omega$, the DMFT approach can provide additional features that are not fully described by the MBO model. The DMFT approach fails to account for the effect of temperature on the linewidth properly due to the absence of a sophisticated phonon bath. Attempts has also been made to employ both the DMFT and MBO methods to fit the experimental low-temperature (20 K) PL spectrum of the $\beta$-phase PFO. While individually the MBO approach is shown to produce a better quantitative agreement with the experimental results than the DMFT counterpart, in combination the two methods can generate qualitative insights into the PFO spectra. It is shown from the comparison of the results from both methods that secondary dissipative phonon bath has an important role in determining spectral features of realistic materials. Thus, it is meaningful to combine the DMFT approach described in this paper with the MBO model to probe optical processes in organic molecular crystals and conjugated polymers.

Appendix: The self-consistency procedure

Here, we introduce a general continued-fraction algorithm to recursively solve the impurity self-energy and Green’s function for the system with two phonon modes. Below we sketch a derivation, which follows the ideas of ref. 19.

First of all, let us introduce two auxiliary quantities as

$$G(m, n, z) = \{0, 0, 0 \} b_{1,0}^m b_{2,0}^n (z - \mathcal{H}_{\text{imp}})^{-1} |0, 0, 0\rangle$$

$$G_0(m, n, z) = \{0, 0, 0 \} (z - \tilde{H}_0 - m\omega_a - n\omega_p)^{-1} |0, 0, 0\rangle$$

(A1)

By using the operator identities as follows,

$$\frac{1}{z - \mathcal{H}_{\text{imp}}} = \frac{1}{z - \tilde{H}_0} + \frac{1}{z - \tilde{H}_0} \tilde{H}_1 \frac{1}{z - \mathcal{H}_{\text{imp}}}$$

$$b_{1,0}^m b_{2,0}^n (z - \tilde{H}_0)^{-1} = (z - \tilde{H}_0 - m\omega_a - n\omega_p) b_{1,0}^m b_{2,0}^n$$

(A2)

the solution of the impurity Green’s function will be reduced to a system of recursive equations in terms of $G(m, n, z)$,

$$G(m, n) = \delta_{m,0} \delta_{n,0} G_0(0, 0)$$

$$\quad + G_0(m, n) \left[g_s(G(m + 1, n) + mG(m - 1, n)) + g_p(G(m, n + 1) + nG(m, n - 1)) + \Delta \omega_m mG(m, n) + \Delta \omega_p nG(m, n) \right]$$

$$\quad + \Delta \omega_m n\delta_{m,n-1} \delta_{p,m} + \Delta \omega_p m\delta_{m,n-1} \delta_{p,m}$$

(A3)

The set of recursive equations can be further transformed into a generalized continued fraction by defining auxiliary quantities,$^{19}$

$$\Lambda(m, n, p, q) = \delta_{mp}\delta_{nq}$$

$$-G_0(m, n) \left[g_s(g_{p,m+1} + m\delta_{p,m-1}) \delta_{q,n} + g_p(g_{p,m+1} + n\delta_{p,m-1}) \delta_{p,m} + \Delta \omega_m n\delta_{m,n-1} \delta_{p,m} + \Delta \omega_p m\delta_{m,n-1} \delta_{p,m} \right]$$

(A4)

then the equations regarding to $G(m, n)$ can be rewritten the following form

$$\sum_{p,q} \Lambda(m, n, p, q) G(p, q) = \delta_{m,n} \delta_{p,0} G_0(0, 0)$$

(A5)

where the non-zero matrix elements of $\Lambda(m, n, p, q)$ can be written as

$$D_{mp}^{\text{imp}} = \Lambda(m, n, p, q) = \delta_{mp}$$

$$-g_s G_0(m,q)(\delta_{p,m+1} + m\delta_{p,m-1})$$

$$-\Delta \omega_m n\delta_{m,n-1} G_0(m,q) - \Delta \omega_p m\delta_{m,n-1} G_0(m,q)$$

$$E_{mp}^{\text{imp}} = \Lambda(m, q - 1, p, q) = -g_p G_0(m, q - 1)\delta_{mp}$$

$$F_{mp}^{\text{imp}} = \Lambda(m, q + 1, p, q) = -g_q(q + 1) G_0(m, q + 1)\delta_{mp}$$

(A6)

As indicated by eqn (A2), $\Lambda(m, n, p, q)$ is a series of three diagonal matrices in the $nq$ indices and its elements are the same type of matrices in the $mp$ indices. Thus the component $G(0, 0)$ can be expressed in a matrix of continued fraction as

$$G(0, 0) = G_{\text{imp}} = K_{00} G_0(0, 0)$$

$$K = \frac{1}{D_0 - E_0^{\text{imp}} - \frac{1}{D_1 - E_1^{\text{imp}} - \frac{1}{D_2 - \cdots - \frac{1}{D_{21} - F_{21}}}}}$$

(A7)
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