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A state-of-the-art variational wave function incorporating Jastrow-type exciton-phonon correlations, the global-local Ansatz, is utilized to elucidate exciton-phonon correlations in a generalized form of the Holstein Hamiltonian with the simultaneous presence of diagonal and off-diagonal exciton-phonon coupling. Much lowered ground-state energies are found for the global-local Ansatz when compared with the previously studied Toyozawa Ansatz. A three-dimensional phase diagram spanned by the transfer integral and two forms of exciton-phonon coupling is given to illustrate polaronic self-trapping near the zone center. © 2008 American Institute of Physics.
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I. INTRODUCTION

Employing a state-of-the-art variational wave function, the global-local (GL) Ansatz,1,2 we revisit a classic problem of polaron theory in one dimension incorporating simultaneous diagonal and off-diagonal exciton-phonon coupling. The former interaction is defined as a nontrivial dependence of the exciton site energies on lattice coordinates, and the latter as a nontrivial dependence of the exciton transfer integral on lattice coordinates. Almost three quarters of a century have passed since the concept of polaronic self-trapping was first conceived by Landau,3,4 and yet many questions remain unanswered regarding some of the most simplistic polaron Hamiltonians. One of them is a Hamiltonian containing off-diagonal exciton-phonon coupling that has been inadequately addressed in the polaron literature thanks to inherent difficulties associated with obtaining accurate solutions.5 It is not difficult to see that off-diagonal coupling is prevalent in all forms of solids. In the theory of high-temperature superconductivity, for example, it has been recently proposed6 that off-diagonal coupling modulates the hopping integral of the Zhang–Rice singlet and the superexchange interaction and is especially relevant in the low-doping regime. Simultaneous diagonal and off-diagonal coupling appears to be particularly important in the characterization of solid-state excimers, where a variety of experimental and theoretical considerations suggest that a strong dependence of electronic tunneling upon certain coordinated distortions of neighboring molecules (or off-diagonal exciton-phonon coupling) is crucial to the formation of excited bound states.7,8

Previously, Zhao et al.9 undertook a numerical implementation of a method proposed by Munn and Silbey10 to determine polaron properties in the presence of simultaneous diagonal and off-diagonal coupling. The Munn–Silbey method was essentially perturbative, with the coefficients of a canonical transformation being fixed so as to limit the secular growth with the temperature of the perturbation remaining after transformation. Since the Munn–Silbey method was formulated to curb divergence at high temperatures, it is not expected to produce the best description of polaron states at low temperatures. In addition, the self-consistency equations on which the Munn–Silbey method is based do not involve the exciton transfer integral; therefore, it is questionable whether the method can be relied on beyond the narrow band regime. The central findings of our prior work on the Munn–Silbey method, that polaron binding energies may be much larger than previously thought, and polaron bands much narrower, underscores the importance of independent corroboration, since such findings are of central importance in understanding the influence of the Munn–Silbey ansatz on the nature of polaron states and of polaron transport.

Our work on the Munn–Silbey method was later followed by a variational approach motivated to overcome aforementioned limitations of the Munn–Silbey method.11 A flexible spanning set of orthonormal eigenfunctions of the joint exciton-phonon crystal momentum, namely, the Toyozawa Ansatz, is used to arrive at a variational estimate of the ground-state energy, and the complete set of polaron Bloch functions associated with this energy band, for every value of the joint crystal momentum across the entire Brillouin zone.11,12 The variation is implemented numerically, avoiding restrictive assumptions that have limited the scope of previous assaults on similar problems. Polaron energy bands and the structure of the associated Bloch states are studied at points in the three-dimensional parameter space of the model Hamiltonian (electronic tunneling, diagonal coupling, and off-diagonal coupling). For small electronic tunneling integrals, the Toyozawa Ansatz and the Munn–Silbey approach yield very similar polaron energy bands; however, these bands grow increasingly dissimilar with an increasing transfer integral. In all cases studied, we have found the...
variational approach based on the Toyozawa Ansätze to yield polaron energy bands lower than those of the Munn–Silbey method at all crystal momenta, establishing the variational energy bands as the quantitatively superior results.

The Toyozawa Ansätze is not without shortcomings. The three-dimensional phase diagram spanned by the electronic tunneling, diagonal coupling, and off-diagonal coupling, for example, shows large areas in which two solutions of the polaron ground state coexist. It was also concluded that discontinuities encountered in both the Merrifield Ansätze and the Toyozawa Ansätze are primarily and perhaps entirely artifacts introduced by the insufficiency in complexity of the variational Ansätze. Probably the most accurate variational wave function for the ground state of the Holstein Hamiltonian to our knowledge, the GL Ansatz has been shown to yield variational ground-state energies of very high accuracy, and when compared with computationally much more expensive approaches such as the density matrix renormalization group (DMRG) method, the difference falls below half a percentage point for all crystal momenta. However, DMRG, due to a constantly changing basis in its iteration procedure, fails to provide a trial wave function at the end of the computation. Other inadequacies of the Toyozawa Ansatz include the difficulty in approximating phonon number states at weak exciton-phonon coupling by using simple linear superpositions of phonon coherent states. This also calls for extending the GL Ansatz to include the off-diagonal exciton-phonon coupling.

This paper is structured as follows. In Sec. II, we extend the Holstein model in one spatial dimension to include simultaneous diagonal and off-diagonal exciton-phonon interactions. In Sec. III, we give a detailed description of the GL Ansätze. In Sec. IV, we derive analytical expressions that constrain the variational parameters for the generalized Holstein Hamiltonian with both diagonal and off-diagonal coupling. In Sec. V, we numerically solved self-consistency equations for the variational parameters and discuss a phase diagram in a three-dimensional parameter space spanned by the electronic tunneling, diagonal coupling, and off-diagonal coupling. Conclusions are drawn in Sec. VI.

II. THE MODEL HAMILTONIAN

The Holstein molecular crystal model describes a lattice of two-level molecules interacting with a bath consisting of nuclear (intramolecular, intermolecular, and solvent) degrees of freedom

\[ \hat{H} = \sum_n \Omega_n (\mathbf{q}) a_n^+ a_n + \sum_{m+n} J_{mn} (\mathbf{q}) a_m^+ a_n + \hat{H}^{ph}. \]  

(1)

Here \( a_n (a_n^+) \) are exciton annihilation (creation) operators for the \( n \)th molecule, \( \hat{H}^{ph} \) is the bath (phonon) Hamiltonian, and \( \mathbf{q} \) represents the complete set of nuclear coordinates. Exciton-phonon interactions originate from dependence of molecular frequencies \( \Omega_n \) and the intermolecular couplings \( J_{mn} \) on nuclear coordinates \( \mathbf{q} \). We adopt the Hamiltonian equation [Eq. (1)] with the Einstein phonon Hamiltonian

\[ \hat{H}^{ph} = \sum_n \hbar \omega_0 b_n^+ b_n, \]

(2)

where \( b_n^+ \) creates a phonon of frequency \( \omega_0 \) on site \( n \), and we have one Einstein oscillator per molecule. Exciton-phonon interactions enter through the nuclear coordinate influence on both molecular frequencies (diagonal coupling) and intermolecular interactions (off-diagonal coupling). Expanding \( \Omega_n (\mathbf{q}) \) to first order in phonon coordinate \( \mathbf{q} \), the first term of Eq. (1) reads

\[ \sum_n \Omega_n (\mathbf{q}) a_n^+ a_n = \sum_n \Omega_n (\mathbf{q} = 0) a_n^+ a_n + \hat{H}^{diag}, \]

(3)

with the diagonal exciton-phonon coupling term

\[ \hat{H}^{diag} = g \hbar \omega_0 \sum_n a_n^+ a_n (b_n^+ + b_n), \]

(4)

and \( g \) is a dimensionless diagonal coupling constant. Expanding \( J_{mn} (\mathbf{q}) \) to first order in phonon coordinates, we write the second term of Eq. (1) as, for example,

\[ \sum_{m+n} J_{mn} (\mathbf{q}) a_m^+ a_n = \sum_{m+n} J_{mn} (\mathbf{q} = 0) a_n^+ a_n + \hat{H}^{od}, \]

(5)

with the transfer integral \( J_{mn} (\mathbf{q} = 0) = -J \delta_{m,m \pm 1} \) and the off-diagonal coupling term\(^9,10\)

\[ \hat{H}^{od} = \frac{1}{2} \phi \hbar \omega_0 \sum_{nl} [a_n^+ a_{n+1} (b_l^+ + b_l) (\delta_{n+1,l} - \delta_{n,l}) + a_n^+ a_{n-1} (b_l^+ + b_l) (\delta_{nl} - \delta_{n-1,l})]. \]

(6)

The second term of Eq. (6) is the Hermitian conjugate of the first, and we have assumed nearest-neighbor coupling of the antisymmetric type with \( \phi \) a dimensionless parameter controlling the off-diagonal coupling strength. Off-diagonal coupling may adopt various forms\(^6,9\) other than the antisymmetric type (6) and can play important roles in electronic properties of solid. Equations (4) and (6), together with \( \hat{H}^{ph} \) and the zeroth-order intermolecular coupling term, result in the generalized Holstein Hamiltonian \( \hat{H}^{GH} \) (the original Holstein Hamiltonian contains diagonal coupling only)\(^16\)

\[ \hat{H}^{GH} = \sum_n \Omega_n (\mathbf{q} = 0) a_n^+ a_n + \hat{H}^{diag} + \sum_{m+n} J_{mn} (\mathbf{q} = 0) a_m^+ a_n + \hat{H}^{od} + \hat{H}^{ph}. \]

(7)

We may partition the generalized Holstein Hamiltonian \( \hat{H}^{GH} \) into three terms, namely, the exciton Hamiltonian \( \hat{H}^{ex} \), the phonon Hamiltonian \( \hat{H}^{ph} \), and the coupling Hamiltonian \( \hat{H}^{od} \)

\[ \hat{H}^{GH} = \hat{H}^{ex} + \hat{H}^{ph} + \hat{H}^{od}. \]

(8)
where
\[
\hat{H}^\text{ex} = \sum_n \Omega_n (\mathbf{q} = 0) a_n^\dagger a_n + \sum_{m \neq n} J_{mn} (\mathbf{q} = 0) a_m^\dagger a_n,
\]
\[
\hat{H}^\text{pol} = \hat{H}^\text{pol}_1 + \hat{H}^\text{pol}_2.
\]

The one-dimensional generalized Holstein Hamiltonian with simultaneous diagonal and off-diagonal coupling to Einstein phonons\textsuperscript{1,2,11,12} has been previously modeled by the Munn–Silbey approach and by a variational wave function pioneered by Toyozawa.\textsuperscript{3} The latter has been extended to treat two-dimensional particle-phonon coupling and arbitrary boson dispersion relations.\textsuperscript{12} Our results on off-diagonal coupling from the Toyozawa Ansatz have been recently corroborated by Kato et al. using a dynamic coherent potential approach (DCPA).\textsuperscript{19} The one-dimensional variational wave function known as the Toyozawa Ansatz\textsuperscript{2} reads
\[
|K\rangle = N^{-1/2} \sum_n e^{iKn} \sum_{n_1} \psi^{K}_{n_1} a_{n_1}^\dagger |0\rangle_e.
\]
\[
\psi^{K}_{n_1} = \exp \left[ - \sum_{n_2} \left( \lambda^{K}_{n_2-n_1} b_{n_2}^\dagger - \lambda^{K}_{n_2-n_1} b_{n_2} \right) \right] |0\rangle_{ph}.
\]
\[
|0\rangle_{ph} \text{ is the phonon vacuum state and } |\lambda^{K}_{n}\rangle \text{ is different from } |\lambda^{K}_{n}\rangle \text{ only by a shift of } n-n' \text{ lattice constants. The parameters } \lambda^{K}_{n} \text{ and } \psi^{K}_{n} \text{ are obtained variationally. The phonon wave functions } |\lambda^{K}_{n}\rangle \text{ represent a lattice distortion forming a potential well centered at } n \text{ and trapping the exciton with an amplitude distribution of } \psi^{K}_{n} \text{. The Toyozawa Ansatz state (11) is not normalized: } \langle K|K\rangle = \sum_n e^{-iKn} \psi^{K}_{n_1} \psi^{K}_{n_2} \delta_{n_1,n_2}, \text{ where } \delta^{K}_{n} = \text{ the Debye–Waller factor: } \delta^{K}_{n} = \langle \lambda^{K}_{n}\rangle |\lambda^{K}_{n}\rangle = \exp[N^{-1} \sum_q |\delta^{K}_{n}\rangle (e^{i\delta q} - 1)] \text{ and } \lambda^{K}_{n} \text{ are the Fourier transform of } \lambda^{K}_{n} \text{.}
\]

III. THE GLOBAL–LOCAL ANSATZ

The GL Ansatz was introduced to extend the Toyozawa wave function to include explicit correlations between the electronic exciton and the phonon displacements. The site-space representation of the GL polaron trial state reads
\[
|\Psi(K)\rangle = N^{-1/2} \sum_n e^{iKn} \sum_{n_1} \psi^{K}_{n_1-n_1} a_{n_1}^\dagger \times \exp \left[ - \sum_{n_2} \left( \beta^{K}_{n_2-n_1} b_{n_2}^\dagger - \alpha^{K}_{n_2-n_1} b_{n_2} \right) - \text{H.c.} \right] |0\rangle_e,
\]
where H.c. is short for Hermitian conjugate, |0\rangle is the product of the exciton and phonon vacuum states, \(\psi^{K}_{n_1-n_1}\) is the exciton amplitude, and the two-parameter phonon displacement, \(\beta^{K}_{n_2-n_1}\) represents the part of the phonon displacement independent of the location of the electronic exciton (as in the Toyozawa Ansatz) and \(\alpha^{K}_{n_2-n_1}\) represents the part of the phonon displacement that only depends on the relative separation between the phonon and the electronic exciton. This is analogous to the Jastrow trial functions that are constructed from two-particle functions and only depend explicitly on the interparticle separations in a many-body problem.\textsuperscript{20}

The GL variational approach has been shown to be rather efficient while remaining quantitatively accurate compared with calculations involving far more expensive computational resources.\textsuperscript{20,23} For example, the GL Ansatz was able to match the accuracy of the computationally demanding DMRG method for a lattice of 32 sites.\textsuperscript{2}

IV. THE VARIATIONAL PROCEDURE

Due to the fact that expressions and equations look more compact in the momentum space, we should perform our variational procedure in the momentum space as well. Applying the Fourier conventions
\[
\alpha_q = N^{-1} \sum_n e^{i\mathbf{q}\cdot\mathbf{r}_n} \alpha_n, \quad \alpha_n = \sum_q e^{-i\mathbf{q}\cdot\mathbf{r}_n} \alpha_q,
\]

\[
|K\rangle = N^{-1/2} \sum_n e^{iKn} \sum_{n_1} \psi^{K}_{n_1-n_1} a_{n_1}^\dagger \times \exp \left[ - \sum_{n_2} \left( \beta^{K}_{n_2-n_1} b_{n_2}^\dagger - \alpha^{K}_{n_2-n_1} b_{n_2} \right) - \text{H.c.} \right] |0\rangle_e.
\]

The new set of variational parameters, \(\beta^{K}_{n_2-n_1}\), introduces to the polaron trial state additional exciton-phonon correlations which bear close resemblance to the Jastrow-type wave functions,\textsuperscript{20} well known for simplifying a many-body wave function into a pairwise construction.

The Toyozawa Ansatz can be obtained from a localized wave function |L\rangle

\[
|L\rangle = \sum_m \psi^{K}_{m} a_{m}^\dagger \exp \left[ - \sum_{l} \left( \lambda^{K}_{l} b_{l}^\dagger - \lambda^{K}_{l} b_{l} \right) \right] |0\rangle
\]

via a projection operator \(\hat{P}^{K}\)

\[
\hat{P}^{K} = \delta(K - \hat{P}),
\]

In general, the localized wave function |L\rangle can be generalized to Davydov’s “D1” Ansatz\textsuperscript{21}

\[
\sum_{n_1} \psi^{K}_{n_1} a_{n_1}^\dagger \exp \left[ - \sum_{n_2} \left( \gamma^{K}_{n_2} b_{n_2}^\dagger - \text{H.c.} \right) \right] |0\rangle.
\]

In Davydov’s D1 Ansatz, the phonon displacement \(\gamma^{K}_{n_2-n_1}\) depends on \(n_1\), the location where the electronic exciton is trapped, and \(n_2\), the location of the phonon vacuum state. In this particular Ansatz, however, the general phonon displacement \(\psi^{K}_{n_2-n_1}\) is replaced by \(\alpha^{K}_{n_2-n_1}\) and \(\beta^{K}_{n_2-n_1}\),

\[
\alpha^{K}_{n_2-n_1}, \beta^{K}_{n_2-n_1},
\]

where \(\alpha^{K}_{n_2-n_1}\) represents the part of the phonon displacement independent of the location of the electronic exciton (as in the Toyozawa Ansatz) and \(\beta^{K}_{n_2-n_1}\) represents the part of the phonon displacement that only depends on the relative separation between the phonon and the electronic exciton. This is analogous to the Jastrow trial functions that are constructed from two-particle functions and only depend explicitly on the interparticle separations in a many-body problem.\textsuperscript{20}
\[
\beta_n = N^{-1} \sum_q e^{i\eta q} \beta_q, \quad \beta_q = \sum_n e^{-i\eta q} \beta_n, 
\]
(21)

\[
a_n^\dagger = N^{-1/2} \sum_k e^{-i\kappa_n} a_k^\dagger, \quad a_k^\dagger = N^{-1/2} \sum_n e^{i\kappa_n} a_n^\dagger, 
\]
(22)

\[
b_n^\dagger = N^{-1/2} \sum_q e^{-i\eta q} b_q^\dagger, \quad b_q^\dagger = N^{-1/2} \sum_n e^{i\eta q} b_n^\dagger, 
\]
(23)

one finds that in the momentum-space representation the GL Ansatz state (13) can be simplified as

\[
|\Psi(K)\rangle = N^{-1} \sum_{nm,k} e^{i\kappa_n-k} \phi^K_{n-k} |\langle k| \rangle \times \exp \left\{ N^{-1} \sum_q \left[ (\beta_q e^{i\eta q} - \alpha_q e^{-i\eta q}) b_q^\dagger - \text{H.c.} \right] \right\} |0\rangle, 
\]
where H.c. stands for Hermitian conjugate. We note that the Ansatz above is not normalized

\[
M^K = \langle \Psi(K)|\Psi(K)\rangle = \sum_{nm} e^{-i\kappa_n} \psi_m^a \psi_n^a S_{nm}^0. 
\]
(24)

We proceed to evaluate the expectation values of the three terms of the generalized Holstein Hamiltonian

\[
\langle \Psi(K)|\hat{H}^{ex}|\Psi(K)\rangle = - J \sum_{nm} e^{-i\kappa_n} \psi_m^a (\psi_{m+n+1}^{a+1} S_{nm}^1 + \psi_{m-n-1}^{a+1} S_{nm}^{-1}), 
\]
(25)

\[
\langle \Psi(K)|\hat{H}^{ph}|\Psi(K)\rangle = N^{-1} \sum_{nmq} e^{-i\kappa_n} \psi_m^a \psi_n^{a+1} S_{nm}^0 \left[ \alpha_q e^{i\eta q} + |\beta_q|^2 - \alpha_q \beta_q^a e^{i\eta q} - \alpha_q^* \beta_q e^{-i\eta q} \right], 
\]
(26)

\[
\langle \Psi(K)|\hat{H}^{cpl}|\Psi(K)\rangle = -g N^{-1} \sum_{nmq} e^{-i\kappa_n} \psi_m^a \psi_n^{a+1} S_{nm}^0 \left[ e^{i\eta (n-m)} \left( \alpha_q^* + \alpha_q e^{-i\eta q} \right) - (\beta_q^* + \beta_q) \right] 
\]

\[
\times \left[ (\alpha_q^* + \alpha_q e^{-i\eta q}) - (\beta_q^* + \beta_q) \right] - \phi \sum_{nm} e^{-i\kappa_n} \psi_m^a \psi_n^{a+1} S_{nm}^0 W_{nm}^1 
\]

\[

\]

\[
W_{nm}^1 = N^{-1} \sum_q (1 - e^{i\eta q}) (\epsilon_{nm+q}^a \alpha_q^* + \epsilon_{nm-q}^a \alpha_q - e^{i\eta q} - (\beta_q^* e^{-i\eta q} + \beta_q)), 
\]
(28)

The variational approach aims to minimize the expectation values of the Hamiltonian in the framework of the GL Ansatz state. Upon the conclusion of the variational process, optimal values of the variational parameters are determined, and exciton-phonon correlations in the optimal state are evaluated. We define the expectation value of the Hamiltonian in the GL Ansatz state as \(H^K/M^K\), where

\[
H^K = \langle \Psi(K)|\hat{H}^{ex} + \hat{H}^{ph} + \hat{H}^{cpl} |\Psi(K)\rangle. 
\]
(29)

Minimization of \(H^K/M^K\) with respect to \(\alpha_q^a\) leads to

\[
\frac{\partial H^K}{\partial \alpha_q^a} - \frac{H^K}{M^K} \frac{\partial M^K}{\partial \alpha_q^a} = 0. 
\]

Upon substitution of \(H^K\) and \(M^K\), one has

\[
\alpha_q^a = \left( M_q + H_q - M_q \frac{H^K}{M^K} \right)^{-1} \left\{ g L_q + \frac{1}{2} (1 - e^{i\eta q}) \right\} + \frac{M_q}{2} \left( (N_q - L_q) \frac{H^K}{M^K} - H_0^a \right), 
\]
(30)

where

\[
L_q = \sum_{nm} e^{-i\kappa_n} \psi_m^a \psi_n^{a+1} s_{nm}^0 e^{i\eta (n-m)}, 
\]
(31)

\[
M_q = \sum_{nm} e^{-i\kappa_n} \psi_m^a \psi_n^{a+1} s_{nm}^0 e^{i\eta q}, 
\]
(32)

\[
N_q = \sum_{nm} e^{-i\kappa_n} \psi_m^a \psi_n^{a+1} s_{nm}^0 e^{-i\eta q}, 
\]
(33)

\[
P_{q-1} = \sum_{nm} e^{-i\kappa_n} \psi_m^a \psi_n^{a+1} s_{nm}^0 e^{-i\eta (n-m)}, 
\]
(34)

\[
P_{q+1} = \sum_{nm} e^{-i\kappa_n} \psi_m^a \psi_n^{a+1} s_{nm}^0 e^{i\eta (n-m)}, 
\]
(35)
\[ H^q_q = -\frac{1}{2} \sum_{nm} e^{-iK\pi q(n-m)} \psi_m \left[ \psi_{m+1}^* S_{nm}^{+1} (e^{-iq} + e^{-iq}) - 2 \right] + \psi_m \left[ \psi_{m-1}^* S_{nm}^{-1} (e^{-iq} + e^{iq}) - 2 \right] \]

\[ + \frac{1}{2} N^{-1} \sum_{nmp} e^{-iK\pi q(n-m)} \psi_m \psi_n \psi_{m+p}^* S_{nm}^{0} (e^{-iq} - 1) \left[ \left| \alpha_p \right|^2 + \left| \beta_p \right|^2 - \alpha_p \beta_p e^{iqp} - \alpha_p^* \beta_p^* e^{-iqp} \right] \]

\[ - g \left[ e^{iqp(n-m)} (\alpha_p^* + \alpha_p e^{-iqp}) - (\beta_p^* + \beta_p e^{iqp}) \right] - \frac{\phi}{2} e^{-iK\pi q(n-m)} \sum_{nm} \psi_m \left[ (e^{-iq} + e^{iq} - 2) \psi_{m+1}^* S_{nm}^{+1} W_{nm}^{1} \right] + (e^{-iq} + e^{iq} - 2) \psi_m \left[ \psi_{m-1}^* S_{nm}^{-1} W_{nm}^{-1} \right]. \]

Therefore, the sum rule for site space is recovered

\[ \alpha_{q=0} - \beta_{q=0} = g. \]

Similarly, minimization of \[ H^K_q/M^K \] with respect to \[ \beta^*_q \] yields

\[ \beta^*_q = - \frac{\frac{gM^K - \alpha_q}{M^K + H^{ed}_q} \left\{ \frac{(L_{-q} - N_q)}{2} \frac{H^K}{M^K - H^a_q + N_{-q}} \right\}}{M^K + H^{ed}_q}, \]

where

\[ H^a_q = -\frac{1}{2} \sum_{nm} e^{-iK\pi q(n-m)} \psi_m \left[ \psi_{m+1}^* S_{nm}^{+1} (e^{-iq} + e^{-iq}) - 2 \right] + \psi_m \left[ \psi_{m-1}^* S_{nm}^{-1} (e^{-iq} + e^{iq}) - 2 \right] \]

\[ + \frac{1}{2} N^{-1} \sum_{nmp} e^{-iK\pi q(n-m)} \psi_m \psi_n \psi_{m+p}^* S_{nm}^{0} (e^{-iq} - 1) \left[ \left| \alpha_p \right|^2 + \left| \beta_p \right|^2 - \alpha_p \beta_p e^{iqp} - \alpha_p^* \beta_p^* e^{-iqp} \right] \]

\[ - (\beta_p^* + \beta_p) \right\} - \frac{\phi}{2} e^{-iK\pi q(n-m)} \sum_{nm} \psi_m \left[ (e^{-iq} + e^{iq} - 2) \psi_{m+1}^* S_{nm}^{+1} W_{nm}^{1} + e^{iq} (e^{-iq} + e^{iq}) - 2 \right] \psi_m \left[ \psi_{m-1}^* S_{nm}^{-1} W_{nm}^{-1} \right]. \]

We now turn to the minimization of \[ H^K_q/M^K \] with respect to \[ \psi_i^* \]

\[ \frac{\partial H^K}{\partial \psi_i^*} - \frac{H^K}{M^K} \frac{\partial M^K}{\partial \psi_i^*} = 0. \]

Again substituting \[ H^K \] and \[ M^K \], we arrive at

\[ \psi_i = - \frac{H^K_i}{\partial \psi_i^*}. \]
H_{l}^{0} = -J(e^{-iK_{p_{l}}^{K}} + e^{iK_{p_{l}}^{K}}) - \frac{\phi}{2} N^{-1} \sum_{q} e^{-iK_{p_{l}}^{K}} \left( e^{-i\xi_{q}} - 1 \right) \left[ e^{-i(\xi_{q} - \xi_{p_{l}})} (\alpha_{q}^{h} + \alpha_{-q}^{h} - (\beta_{q}^{h} e^{i\xi_{q}} + \beta_{-q}^{h})) \right]
- \frac{\phi}{2} N^{-1} \sum_{q} e^{-iK_{p_{l}}^{K}} (1 - e^{i\xi_{q}}) \left[ e^{-i(\xi_{q} - \xi_{p_{l}})} (\alpha_{q}^{h} + \alpha_{-q}^{h} e^{i\xi_{q}}) - (\beta_{q}^{h} e^{i\xi_{q}} + \beta_{-q}^{h}) \right] + S_{0, l}^{0} \times \left\{ \frac{H_{l}^{K}}{M_{l}} + N^{-1} \sum_{p} \left[ |\alpha_{p}|^{2} + |\beta_{p}|^{2} - \alpha_{p}^{h} \beta_{p}^{h} e^{i\xi_{p}} - \alpha_{-p}^{h} \beta_{-p}^{h} e^{-i\xi_{p}} \right] - g N^{-1} \sum_{p} e^{-i\xi_{p}} (\alpha_{p}^{h} + \alpha_{-p}^{h} - (\beta_{p}^{h} + \beta_{-p}^{h})) \right\}.

A relaxation iteration scheme similar to those used in previous efforts\(^{24,25}\) has been employed to obtain solutions for three sets of variational parameters $\alpha_{p}^{h}$, $\beta_{p}^{h}$, and $\phi_{l}^{h}$. Relaxation is an efficient iteration method for identifying energy minima of a complex variational system. The principal difficulties with this approach lie in the stability of the iteration and the quality of the convergence. Though a proper solution obtained by this or any other variational method must be stable relative to small changes in the variational parameters and though the search for such solutions relies on this stability property, it is possible for errors in a fraction of the total solution to spread and destabilize the iteration or otherwise limit the quality of the convergence. Thus, while in principle the same family of solutions should result for randomly chosen initial data, in practice the best convergence results when the search is initialized with input that is already “close” to the solution being sought. The mathematical dilemma of finding educated initial guesses for the nonlinear iterative scheme can be avoided here for the most part due to the uniqueness of the physical solution and the availability of exact solutions in certain limits of physical parameters. To achieve rapid, stable iterations toward the variational ground state, one may take advantage of the continuity of the ground state with respect to small changes in system parameters over much of the phase diagram and may initialize the iteration using a reliable ground state already determined at some nearby point in the parameter space. Starting from those limits where exact solutions can be obtained analytically and executing a sequence of variations along well-chosen paths through parameter space using solutions from one step to initialize the next, the whole parameter space can be explored. Similarities can be drawn between such a stepwise process and calculations involving classical magnetic hysteresis where the external field serves as the physical control parameter.\(^{24,25}\) In such systems, one may observe hysteresis, that is, a dependence on the path through the parameter space along which the physical parameter value of interest is approached. Such effects exist here as well, that is, there are regimes in the parameter space where trial states obtained for a given set of parameter values by iteration depend on the path of approach to those values in the parameter space.

V. RESULTS AND DISCUSSIONS

As compared with the Toyozawa Ansatz, the variational energies in the simultaneous presence of diagonal and off-diagonal coupling as calculated by the present GL trial state have been significantly lowered thanks to the addition of the parameter set $\beta_{q}^{k}$, which introduces the Jastrow-type exciton-phonon correlations in the polaron wave function. Two specific cases for comparison between the two polaron trial states have been shown in Fig. 1. In the upper panel, the energy bands calculated from the GL Ansatz and Toyozawa’s Ansatz are displayed for the case of $g=2.0$, $J=2.0$, and $\phi=0.5$. It shows that measurable quantitative improvements in the energy band are achieved for all crystal momenta $K$, with the largest improvement being realized near the zone boundary. For a case of stronger off-diagonal coupling, $g=2.0$, $J=2.0$, and $\phi=0.2$, the polaron energy bands are shown in the lower panel of Fig. 1. The polaron bands calculated by both variational methods show a large bimodal variation, and the improvement of the GL Ansatz over the Toyozawa Ansatz,
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**FIG. 1.** Variational energy bands are compared for the GL Ansatz (solid) and the Toyozawa Ansatz (dashed). Upper panel: $g=2.0$, $J=2.0$, and $\phi=0.5$; lower panel: $g=2.0$, $J=2.0$, and $\phi=2.0$. The crystal momentum $K$ is in units of $\pi$, and the energy $E$ and the transfer integral $J$ are in units of the phonon frequency $\omega$. 
about 30% of the polaron bandwidth, is relatively uniform throughout the Brillouin zone. The larger value of off-diagonal coupling here makes the polaron bands much narrower than those with weak off-diagonal coupling under similar other conditions. The significant lowering of the ground-state energy in Fig. 1 demonstrates that the GL Ansatz is quantitatively superior to its the Toyozawa Ansatz. In the absence of transfer integral $J$ and the diagonal coupling $g$, the polaron energy band for a finite value of off-diagonal coupling $\phi$ will exhibit a bimodal variation symmetric about $K=0$, $\pi$, and $\pm \pi/2$, which comes from the particular form of off-diagonal exciton-phonon coupling [Eq. (6)]. Adding diagonal coupling will only reduce the bandwidth while leaving the bimodal variation intact. The effect of transfer integral will lower (raise) the energy at $K=0$ ($K=\pm \pi$). For the case of $g=2.0$, $J=2.0$, a crossover from the band in the upper panel of Fig. 1 to that in the lower panel occurs at a critical value of off-diagonal coupling $\phi_c=1.48$, for which we observe zero curvature of the polaron energy dispersion at $K=0$. This critical value $\phi_c=1.48$ is the same for both the Toyozawa Ansatz and the GL Ansatz under consideration here.

Previous studies have shown that there exist two regions of discontinuity where two solutions to the self-consistency equations are found depending on the manner in which these points are approached in the aforementioned iterative procedure. The two competing solutions represent two different forms of exciton-phonon correlations; one is of the small-polaron type, and the other, of the large-polaron type. As one solution becomes more energetically favorable than the other, properties reflecting the exciton-phonon correlations in the trial state such as the polaronic effective mass will undergo a discontinuous jump, which coincides with the self-trapping transition. It is therefore very helpful to use a phase diagram to illustrate the polaron self-trapping transition in a three-dimensional parameter space spanned by the transfer integral $J$, the diagonal exciton-phonon coupling $g$, and off-diagonal exciton-phonon coupling $\phi$. Such a phase diagram associated with the polaron self-trapping near the zone center in the three-dimensional space labeled by $(g, \phi, J)$ is shown in Fig. 2.

The ax-shaped region enveloped by solid (dashed) lines in Fig. 2 represents the zone-center self-trapping for the GL (Toyozawa) Ansatz. As is afforded by its greater flexibility, the self-trapping region for the GL Ansatz has a much-reduced volume compared with that for the Toyozawa Ansatz. Within the ax-shaped region bordered by solid (dashed) lines in Fig. 2, two sets of convergent solutions are found to coexist near the zone center for the self-consistency equations that govern the variational procedure of the GL (Toyozawa) Ansatz. One set of solutions can be interpreted as a small-polaron state, and the other, a large-polaron state. Outside the self-trapping region for each Ansatz, only one unique set of solutions can be obtained for the self-consistency equations near zone center. This self-trapping region divides the $(g, \phi, J)$ space into two distinct portions. For a given set of diagonal and off-diagonal exciton-phonon coupling, the self-consistent solutions are usually “large-polaron-like” for large values of $J$ and are “small-polaron-like” for small values of $J$. For small $J$ values, the structural transition of the optimized exciton-phonon complex from small-polaron correlations to large-polaron ones can be smooth and encounter no pockets of double converging solutions.

One would expect the principal feature of such a phase diagram to be a boundary line separating a small-polaron region from a large-polaron region that is associated with the common notion of a more-or-less sharp self-trapping transition. In reality, we have encountered ax-shaped (or in the case of a two-dimensional phase diagram, wedge-shaped) regions both here and in our earlier models. The discontinuities encountered in both the Toyozawa Ansatz and the GL Ansatz are primarily and perhaps entirely artifacts introduced by the insufficiency in complexity of the variational Ansätze. Although the self-trapping transition is expected to be smooth on formal grounds, it is commonplace for approximate treatments such as ours to encounter discontinuities where polaron structure changes in too complex a fashion to be represented accurately within the scope of the computational method. From this viewpoint, the GL Ansatz is not an exception, but it has its merit that it gives a much smaller self-trapping region relative to the Toyozawa Ansatz. From the Toyozawa Ansatz to the GL Ansatz, the incremental refinement of the variational states results in shrinkage of the fraction of the parameter space exhibiting self-trapping-related discontinuities; moreover, this shrinkage is accompanied by a shift of the onset of discontinuities to more extreme parameter values. Were the form

$$\Psi(K) = N^{-1/2} \sum_n \sum_{\alpha} \sum_{\alpha'} c_n^K \psi_n^K \alpha \alpha' \delta_{\alpha_1, \alpha_2} \exp \left[ - \sum_{n_2} \left( \gamma_{n_2, n_n} n b_n^{\dagger} - \text{H.c.} \right) \right] |0\rangle$$

of delocalized Davydov’s D1 Ansatz [cf. Eq. (18)] solved for the generalized Holstein Hamiltonian with both diagonal and
continuum plays an important role in determining the structure of the exciton-phonon entity and energies of the ground-state polaron band, and it follows that the width of the polaron band should be always less than the frequency of the optical phonon $\omega$ at any finite exciton-phonon coupling. The substantial reduction in the polaron band widths as one goes from the Toyozawa Ansatz to the present GL Ansatz, as demonstrated in Fig. 1(a), ensures that such expectations on the polaron band widths are more likely met in the GL Ansatz. The second set of phonon displacements, $\beta^k_n$, is numerically found to be roughly one-tenth in size compared with the first set, $\alpha^k_n$. However, it is this tiny Jastrow-type component of the phonon displacements in the present variational wave function that is responsible for significant reductions in the calculated ground-state energies.

For the case of $g=2.0$, $J=2.0$, and $\phi=0.5$, real and imaginary parts of the site-space phonon displacements $\alpha^k_n$ (i.e., Fourier transformations of $\alpha^k_n$) are displayed in Figs. 3(c) and 3(e), respectively. Again, it is obvious that the phonon displacements at the zone boundary are significantly larger than those near the zone center. The imaginary parts of $\alpha^k_n$ are negligible compared with its real counterparts, and $\text{Re}(\alpha^k_n)$, approximately symmetric with respect to $n=0$, are found only one or two sites from the location of the exciton due to strong diagonal exciton-phonon coupling and moderate transfer integral for this case. Real and imaginary parts of the site-space phonon displacements $\beta^k_n$ (i.e., Fourier transformations of $\beta^k_n$) are displayed in Figs. 3(d) and 3(f), respectively. Similar to the imaginary parts of $\alpha^k_n$, $\text{Im}(\beta^k_n)$ are negligible compared with their real counterparts (about one-tenth as large as $\text{Re}(\beta^k_n)$). The distinction between the two types of phonon displacements is limited crucially by the spread of the exciton amplitude $\psi^k_n$, and the two displacements would become redundant if the exciton amplitude is completely localized to one single site. For this intermediate-coupling case, the Jastrow-type phonon displacements $\beta^k_n$ are on average only one-tenth of $\alpha^k_n$. Real and imaginary parts of the site-space exciton amplitudes $\psi^k_n$ (i.e., Fourier transformations of $\psi^k_n$) are displayed in Figs. 3(g) and 3(h), respectively. The real-space exciton amplitudes $\psi^k_n$ are predominantly real, and the imaginary components are two orders of magnitude smaller than the real counterparts. The spread of $\text{Re}(\psi^k_n)$ extends over three sites, visibly larger than that of $\text{Re}(\alpha^k_n)$.

Figure 3 shows the variational parameters that minimize the polaron energy band for the case of $g=2.0$, $J=2.0$, and $\phi=0.5$, for which the energy band has been displayed in the upper panel of Fig. 1. The momentum-space representations of phonon displacements $\alpha^k_n$ and $\beta^k_n$ are displayed in Figs. 3(a) and 3(b), respectively. Both sets of the optimized phonon displacements, $\alpha^k_n$ and $\beta^k_n$, are found to be real in the momentum space. In fact, re-examination of the self-consistency equations shows that the system remains self-consistent for strictly real $\alpha^k_n$ and $\beta^k_n$, leading us to conclude that the optimal phonon displacements in the momentum space are real.

The polaron band at the zone boundary experiences more phonon displacements than at the zone center, which is reflected by the visibly larger values of $\alpha^k_n$ at $K=\pi$ in Fig. 3(a). This is due to stronger level repulsion from the one-phonon continuum at the zone boundary. The one-phonon continuum plays an important role in determining the structure of the exciton-phonon entity and energies of the ground-
imaginary parts of the site-space phonon displacement $a^K_n$ (i.e., Fourier transformations of $\alpha^K_q$) are displayed in Figs. 4(c) and 4(e), respectively. The imaginary parts of $a^K_n$ are negligible compared with their real counterparts. As shown in Fig. 4(c), $\text{Re}(a^K_n)$ are restricted almost entirely to the site of the exciton ($n=0$) thanks to a combined effect of strong diagonal and off-diagonal exciton-phonon coupling for this case. Very small leakage of $\text{Re}(a^K_n)$ is found on sites $n = \pm 1$ beyond. Real and imaginary parts of the site-space phonon displacements $\beta^K_n$ (i.e., Fourier transformations of $\beta^K_q$) are displayed in Figs. 4(d) and 4(f), respectively. Similar to $a^K_n$, the Jastrow-type phonon displacements $\beta^K_n$ are found to have negligible imaginary parts. $\text{Re}(\beta^K_n)$ may appear more delocalized due to their tiny magnitudes, but the spread of $\text{Re}(\beta^K_n)$ is mostly on sites $n=0, \pm 1, \pm 2$. Real and imaginary parts of the site-space exciton amplitudes $\psi^K_n$ (i.e., Fourier transformations of $\psi^K_q$) are displayed in Figs. 4(g) and 4(h), respectively. As expected, strong exciton-phonon coupling limits the spread of the exciton amplitudes, and $\text{Re}(\psi^K_n)$ has only nonzero values at $n=0, \pm 1$. Due to the asymmetry of the off-diagonal coupling and the simultaneous presence of diagonal and off-diagonal coupling, $\text{Re}(\psi^K_n)$ is visibly asymmetric with respect to site $n=0$.

VI. CONCLUSIONS

In this paper we have revisited the classic polaron problem incorporating simultaneous diagonal and off-diagonal exciton-phonon coupling as formulated by the generalized Holstein Hamiltonian equation [Eq. (7)]. Our method of choice is the GL Ansatz. Arguably, the most accurate variational wave function available to date to describe the ground state of the Holstein polaron, the GL Ansatz has been shown to produce variational energies that match those from some of the most computationally intensive methods. However, the GL Ansatz, with its added Jastrow-type exciton-phonon correlations, was previously implemented only for diagonal exciton-phonon coupling. In this work, the GL Ansatz has been expanded to treat the full effects of off-diagonal coupling. The work carried out here is a direct extension of our numerical implementation of the Toyozawa Ansatz to off-diagonal exciton coupling more than a decade ago.

For the first time, a phase diagram in a three-dimensional space spanned by electronic tunneling, diagonal coupling, and off-diagonal coupling has been mapped out for the self-trapping transition near the zone center for the two Ansatz under discussion, namely, the Toyozawa Ansatz and the GL Ansatz. The ax-shaped region in the three-dimensional phase diagram where two convergent solutions to the self-consistency equations coexist is much reduced in volume for the GL Ansatz (as compared with the Toyozawa Ansatz). Significant lowering of the ground state energy by the GL Ansatz in comparison with the Toyozawa Ansatz in all parameter regimes demonstrates that the former is quantitatively superior. To some degree, the GL Ansatz also helps to circumvent the difficulty for the Toyozawa Ansatz to approximate phonon number states at weak exciton-phonon coupling by using simple linear superpositions of phonon coherent states.

There are a few remaining tasks on the horizon in our pursuit of hierarchical trial states of increasing sophistication to achieve a better, more precise description of the ground-state properties of the Holstein Hamiltonian. Despite its success, the GL Ansatz still has room for improvements, and more sophisticated trial states, such as the one constructed from the Davydov’s “D1” Ansatz [cf. Eq. (47)], are now being developed. There are several issues that those better trials states can help to resolve with more certainty. For example, as aforementioned, there is well-known difficulty to achieve iteration convergence for weak exciton-phonon coupling (diagonal or off-diagonal) because coherent states are not good at representing phonon number states associated with the weak-coupling regime. With the GL Ansatz doing better than the Toyozawa Ansatz, we hope more sophisticated trial states will make further improvements. In the presence of off-diagonal coupling, a second polaron self-trapping transition may occur at the zone boundary. This zone-boundary self-trapping transition is not well resolved with the present Ansatz. It is our hope that a better variational Ansatz will reveal the structure of the transition clearly. By allowing some of the variational parameters to have a time dependence, those trial states can also be used to study polaron dynamics using the Dirac–Frenkel formulation of the
time-dependent variational principle,\(^{29,30}\) a powerful technique to obtain accurate dynamics of quantum systems for which exact solutions are elusive. Previously, time evolution of the zero-crystal-momentum Merrifield Ansatz has been formulated.\(^{15}\) Progress has recently been made on the dynamics of the Davydov’s “D2” Ansatz,\(^{31}\) a localized wave function from which the Toyozawa Ansatz was constructed by a projection technique. The Dirac–Frenkel variational principle is now being implemented to other trial states to reveal the full quantum dynamics of the Holstein polaron.
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