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Abstract

Sparsity of signals in the frequency domain is widely used for blind source separation (BSS) when the number of sources is more than the number of mixtures (underdetermined BSS). In this paper we propose a simple algorithm for detection of points in the Time-Frequency (TF) plane of the instantaneous mixtures where only single source contributions occur. Samples at these points in the TF plane can be used for the mixing matrix estimation. The proposed algorithm identifies the single-source-points (SSPs) by comparing the absolute directions of the real and imaginary parts of the Fourier transform coefficient vectors of the mixed signals. Finally, the SSPs so obtained are clustered using the hierarchical clustering algorithm for the estimation of the mixing matrix. The proposed idea for the SSP identification is simpler than the previously reported algorithms.
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1 Introduction

Blind source separation is the process of separating the original signals from their mixtures without any knowledge about the mixing process or the signals. Many algorithms have been proposed for both instantaneous and convolutive BSS [1,2]. In the case where the number of sources are less than or equal to the number of mixtures, independent component analysis (ICA) method is the most popularly used. However in practical situations the number of sources may be more than the number of mixed signals, and cases like this are called underdetermined BSS. In this paper we address the problem of estimation of mixing matrix for the separation of sources from their instantaneous underdetermined mixtures. The instantaneous mixing process can be mathematically expressed as:

\[
x(t) = As(t)
\]

(1)

where \(x(t) = [x_1(t), \ldots, x_P(t)]^T\) are the \(P\) mixed signals, \(A\) is the mixing matrix of order \(P \times Q\) with \(a_{pq}\) as its \((p, q)\)th element, \(s(t) = [s_1(t), \ldots, s_Q(t)]^T\) are the \(Q\) sources, \(t\) is the time instant and \(T\) is the transpose operator.

Generally the algorithms for underdetermined case are suitable for determined and overdetermined cases also. This is also true for the proposed algorithm in this paper. When mixing is underdetermined, the performance of the ICA methods are poor and instead sparse component analysis (SCA) is used. In SCA, sparsity of the signals is utilized to separate the signals from their mixed signals. A signal is said to be sparse in the temporal domain, if the signal
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amplitude is zero during most of the time period. However, in practice the
natural signals like speech are not very sparse in the time domain. In [3],
P.Bofill, et al. show that signals like speech are more sparse in the frequency
domain than in the time domain and hence if we transform the time domain
signal into the frequency domain, the sparsity can be utilized to separate the
signals from their mixtures.

The idea of BSS based on TF representation was first reported by Belouchrani
and Amin in [4]. The algorithm is for the separation of nonstationary sources
in the overdetermined case (number of observations > number of sources)
based on joint-diagonalization of a set of Spatial Time Frequency Distribu-
tions (STFDs) of the whitened observations at selected TF locations. The
algorithm is further extended in [5] to make it suitable for underdetermined
cases also, under the assumption that the sources are W-disjoint orthogonal in
the TF domain. The idea have been further extended in [6] and [7]. In [8], the
algorithm proposed in [4] is extended for the case of stochastic sources and a
criterion is proposed for the selection of the points in the TF plane where the
spatial matrices should be jointly diagonalized.

By utilizing sparsity in the TF domain, many algorithms have been proposed
for blind source separation of underdetermined mixtures [2,3,5–20]. In [19] the
fact that, at SSPs, the direction of the modulus of the mixture vectors in the
TF domain will be the same as those of the column vectors of the mixing ma-
trix is utilized to develop an algorithm called searching-and-averaging-based
method, which relaxes the degree of sparsity needed. Searching-and-averaging-
based algorithm for time domain signals is also proposed by the same authors
in [20], where for the estimation of the mixing matrix, the algorithm removes
the samples which are not in the same or inverse direction of the columns of
the mixing matrix.

In [14], it is assumed that the signals are W-disjoint orthogonal in the TF plane, i.e., only one source will occur in each TF window, which is quite restrictive. Later, it is shown that approximate W-disjoint orthogonality is sufficient to separate most speech signals and an algorithm called *Degenerate Unmixing Estimation Technique* (DUET) is proposed in [15]. Aïssa-El-Bey, et al. [6] relax the disjoint orthogonality constraint but assume that at any time the number of active sources in the TF plane is strictly less than the number of mixtures. Hence, when the number of sensors are two, the condition in [6] is exactly the same as W-disjoint orthogonality condition. The algorithm proposed in [11] also assumes that the maximum number of active sources at any instant is less than the number of mixtures. In [16,13], these constrains are again relaxed with the only requirement that each source occurs alone in a tiny set of adjacent TF windows while several sources may co-exist everywhere else in the TF plane. This method can therefore be used even when the sources overlap in most of the areas in the TF plane. The algorithm proposed in [16] is based on the complex ratio of the mixtures in the TF domain and it is called the *Time Frequency Ratio Of Mixtures* (TIFROM) method. In the TF domain if only one source occurs in several adjacent windows, then the complex ratio of the mixtures in those windows will remain constant and it will take different values only if more than one source occur. Hence identifying the area where this ratio remains constant is equivalent to identifying the SSPs. The constant complex ratios of the mixtures at the SSPs are called canceling coefficients and these canceling coefficients can be used for the estimation of the sources from their mixtures. The TIFROM algorithm is further improved in [21].

One of the problems with the TIFROM method is its performance degradation
because of the inconsistent estimation of the mixing system. This inconsistency is due to the fact that the TIFROM algorithm uses a series of minimum variances of the ratios of the mixed signals in the TF domain taken over the selected windows for the estimation of the column vectors of the mixing matrix. The absolute values of these variances monotonically increase with the increase in the mean of the corresponding ratios or the corresponding columns of the mixing matrix. Since the TIFROM algorithm looks for the mean corresponding to the minimum variance, in cases where the column matrix and hence the ratios and the corresponding variances are high, the algorithm will end up with a wrong result as it will take the mean of the ratios corresponding to a smaller variance as the column of the mixing matrix. This problem is solved in [17] by normalizing the variances. Even though the normalization of the variances created uniformity, if the TF windows used for estimating one of the column of the mixing matrix is sparser than the TF windows used for estimating another column of the mixing matrix, the variance corresponding to first case will be less than that of the second case [17]. This difference in variance may lead to mixing matrix estimation error, and to solve this problem an algorithm based on k-means clustering is proposed in [17].

The restriction of the TIFROM algorithm, i.e., the requirement of single-source-zone, is further relaxed in [18] where it requires only two adjacent points in the same frequency bin with single source contributions for the estimation of the SSPs. In [18], the fact that at SSPs the mixture vectors in the TF domain will be proportional in magnitude to one of the columns of the mixing matrix is used, i.e., \(|X(t, k)| \sim a_j |S_j(t, k)|\). Hence if we plot the scatter diagram using the magnitude of the observed data in the TF domain, it will have a clear orientation towards the directions of the column vectors of the mixing
matrix if the sources are sufficiently sparse. In situation where the sources are not sufficiently sparse, the orientation of the scatter diagram will not be very clear. Under such situations, the estimation of the directions of the columns of the mixing vectors will be difficult. Now, at points \((t, k)\) and \((t + 1, k)\) in the TF plane of the mixtures, if more than one source component are present, the direction of the mixture vectors \(X(t, k)\) and \(X(t + 1, k)\) will be the same only if the amplitudes of all the sources remain the same at both the points \((t, k)\) and \((t + 1, k)\), i.e., at two consecutive time frames. Since this condition is very unlikely to happen, the mixture vectors \(X(t, k)\) and \(X(t + 1, k)\), \(\forall t\), which keeps the directions the same can be considered as SSPs. Utilizing this fact, in [18] the points which satisfy the above condition, i.e.,

\[
\angle |X(t, k)| - \angle |X(t + 1, k)| < \theta_{th} \tag{2}
\]

where \(\angle z\) represents the angle of the vector \(z\) and \(\theta_{th}\) is the threshold angle, are selected as the SSPs. Then histogram method is applied to the estimated SSPs for the estimation of the mixing matrix.

In [12], a two stage approach consisting of mixing matrix estimation followed by source estimation is proposed. The restriction of the necessary condition for TIFROM algorithm, i.e., the requirement of some adjacent TF regions where only one of the sources occurs, is relaxed in [12]. The mixing matrix estimation procedure proposed in [12] is an extension of the DUET [15] and TIFROM [16] methods; it is based on the ratios of the TF transforms of the mixtures. From the transformation ratio matrix so obtained, several submatrices each of which has identical columns are detected and these columns will correspond to the points where only one of the sources occurs in the transformation ratio
It can be seen that the main objective in all these algorithms is the detection of the points in the TF domain where only one source occurs at a time. In this paper we propose a simple algorithm to identify these points and use them for the estimation of the mixing matrix using the hierarchical clustering algorithm which is well known because of its versatility [22]. The proposed algorithm can be used for the mixtures where the sources are overlapped in the TF plane, except for some points. Unlike in [16] and [18], these SSPs need not to be adjacent points in the TF domain and the proposed algorithm is simpler than that in [12], which requires many tuning parameters and a long procedure. Since the algorithms proposed in [16,12] can be directly used for source estimation, either from the identified SSPs [16] or the estimated mixing matrix [16,12], we are not repeating the same and our focus in this paper is on SSP identification and the mixing matrix estimation only.

The paper is structured as follows. The proposed algorithm is derived in Section 2; in Section 3, some experimental results are given and finally conclusions are drawn in Section 4.

2 Proposed method

2.1 Single-source-point identification

The instantaneous mixing model in (1) can be expressed in the TF domain using short time Fourier transform (STFT) as:
\[ \mathbf{X}(t, k) = \mathbf{A} \mathbf{S}(t, k) \]

\[ = \sum_{q=1}^{Q} \mathbf{a}_q \mathbf{S}_q(t, k) \tag{3} \]

where \( \mathbf{X}(t, k) = [X_1(t, k), \ldots, X_P(t, k)]^T \) and \( \mathbf{S}(t, k) = [S_1(t, k), \ldots, S_Q(t, k)]^T \) are respectively the STFT coefficients of the mixtures and sources in the \( k^{th} \) frequency bin at time frame \( t \) and \( \mathbf{a}_q = [a_{1q}, \ldots, a_{Pq}]^T \) is the \( q^{th} \) column of the mixing matrix \( \mathbf{A} \). For ease of explanation, assume that there are only two sources, i.e., \( Q = 2 \), and number of mixtures is \( P \). Now at any point in the TF plane, say \((t_1, k_1)\), if the source component from only one of the sources, say that of \( s_1 \), is present, i.e., \( S_1(t_1, k_1) \neq 0 \) and \( S_2(t_1, k_1) = 0 \). Then, equation (3) can be written as:

\[ \mathbf{X}(t_1, k_1) = \mathbf{a}_1 \mathbf{S}_1(t_1, k_1) \tag{4} \]

Equating real and imaginary parts of (4), we will get

\[ R\{\mathbf{X}(t_1, k_1)\} = \mathbf{a}_1 R\{\mathbf{S}_1(t_1, k_1)\} \tag{5} \]

\[ I\{\mathbf{X}(t_1, k_1)\} = \mathbf{a}_1 I\{\mathbf{S}_1(t_1, k_1)\} \tag{6} \]

where \( R\{x\} \) and \( I\{x\} \) respectively represent the real and imaginary part of \( x \).

From (5) and (6) it can be seen that the absolute direction of \( R\{\mathbf{X}(t_1, k_1)\} \) and \( I\{\mathbf{X}(t_1, k_1)\} \) are the same, which is same as that of \( \mathbf{a}_1 \). Similarly at another point, say \((t_2, k_2)\), if only the contribution from source \( s_2 \) is present, i.e., \( S_1(t_2, k_2) = 0 \) and \( S_2(t_2, k_2) \neq 0 \), then from (3) we can write
\[ R \{ X(t_2, k_2) \} = a_2 R \{ S_2(t_2, k_2) \} \tag{7} \]

\[ I \{ X(t_2, k_2) \} = a_2 I \{ S_2(t_2, k_2) \} \tag{8} \]

Hence at \((t_2, k_2)\) the absolute direction of \(R \{ X(t_2, k_2) \}\) and \(I \{ X(t_2, k_2) \}\) are the same which is same as that of \(a_2\). Now consider another point \((t_3, k_3)\) where the contributions from both the sources are present. Then at \((t_3, k_3)\), the directions of \(R \{ X(t_3, k_3) \}\) and \(I \{ X(t_3, k_3) \}\) will be

\[ R \{ X(t_3, k_3) \} = a_1 R \{ S_1(t_3, k_3) \} + a_2 R \{ S_2(t_3, k_3) \} \tag{9} \]

\[ I \{ X(t_3, k_3) \} = a_1 I \{ S_1(t_3, k_3) \} + a_2 I \{ S_2(t_3, k_3) \} \tag{10} \]

Form (9) and (10) it can be seen that the absolute direction of \(R \{ X(t_3, k_3) \}\) will be the same as that of \(I \{ X(t_3, k_3) \}\) only if

\[ \frac{R \{ S_1(t_3, k_3) \}}{I \{ S_1(t_3, k_3) \}} = \frac{R \{ S_2(t_3, k_3) \}}{I \{ S_2(t_3, k_3) \}} \tag{11} \]

However, in practice, the probability to satisfy the above condition is very low. This fact is experimentally shown in Fig.1, where the mean of the percentage of the points in the TF plane which are below the absolute value of difference between the ratios, i.e., \[ \left| \frac{R \{ S_1(t,k) \}}{I \{ S_1(t,k) \}} - \frac{R \{ S_2(t,k) \}}{I \{ S_2(t,k) \}} \right| \], calculated for 15 pairs of randomly selected speech utterances of length 10 s each is shown. For example, from Fig.1, there is only 0.3\% of the total multi-source-points (MSPs) (i.e., the point in the TF plane of the mixture where more than one source occur) in the TF plane with difference between the ratios of less than 0.01, i.e., \[ \left| \frac{R \{ S_1(t,k) \}}{I \{ S_1(t,k) \}} - \frac{R \{ S_2(t,k) \}}{I \{ S_2(t,k) \}} \right| < 0.01 \]. It can also be seen from Fig.1 that the probability to satisfy the condition in (11) is almost zero. Hence we can say that,
in practice, a point, \((t, k)\), in the TF plane of the mixture will be a SSP if the absolute direction of \(R\{X(t, k)\}\) is the same as that of \(I\{X(t, k)\}\); otherwise, it will be a MSP.

For a general case of \(P\) mixtures and \(Q\) sources, at a MSP \((t, k)\), the real and imaginary parts of \(X(t, k)\) can be written as:

\[
R\{X(t, k)\} = \sum_{q=1}^{Q} a_q R\{S_q(t, k)\} \quad (12)
\]

\[
I\{X(t, k)\} = \sum_{q=1}^{Q} a_q I\{S_q(t, k)\} \quad (13)
\]

Now, the angle between (12) and (13) is given by;
\[
\theta = \cos^{-1}\left( \frac{R\{X(t,k)\}^T I\{X(t,k)\}}{\sqrt{R\{X(t,k)\}^T R\{X(t,k)\}} \sqrt{I\{X(t,k)\}^T I\{X(t,k)\}}} \right)
\]

\[
= \cos^{-1}\left( \frac{\sum_{p=1}^{P} \left( \sum_{q=1}^{Q} a_{pq} R\{S_q(t,k)\} \right)^2}{\sum_{p=1}^{P} \left( \sum_{q=1}^{Q} a_{pq} I\{S_q(t,k)\} \right)^2} \right)
\]

(14)

In the above equation, \( \theta \) will become 0° or 180° if

\[
\frac{R\{S_1(t,k)\}}{I\{S_1(t,k)\}} = \cdots = \frac{R\{S_q(t,k)\}}{I\{S_q(t,k)\}} = \cdots = \frac{R\{S_Q(t,k)\}}{I\{S_Q(t,k)\}}
\]

(15)

Hence, for the absolute directions of \( R\{X(t,k)\} \) and \( I\{X(t,k)\} \) to be the same, at any point \((t, k)\) in the TF plane, either the point must be a SSP or the ratios between the real and imaginary parts of the Fourier transform coefficients of all the signals at that points must be the same. However, as shown previously, the probability for the second case is extremely low and this probability will decrease as the number of sources increases. Hence we can conclude that SSPs in the TF plane are the points where the absolute direction of \( R\{X(t,k)\} \) is the same as that of \( I\{X(t,k)\} \).

The probability of getting SSPs where the amplitudes of all the source contributions except one are exactly equal to zero is very low in a practical situation. Hence, we relax the condition for SSP as the point in the TF plane where the component of one of the sources is significantly higher than that of the remaining sources. As a result, the point in the TF plane where the difference between the absolute directions of \( R\{X(t,k)\} \) and \( I\{X(t,k)\} \) is less than \( \Delta \theta \) is taken as SSP, i.e., SSPs are the points in the TF plane where the following condition is satisfied:
Table 1
Algorithm for the detection of the single-source-points

Step 1: Convert $x$ in the time domain to the TF domain to get $X$.

Step 2: Check the condition in (16).

Step 3: If the condition in (16) is satisfied, then $X(t, k)$ is a sample at
the SSP, which we keep for mixing matrix estimation;
otherwise, discard the point.

Step 4: Repeat Steps 2 to 3 for all the points in the TF plane
or until sufficient number of SSPs are obtained.

$$\left| \frac{R \{ X(t, k) \}^T I \{ X(t, k) \}}{\| R \{ X(t, k) \} \| \| I \{ X(t, k) \} \|} \right| > \cos (\Delta \theta)$$

(16)

where $|·|$ represent the absolute value and $||y|| = \sqrt{y^Ty}$. Samples at these
SSPs are used for the clustering algorithm in Section 2.2. The algorithm to
locate the SSPs in the TF plane is summarized in Table.1.

2.2 Mixing matrix estimation

After identifying the SSPs in the TF plane, the next stage is the estimation
of the mixing matrix. Here we are using the hierarchical clustering technique
[22,23] for the estimation of mixing matrix. We are not claiming that this is
the best algorithm to cluster the samples as other algorithms can also be used
[7]. Readers are also referred to [23] and the references therein for a detailed
review on clustering algorithms. The main contribution of this paper is the
efficient algorithm proposed in Section.2.1 for the detection of SSPs. The real
and imaginary parts of $X(t, k)$ at the SSPs in the TF plane are stacked into
an array, $\tilde{X}$, and this array is used as the input for clustering. It can be seen
that either the real or imaginary parts of the sample vectors at the SSPs are
sufficient for clustering as the absolute direction of $R \{X(t, k)\}$ and $I \{X(t, k)\}$
are the same, except for a difference of maximum $\Delta \theta$. See Section 3 for more explanation.

For hierarchical clustering, we used $1 - |\cos(\theta)|$ as the distance measure, where $\cos(\theta) = \frac{\tilde{X}_m^T \tilde{X}_n}{(||\tilde{X}_m|| ||\tilde{X}_n||)}$ is the cosine of the angle between $m^{th}$ and $n^{th}$ sample vectors (column vectors) $\tilde{X}_m$ and $\tilde{X}_n$ respectively in $\tilde{X}$. This clustering is illustrated with a simple example in Fig.2, where the scatter diagram of the data and its dendrogram are shown. To get a clear idea about the clustering algorithm used, Matlab code (only up to the hierarchical tree generation) is also provided in Table.2. In hierarchical clustering, data are partitioned into different clusters by cutting the dendrogram at suitable distance, as shown in Fig.2. If the data contains outliers, the selection of the distance and hence the selection of the number of clusters is important. For example in Fig.2, if we divide the dendrogram into two clusters, we will have one point (point 15), which is the outlier, in one cluster and the remaining will be in the second cluster. In this particular case we must form three clusters and discard the cluster with the least number of samples so that the outlier will be removed. Automatic selection of the number of clusters without any knowledge about the data is difficult. Hence, here we assume that out of the valid clusters (if there are $Q$ sources, there must be $Q$ valid clusters), the cluster with the minimum number of samples will contain at least 5% of the average number of samples in the remaining valid clusters. We also assume that the maximum number of outliers is less than 5% of the total number of samples in the valid clusters. Hence in the algorithm for cutting the dendrogram to form clusters, we will first cut the dendrogram at a suitable height to form $Q$ clusters and if

\footnote{It may be noted that there are some advanced techniques for the automatic estimation of the number of sources, e.g.,[7]}
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Fig. 2. Hierarchical clustering (a) scatter diagram (b) dendrogram

Table 2
Matlab code for clustering algorithm

\[
Y = \text{pdist}(X\text{tilde}, \text{\'cosine\}') ;
\]
\[
Y = 1-\text{abs}(1-Y);
\]
\[
Z = \text{linkage}(Y, \text{\'average\}') ;
\]
\[
T = \text{cluster}(Z, \text{\'maxclust\',C});
\]

the clusters do not satisfy the above conditions, the dendrogram will be cut at another height to form \(Q + 1\) clusters. This process is repeated until the above condition is satisfied or when the maximum number of clusters is equal to two times the number of sources. In our experiments the total number of clusters never exceeded \(2Q\).

Since \(\tilde{X}\) contains only the samples at SSPs, the scatter plot will have a clear orientation towards the directions of the column vectors in the mixing matrix, as shown in Fig.3, and hence the points in \(\tilde{X}\) will cluster into \(Q\) groups.

After clustering, the column vectors of the mixing matrix are determined by calculating the centroid of each cluster. The points lying in the left hand side
of the vertical axis in the scatter diagram (for two mixture case) are mapped
to the right hand side (by changing their sign) before calculating the centroid;
otherwise, very small value or zero will result.

The mixing matrix estimation error can be further reduced by removing the
points which are away from the mean direction of the cluster. Here we remove
all the points which are away from the mean direction of the cluster by \( \epsilon \sigma_{\phi_q} \),
where \( \epsilon \) is a constant and \( \sigma_{\phi_q} \) is the standard deviation of the directions of
the samples in the \( q^{th} \) cluster. In other words, \( i^{th} \) sample in the \( q^{th} \) cluster is
removed if \( |\phi_q(i) - \mu_{\phi_q}| > \epsilon \sigma_{\phi_q} \), where \( \phi_q(i) \) is the absolute direction of the \( i^{th} \)
sample in the \( q^{th} \) cluster and \( \mu_{\phi_q} \) is the mean of the absolute direction of the
samples in the \( q^{th} \) cluster. This is illustrated in Fig.3.

3 Experimental Results

In all the experiments in this paper, except for the cluster diagram and in
Section 3.1, average performance of 100 randomly selected combinations, from
a set of 11 speech utterances, which are not sparse in the time domain, are used.
The other experimental conditions are: sampling frequency 16 kHz, STFT size
1024, Hanning window as the weighting function and \( \epsilon = 0.5 \).

To show that the proposed algorithm is effective in identifying the SSPs and
hence in estimating the mixing matrix, six speech utterances are mixed using
the mixing matrix \( A = \begin{bmatrix} 0.0872 & 0.3420 & 0.7071 & 0.9848 & 0.8660 & 0.5000 \\ 0.9962 & -0.1307 & -0.7071 & -0.1736 & 0.5000 & 0.8660 \end{bmatrix} \). The scatter
diagram in Fig.3 clearly shows the effectiveness of the proposed method for
selecting the SSPs, which are in the direction of the column vectors of the
mixing matrix, and rejecting the other points. The mixing matrix estimation
Fig. 3. Scatter diagram of the mixtures taking samples from 40 frequency bins; $P = 2$; $Q = 6$; and $\Delta \theta = 0.8^\circ$ (a) all the DFT coefficients (b) samples at SSPs obtained by comparing the directions of $R\{X(t,k)\}$ with that of $I\{X(t,k)\}$ (c) samples at SSPs obtained after elimination of the outliers.
error obtained is:

\[
\mathbf{A} - \hat{\mathbf{A}} = \begin{bmatrix}
-0.0020 & 0.0049 & 0.0032 & -0.0005 & 0.0007 & 0.0056 \\
0.0002 & 0.0018 & 0.0032 & -0.0029 & -0.0012 & -0.0032 \\
\end{bmatrix}
\]

where \(\hat{\mathbf{A}}\) is the estimated mixing matrix, which corresponds to -47.61dB normalized mean square error (NMSE). The NMSE in dB is defined as:

\[
\text{NMSE} = 10 \log_{10} \left( \frac{\sum_{p,q} (\hat{a}_{pq} - a_{pq})^2}{\sum_{p,q} (a_{pq})^2} \right)
\]

where \(\hat{a}_{pq}\) is the \((p, q)\)th element of the estimated matrix \(\hat{\mathbf{A}}\). Since the number of samples to be used for clustering and estimation of the mixing matrix is significantly reduced, the computational time and memory requirement for the clustering algorithm are also reduced. For hierarchical clustering the computational complexity is \(O(N^2)\), where \(N\) is the number of samples to be clustered [23]. Generally, in the TF domain, the number of samples having very small values dominates and these samples can be removed without much impact on the mixing matrix estimation error. In all our experiments, except where it is mentioned, samples in the TF domain having magnitude below 0.25 (i.e., \(\| R\{\mathbf{X}(t, k)\} \| < 0.25 \)) are removed.

The advantage of elimination of the outliers from the samples at SSPs estimated by comparing the absolute direction of \(R\{\mathbf{X}(t, k)\}\) and \(I\{\mathbf{X}(t, k)\}\) is illustrated in Fig.4, where the mixing matrix is \(\mathbf{A}\) whose \(q^{th}\) column vector is \([\cos(\theta_q), \sin(\theta_q)]^T\), with \(\theta_q = \left( \frac{-\pi}{2} + \frac{(q-1)\pi}{6} \right)\) and \(q = 1, 2, \cdots, 6\). In Fig.4, the mixing matrix estimation error when the initial samples at SSPs obtained by comparing the absolute direction of \(R\{\mathbf{X}(t, k)\}\) and \(I\{\mathbf{X}(t, k)\}\) is shown by dotted lines and that obtained after eliminating the outliers as explained in
Fig. 4. NMSE on mixing matrix estimation before (dotted lines) and after (solid lines) elimination of the outliers from the initial estimated samples at SSPs for various values of $\Delta \theta$; $P = 2$ and $Q = 6$.

Fig. 5. NMSE on mixing matrix estimation before and after re-clustering the outlier-free samples for various values of $\Delta \theta$; $P = 2$ and $Q = 6$. 
Fig. 6. Comparison of mixing matrix estimation error when samples at SSPs from $R\{X(t, k)\}$ alone is used with that when samples at SSPs from both $R\{X(t, k)\}$ and $I\{X(t, k)\}$ are used, for various values of $\Delta \theta$; $P = 2$ and $Q = 6$. 

In Fig. 5, the mixing matrix estimation error obtained by recalculating the centroid of the clusters after eliminating the outliers is compared with that obtained by re-clustering the outlier free samples. It can be seen from the figure that there is no advantage in re-clustering samples after eliminating the outliers. Since the SSPs are identified by comparing the absolute direction of $R\{X(t, k)\}$ with that of $I\{X(t, k)\}$, at SSPs the maximum difference in direction between the two vectors will be only $\Delta \theta$. Hence there will not be much difference in performance even if we use $R\{X(t, k)\}$ or $I\{X(t, k)\}$ alone instead of both. This is illustrated in Fig. 6 where the variation of mixing matrix estimation error for different values of $\Delta \theta$, when $R\{X(t, k)\}$ alone (solid lines) and $R\{X(t, k)\}$ together with $I\{X(t, k)\}$ (dotted lines) are used as the data for clustering, as a function of total number of frequency bins.
Fig. 7. Scatter diagram of the mixtures taking samples from 40 frequency bins; 
P = 3; Q = 6; and Δθ = 0.8° (a) all the DFT coefficients (b) samples at SSPs after 
elimination of the outliers.

In all the experiments in this paper the frequency bins corresponding to one 
mixture, \( x_1 \), were sorted in the descending order of their variance and the 
order of the frequency bins of other mixtures were modified according to that 
of \( x_1 \) before starting the SSP detection. This is because most of the energy will 
be concentrated in nearly 10% of the frequency bins [10] and by sorting, the 
unnecessary computation in the frequency bins where the energy is low can 
be avoided. From Figs.4, 5, 6 and 8, it is clear that with a properly selected 
Δθ, only 2 to 4% of the frequency bins are sufficient to obtain an accurate 
estimate of the mixing matrix. When the number of sources are fewer, the first 
few bins will be sufficient to obtain an accurate estimate of the mixing matrix 
because the number of SSPs will increase as the number of sources decreases 
[6].
Fig. 8. Comparison of NMSE on estimation of the mixing matrix using all the DFT coefficients in the TF plane with that using the estimated SSPs; $P = 3; Q = 6; \text{and } \Delta \theta = 0.8^\circ$.

For the case when $P = 3, Q = 6$ and a randomly selected mixing matrix

\[
A = \begin{bmatrix}
0.6330 & 0.7650 & 0.0612 & -0.7455 & -0.1988 & -0.6284 \\
0.5179 & -0.2892 & -0.8156 & 0.3364 & -0.8156 & -0.5201 \\
0.5754 & 0.6843 & 0.5621 & 0.4994 & -0.7589 & -0.5804
\end{bmatrix}
\]

is illustrated in Fig. 7 and the performance is shown in Fig. 8. In Fig. 8 the error in mixing matrix estimation obtained when all the samples in $R\{X\}$ are used is also shown, where the same procedure described in Section 2.2 is used for the mixing matrix estimation.
3.1 Comparison with other algorithms

3.1.1 Determined case

Here we compare the performance of the proposed algorithm with several classical algorithms, using the ICALAB Ver 3 toolbox available at [24]. The references for the algorithms are available in Help included in the toolbox. In this experiment the separation performance of each of the algorithm is obtained for five pairs of speech utterances each of length 10 s, and for each pair, the performance is obtained for 100 randomly selected $2 \times 2$ mixing matrices. The mean Signal to Interference Ratios (SIR) in dB, so obtained, for the different algorithms are shown in Fig.9. From the figure, it can be seen that the proposed algorithm outperforms the other classical algorithms.
3.1.2 Underdetermined case

In this experiment we compare the proposed algorithm with one of the recently reported algorithms. The algorithm presented in [12], is an extension of the DUET and TIFROM algorithms. Unlike the DUET method, for [12] the spectra of the sources can overlap in the TF domain, i.e., the W-disjoint orthogonality condition need not be met. Furthermore, unlike the TIFROM algorithm, the ‘single source region’ is also not needed. This is true for the proposed algorithm also. Hence we compare the proposed algorithm with that reported in [12]. Here we conducted 12 experiments (3-sensor, 4-sensor and 5-sensor cases each for 4 to 7 sources) as shown in Fig.10. Each experiment is repeated with 100 different randomly generated mixing matrices and the mean NMSEs so obtained are shown in Fig.10. From the figure, it can be seen that the proposed algorithm outperforms that in [12] in all the cases.
Both the algorithms are implemented in the STFT domain and the number of frequency bins used for both the algorithms are the same. To decide the number of frequency bins to be used, for each experiment, the number of frequency bins is increased until the proposed algorithm detects a minimum of 1000 SSPs.

For the proposed algorithm, the magnitude of the real part of the mixture vectors at any point \((t,k)\) which are less than 5% of the maximum magnitude of all the vectors in the TF plane, i.e., the points with \(\|R\{X(t,k)\}\| < 0.05 \max(\|R\{X\}\|)\), are discarded.

In the algorithm used for comparison, to cluster the column vectors in \(E\) (please refer [12]) according to their directions, the hierarchical clustering algorithm proposed in this paper is used. The other parameters used are the same as that used in [12], i.e., \(M0 = 400\), \(J1 = 100\) and \(J2 = 100\) (please refer [12] for more details). In cases where the algorithm fails to identify sufficient number of sub-matrices, \(M0\), \(J1\) and \(J2\) are divided by two to obtain their new values and the experiment is repeated using the new values.

## 4 Conclusion

In this paper we have derived a simple and effective algorithm for single-source-point identification in the TF plane of the mixture signals for the estimation of mixing matrix in underdetermined blind source separation. The algorithm can be used for the mixtures where the spectra of the sources overlap and the single-source-points occur only at a small number of locations. The proposed algorithm does not have any restriction on the number of sources and mix-
tures and the single-source-points need not be in adjacent locations in the TF plane. Since only the samples at single-source-points are used for the clustering algorithm for the estimation of the mixing matrix, the estimation error, computation time and memory requirement are reduced as compared to using all the samples in the TF plane.

References


