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ABSTRACT

In wireless communication, multiple receive-antennas are used with orthogonal frequency division multiplexing (OFDM) to improve the system capacity and performance. The discrete Fourier transform (DFT) plays an important part in such a system since the DFTs are required to be performed for the output of all those antennas separately. This paper presents area-time efficient systolic structures for one-dimensional (1-D) and two-dimensional (2-D) DFTs of general lengths. A low-complexity recursive algorithm based on Clenshaw’s recurrence relation is formulated for the computation of 1-D DFT. The proposed algorithm is used further to derive a linear systolic array for the DFT. The concurrency of computation has been enhanced and complexity is minimized by the proposed algorithm where an \( N \)–point DFT is computed via four inner-products of real-valued data of length \( \approx (N/2) \). The proposed 1-D structure offers significantly lower latency, twice the throughput, and involves nearly the same area-time complexity of the corresponding existing structures. The proposed algorithm for 1-D DFT is extended further to obtain a 2-D systolic structure for the 2-D DFT without involving any transposition operation.
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1. INTRODUCTION

The discrete Fourier transform (DFT) has been widely used for the frequency-domain analysis and design of signals and systems in digital signal processing (DSP), image processing communication applications [1]. For example, in wireless communications, the use of multiple receive antennas with orthogonal frequency division multiplexing (OFDM) significantly improves the system capacity and performance [2]. Multi-carrier software defined radio (SDR) implementation of OFDM receiver is gaining popularity because it facilitates the creation of an adaptive OFDM transceiver system capable of
dynamically changing system parameters in order to maximize the channel capacity and
minimize the power consumption. But, the complexity of such combination of multiple
receive antennas with OFDM is very large because multiple discrete Fourier transforms
(DFTs), (one for each receive antenna), are required to take full advantage of the space
diversity. Even though DFT can be implemented using the fast Fourier transform (FFT),
its complexity is still a major concern for the receiver implementation [3]. Besides, the
processing of \( N \) communication channels requires the computation of \( N \)-point DFT, and
FFT cannot be used if \( N \) is not a power of two [4]. Furthermore, a large number of DFT
blocks demands more power, larger chip area and longer processing time for the signal
processing. This is a disadvantage for power critical, size constrained and high-speed
applications such as those in mobile wireless communications.

Several algorithms are, therefore, suggested by various researchers [5–7] for efficient
computation of the DFT in general-purpose machines. The algorithms suggested for
programmable-computers are, however, not well suited for very large-scale integration
(VLSI) due to their global communication requirement. Moreover, fast computation of
the DFT to meet the requirement of real-time applications is considered as a challenging
task, and many algorithms and architectures are, thus, suggested for efficient
implementation of the DFT in dedicated VLSI [8–11]. Amongst the existing VLSI
systems, systolic architectures have been extensively popular owing not only to the
simplicity of their design using repetitive identical processing elements (PE) having
regular and local interconnections; but also for their potential of using high level of
pipelining in small chip-area with low power consumption [12]. Efforts have, therefore,
been made for efficient systolization of one-dimensional (1-D) and two-dimensional (2-
D) DFT [13–27].

The radix-2 FFT-based systolic-like structures [13] have time-complexity \( O(N) \) and
involve \( O(\log_2 N) \) multiply-accumulators along with \( O(N + \log_2 N) \) delay elements for \( N \)-
point transform, but they can be used only for transform-lengths \( N = 2^p \). The radix-4 FFT-
based structure of [14] offers still lower hardware-complexity over the radix-2 structures,
but can be used for power-of-4 transform-lengths only. Besides, the FFT-based structures
do not have the advantages of systolic designs due to lack of simplicity, uniformity and
regularity of structure. Prime-factor approach [15–18] using linear systolic arrays offers
attractive solutions with hardware- and time-complexity \( O(N^{1/2}) \) for composite transform-
length \( N = N_1 \times N_2 \), where \( N_1 \) and \( N_2 \) are relatively prime and \( N_1 \approx N_2 \). The structures of
[18–21] also offer reduced-hardware and high-throughput solutions by decomposition of
the computation for implementation in linear systolic arrays for DFT of smaller
transform-lengths. It is, therefore, important to reduce the hardware- and time-
complexities of the linear systolic arrays for computing the DFT so as to use them as
optimal building blocks for the structures based on various decomposition schemes.
Several different linear systolic arrays are also reported in the literature [22–29] which
differ mainly in terms of their area-complexity, time-complexity and I/O requirement.

Power-of-2 transform-length is not a natural choice of the applications. For example,
the DFT filter bank is employed for extracting individual radio channels from the
wideband input signal in a digital wireless communication receiver. The signal in this
case is split into $M$ uniform-bandwidth subbands by the DFT filter bank, where $M$-point DFTs are required to be computed, $M$ being not a power-of-two number very often. For implementing DFT through FFT algorithm, $M$-point input is padded with zeros to derive input of power-of-2 lengths. Similarly, in many applications, power-of-2 and power-of-4 lengths are chosen because most algorithms for software implementation are based on radix-2, radix-4 or split-radix decomposition. When the transform-length is constrained to be power-of-2 or power-of-4, the choice becomes very much limited particularly for large transform-lengths. As example, if we decide on power-of-2 lengths, then we cannot have a length in between 128 and 256, or between 256 and 512 or between 512 and 1024. The difference between two consecutive allowed lengths increases exponentially. But, we can design efficient hardware even if the transform-length is not a power-of-2 so that the system designer would have flexibility to choose the transform-length according to the natural choice of the applications on hand. An efficient algorithm and systolic design based on a low-complexity convolutional formulation is presented in [29] for computation of 1-D DFT, where transform-length is restricted to be even multiple of prime. Recently, we have proposed some novel and area-time efficient systolic designs for 1-D and 2-D DFT of general lengths [30–32]. In this paper, we extend those work further to derive novel reduced-complexity recursive formulation and fully-pipelined systolic architectures for 1-D and 2-D DFT of general transform-lengths.

Two-dimensional DFT is traditionally computed by a 3-stage approach. $N$ number of $N$-point 1-D DFT of the columns of the input array are computed in the first stage to obtain an intermediate matrix to calculate the 2-D DFT of an array of size ($N \times N$). The intermediate matrix is transposed in the second stage; and in the third stage, $N$ number of $N$-point 1-D DFT of the columns of the transposed intermediate matrix are computed to obtain the desired 2-D DFT. The transposition operation involved in stage-two, is quite unattractive for VLSI. Not only it requires considerable hardware, but also introduces significant delay because it is not possible to perform the computation of stage-three unless the blocks of desired input are generated by the transposition unit. Lim and Swartzlander [17] have proposed a 2-D array for computing 2-D DFT by a two-stage approach without involving any transposition. The key idea used there is to combine two different types of semi-systolic arrays in an orthogonal way to process the two stages of computation in mutually orthogonal directions instead of using transposition of the intermediate matrix. The rows of the input, as well as, the multiplying coefficients to be used in the second stage are fed to this computing structure in an interleaved manner. Therefore, it involves additional controls for the interleaving, and additional memory for storing the coefficients. Besides, it requires $2N$ cycles to compute a complete set of 2-D DFT of size $(N \times N)$, and consequently it cannot support arrival rate of an input array of size $(N \times N)$ in less than $2N$ cycles. A different transposition-free architecture is suggested in [28] for high-throughput computation of the 2-D DFT in a fully-pipelined systolic VLSI, with flexible choice of implementation using either CORDIC circuits or memory-based multiplication units or hardwired-multiplier. In this paper, we aim at presenting a systolic design for transposition-free flexible computation of 2-D DFT like that of [28] with lower area-time complexity than the latter. Each of the proposed design performs multiplications with fixed constants, such that they can be implemented by any of the constant multiplication methods or hardwired multiplier like that of [28].
The rest of the paper is organized as follows. The derivation of proposed reduced-complexity algorithm and subsequent recursive formulation for 1-D DFT are discussed in Section 2. Proposed linear array structure for 1-D transform is described in Section 3. Section 4 deals with the development of low-complexity algorithm for 2-D DFT. The proposed structure for 2-D DFT is described in Section 5. Hardware- and time-complexities of the structures are discussed and compared with those of the existing structures in Section 6. Conclusions and scope for future work are presented in Section 7.

2. FORMULATION OF PROPOSED ALGORITHM FOR ONE-DIMENSIONAL DFT

We derive here a reduced-complexity algorithm for computation of 1-D DFT, and obtain an efficient recursive formulation based on Clenshaw’s recurrence relation [33] for the computation of the matrix-vector products by a systolic hardware.

2.1 Formulation of a Low-Complexity Algorithm for 1-D DFT

The DFT of a sequence \( \{x(n)\} \) for \( 0 \leq n \leq N - 1 \) is defined as

\[
X(k) = \sum_{n=0}^{N-1} x(n) \left[ \cos \frac{2\pi kn}{N} - j \sin \frac{2\pi kn}{N} \right]. \tag{1}
\]
for \( k = 0, 1, ..., N - 1 \).

Supposing \( N \) to be an even number, the DFT of Eq. 1 can be expressed by two summation terms as given by the following equations.

\[
X(k) = A(k) + B(k) \tag{2a}
\]

where

\[
A(k) = \sum_{n=0}^{M-1} a(n) \left[ \cos \frac{\pi k(2n + 1)}{M} - j \sin \frac{\pi k(2n + 1)}{M} \right] \tag{2b}
\]

\[
B(k) = \sum_{n=0}^{M-1} b(n) \left[ \cos \frac{2\pi kn}{M} - j \sin \frac{2\pi kn}{M} \right]. \tag{2c}
\]

for \( M = N/2 \), \( a(n) = x(2n + 1) \) and \( b(n) = x(2n) \), for \( n = 0, 1, ..., M - 1 \), and for \( k = 0, 1, ..., N - 1 \). (Note that we can also have a decomposition similar to Eq. 2 for odd values of \( N \), where the upper limit of summation index would be different.)
$A(k)$ and $B(k)$ in Eqs. 2b and 2c, respectively, can be broken into even components, $A_e(k)$ and $B_e(k)$; and odd components $A_o(k)$ and $B_o(k)$ as follows.

\[ A(k) = A_e(k) - j A_o(k) \]  
\[ B(k) = B_e(k) - j B_o(k) , \]

where

\[ A_e(k) = \sum_{n=0}^{M-1} a(n) \left[ \cos \frac{\pi k (2n + 1)}{M} \right] \]  
\[ A_o(k) = \sum_{n=0}^{M-1} a(n) \left[ \sin \frac{\pi k (2n + 1)}{M} \right] \]  
\[ B_e(k) = \sum_{n=0}^{M-1} b(n) \left[ \cos \frac{2\pi kn}{M} \right] \]  
\[ B_o(k) = \sum_{n=0}^{M-1} b(n) \left[ \sin \frac{2\pi kn}{M} \right] , \]

for $k = 0, 1,\ldots,N-1$.

Using symmetry properties of sine and cosine functions, from Eqs.3c–3f, it can be found that

\[ A_e(M-k) = -A_e(k) \]  
\[ A_o(M-k) = A_o(k) \]  
\[ B_e(M-k) = B_e(k) \]  
\[ B_o(M-k) = -B_o(k) , \]

for $k = 1, 2,\ldots,K$, where $K = M/2 - 1$, and

\[ A_e(N-k) = A_e(k) \]  
\[ A_o(N-k) = -A_o(k) \]  
\[ B_e(N-k) = B_e(k) \]  
\[ B_o(N-k) = -B_o(k) , \]

for $k = 1, 2,\ldots,M-1$. 
For $k = 0, M/2, M$ and $3M/2$, directly from Eq. 2, one can find that

$$X(0) = \sum_{n=0}^{M-1} a(n) + \sum_{n=0}^{M-1} b(n)$$

(5a)

$$X(M/2) = \sum_{n=0}^{M-1} (-1)^n b(n) - j \sum_{n=0}^{M-1} (-1)^n a(n)$$

(5b)

$$X(M) = \sum_{n=0}^{M-1} b(n) - \sum_{n=0}^{M-1} a(n)$$

(5c)

$$X(3M/2) = \sum_{n=0}^{M-1} (-1)^n b(n) + j \sum_{n=0}^{M-1} (-1)^n a(n).$$

(5d)

Using Eqs. 2, 3 and 4a–4d, rest of the first half of the DFT components can be obtained as

$$X(k) = (A_e(k) + B_e(k)) - j(A_o(k) + B_o(k))$$

(6a)

$$X(M-k) = (B_e(k) - A_e(k)) - j(A_o(k) - B_o(k)),$$

(6b)

for $k = 1, 2, \ldots, K$.

Similarly, using Eqs. 4e-4h, rest of the second half of the DFT components can also be obtained as

$$X(N-k) = (A_e(k) + B_e(k)) + j(A_o(k) + B_o(k))$$

(7a)

$$X(M+k) = (B_e(k) - A_e(k)) + j(A_o(k) - B_o(k)).$$

(7b)

for $k = 1, 2, \ldots, K$.

An $N$-point DFT may thus be computed from $A_e(k), A_o(k), B_e(k)$ and $B_o(k)$ for $k = 1, 2, \ldots, (N/4) - 1$ of Eq. 3, along with $X(0), X(M/2), X(M)$ and $X(3M/2)$ of Eq. 5. $N$–point 1-D DFT can, therefore, be computed from four matrix-vector products, where each matrix is of size $K \times M$ of real-valued data and each vector is of length $M$ of complex-valued data, which involves nearly $N^2$ real-valued multiplications and additions. A straight-forward implementation of $N$-point DFT would, however, involve $N^2$ complex-multiplications and nearly the same number of complex-additions.
2.2 Recursive Formulation for 1-D DFT

Let us consider a sum-of-products given by

\[ S(k) = \sum_{n=L}^{H} C_n \cdot F_n(k) \quad (8) \]

where \( L \) and \( H \) are nonnegative integers, and for some functions \( \alpha(n, k) \) and \( \beta(n, k) \), \( F_n(k) \) obeys the recurrence relation:

\[ F_{n+1}(k) = \alpha(n, k) \cdot F_n(k) + \beta(n, k) \cdot F_{n-1}(k). \quad (9) \]

Using Clenshaw’s recurrence formula [33], \( S(k) \) can be recursively computed by

\[ S(k) = C_H \cdot F_H(k) \]
\[ -\beta(H, k) \cdot F_{H-1}(k) \phi^k_{H-1} - F_H \phi^k_{H-2} \quad (10) \]

where \( \phi^k_n \) can be determined by the following recursive expression

\[ \phi^k_n = \frac{1}{\beta(n+1, k)} \left[ \phi^k_{n-2} - \alpha(n, k) \cdot \phi^k_{n-1} - C_n \right]. \quad (11) \]

for \( L \leq n \leq H \) and \( \phi^k_{L-1} = \phi^k_{L-2} = \ldots = 0. \)

Substituting \( H \) for \( n \) in Eq. 11, one can find

\[ C_H = \phi^k_{H-2} - \alpha(H, k) \cdot \phi^k_{H-1} - \beta(H + 1, k) \cdot \phi^k_H. \quad (12) \]

Replacing the \( C_H \) in Eq. 10 by that of Eq. 12, one can have

\[ S(k) = -\beta(H+1, k) \cdot F_H(k) \cdot \phi^k_H - F_{H+1}(k) \cdot \phi^k_{H-1}. \quad (13) \]

The sum-of-products of the form given by Eq. 8, can be computed according to Eq. 13 through \((H - L + 1)\) recursions of Eq. 11, which can be used for efficient computation of the four matrix-vector-products to find \( A_e(k), A_o(k), B_e(k) \) and \( B_o(k) \) for \( k=1, 2, ..., (N/4)−1 \) of Eqs.3c–3d.

2.2.1 Computation of \( A_e(k) \) for \( k = 1, 2, ..., K \)

To obtain a recurrence relation for computation of \( A_e(k) \), we can compare Eq. 3c with Eq. 8 and find

\[ C_n = a(n) \quad (14a) \]
and

\[ F_n(k) = \cos \left[ \frac{1}{2} (2n + 1) \theta_k \right] \text{ for } \theta_k = \left[ \frac{2\pi k}{M} \right] \] (14b)

where, \( F_n(k) \) can be found to satisfy a recurrence relation

\[ F_{n+1}(k) = 2 \cos(\theta_k) \cdot F_n(k) - F_{n-1}(k). \] (14c)

Comparing Eq. 14c with Eq. 9, we can have \( \alpha(n, k) = 2 \cos(\theta_k) \) and \( \beta(n, k) = -1 \). Using these values of \( \alpha(n, k) \) and \( \beta(n, k) \), Eqs. 11 and 13 can, respectively, be written as

\[ S(k) = F_H(k) \cdot \phi_H^k - F_{H+1}(k) \cdot \phi_{H-1}^k, \] (15)

for

\[ \phi_n^k = 2 \cos(\theta_k) \cdot \phi_{n-1}^k - \phi_{n-2}^k + a(n). \] (16)

Using the value \( F_o(k) \) of Eq. 14b, for \( H = M - 1 \) and \( S(k) = A_o(k) \), Eq. 15 can be written as

\[ A_o(k) = \cos \frac{\pi k}{M} \left( \phi_{M-1}^k - \phi_{M-2}^k \right). \] (17)

### 2.2.2 Computation of \( A_o(k) \), \( B_e(k) \) and \( B_o(k) \) for \( k = 1, 2, ..., K \)

To obtain a recursive formulation for computation of \( A_o(k) \), similarly, we can compare Eq. 3d with Eq. 8, and find \( C_n = a(n), F_n(k) = \sin \left[ \frac{1}{2} (2n + 1) \theta_k \right], \) for \( \theta_k = \left[ \frac{2\pi k}{M} \right] \). It can also be found that \( F_o(k) \) satisfies the recurrence relations of Eqs.14c and 16. Substituting the value of \( F_o(k) \) on Eq. 15, for \( H = M - 1 \) and \( S(k) = A_o(k) \), one can have

\[ A_o(k) = -\sin \frac{\pi k}{M} \left( \phi_{M-1}^k + \phi_{M-2}^k \right). \] (18)

Similarly, one can also obtain \( B_e(k) \) and \( B_o(k) \), of Eqs.3e and 3f, respectively, as

\[ B_e(k) = \cos \frac{2\pi k}{M} \cdot \phi_{M-1}^k - \phi_{M-2}^k \] (19)

and

\[ B_o(k) = -\sin \frac{2\pi k}{M} \cdot \phi_{M-1}^k \] (20)
where
\[ \phi^k_n = 2\cos(\theta_k) \cdot \phi^k_{n-1} - \phi^k_{n-2} + b(n). \] (21)

From Eqs.17 and 18, it can be noticed that both \( A_e(k) \) and \( A_o(k) \) can be computed from the same values of \( \phi^k_{M-1} \) and \( \phi^k_{M-2} \) for \( 1 \leq k \leq K \). Similarly, from Eqs.19 and 20, it can be seen that \( B_e(k) \) can be obtained from the values of \( \phi^k_{M-1} \) and \( \phi^k_{M-2} \) for \( 1 \leq k \leq K \), and the same values of \( \phi^k_{M-1} \) can be used to compute \( B_o(k) \). The core computation involved in an \( N \)-point DFT thus gets reduced to computation of \( (\phi^k_{M-1}, \phi^k_{M-2}) \) for \( 1 \leq k \leq K \) through \( M-1 \) number of recursions of Eqs. 16 and 21, respectively.

### 3. PROPOSED STRUCTURE FOR ONE-DIMENSIONAL DFT

The dependence graph (DG) for the computation of \( (\phi^k_{M-1}, \phi^k_{M-2}) \) for \( 1 \leq k \leq K \) is shown in Fig. 1a and that of \( (\phi^k_{M-1}, \phi^k_{M-2}) \) is shown in Fig. 1b. As shown in the figures, each of these DGs consists of \( KM \) number of nodes arranged in \( M \) rows and \( K \) columns. Function of the nodes of the DGs is depicted in Fig. 1c. Each of the nodes performs a multiplication of the first vertical input with a fixed constant, subtracts the second vertical input from the product value, and finally adds its left input with the result of subtraction to deliver the first vertical output. The first vertical input is transferred to the node below as the second vertical output. The left input is propagated across a row of nodes without modifications.

Since, both the DGs are identical in structure and function, they can be merged together and can be projected along \([0 1]^T\) with a default schedule [9] to obtain a linear systolic array consisting of \( K = (N/4 - 1) \) PEs, shown in Fig. 2a as part of the proposed structure for 1-D DFT. The function of the PEs are depicted in Fig. 2b. Each PE performs a pair of multiplications of its complex-valued input with a real-valued multiplying coefficient followed by two pairs of complex-additions during a cycle period to implement a pair of recursions of Eqs.16 and 21. The duration of cycle period of a PE depends on the number of multipliers and adders provided to the PEs. If each PE is provided with four multipliers and four adders then the duration of a cycle period would be \( T_1 = (T_M + T_A) \), where \( T_M \) and \( T_A \) are the times required to perform a multiplication and an addition, respectively. Instead of that, if each PE is provided with two multipliers and two adders, then the duration of a cycle period would be \( T_2 = 2(T_M + T_A) \). The input samples are propagated across the PEs of the systolic array and finally fed to an adder cell [shown in Fig. 2c]. During every cycle period, the adder cell performs four additions to compute \( X(0), X(M/2), X(M) \) and \( X(3M/2) \) according to Eq. 5. To obtain the DFT components, it is required to compute \( A_e(k), A_o(k), B_e(k) \) and \( B_o(k) \) for \( k = 1, 2, ..., K \) according to Eqs.17–20 followed by the additions of Eqs.6 and 7. The output cell of the structure (Fig. 2d) performs those operations accordingly to find the 1-D DFT components. An array of \( (K-1) \) latch cells is used to flush out the intermediate results \( \phi^k_M, \phi^k_{M-1}, \phi^k_M, \phi^k_{M-1} \) to be processed finally in the output cell. Function of the latch cells is depicted in Fig. 1e. The output from the adder cell and the first four output from the output cell are obtained \( (3N/4 - 1) \) cycles after the first pair of input values enter the structure at the left most PE. The
proposed structure receives a set of $N$ input samples in every $N/2$ cycles and produces $N$ DFT components in every $N/2$ cycles.

### 4. ALGORITHM FORMULATION FOR 2-D DFT

The 2-D DFT of an array $[x(m, n)]$ of size $(N \times N)$ is defined as

$$X(k, l) = \sum_{m=0}^{N-1} \sum_{n=0}^{N-1} W_N^{km} \cdot W_N^{ln} \cdot x(m, n) \quad (22)$$

for $k, m, l, n = 0, 1, ..., N - 1$, where

$$W_N^{ab} = e^{-j2\pi ab / N} \quad (23)$$

The 2-D DFT of Eq. 22 can be decomposed into two stages of computation as

$$X(k, l) = \sum_{m=0}^{N-1} W_N^{km} \cdot V(m, l), \quad 0 \leq k, l \leq N - 1 \quad (24)$$

where

$$V(m, l) = \sum_{n=0}^{N-1} W_N^{ln} \cdot x(m, n), \quad 0 \leq m, l \leq N - 1. \quad (25)$$

The 2-D DFT of size $(N \times N)$, given by Eqs.24 and 25, can be computed in the following two stages:

**Stage-1** Compute $N$-point 1-D DFT of each row of the input matrix to obtain the intermediate matrix $[V(m, l)]$ of size $(N \times N)$.

**Stage-2** Compute $N$-point 1-D DFT of each row of the transposed form of intermediate matrix $[V(m, l)]$ to find the desired 2-D DFT coefficients.

To avoid the transposition operation, the intermediate matrix should be made available to the structure in column-wise manner for the computation of stage-two. Keeping this in view, we derive here a low-complexity formulation for concurrent computation of stage-one, which would perform the row-DFT processing to generate the columns of intermediate output, such that the DFTs of those columns of intermediate output can be implemented efficiently, without further transposition, by the 1-D DFT modules derived in Sections 2 and 3.

The 1-D DFT of the rows of input matrix given by Eq. 25 may also be expressed as:
\[
V(m, l) = (x(m, 0) + (-1)^l x(m, M)) \\
+ \sum_{n=1}^{M-1} \left( W_N^{in} \cdot x(m, n) + W_N^{-in} \cdot x(m, N - n) \right)
\]

(26a)

and

\[
V(m, N-l) = (x(m, 0) + (-1)^l x(m, M)) \\
+ \sum_{n=1}^{M-1} \left( W_N^{-in} \cdot x(m, n) + W_N^{in} \cdot x(m, N - n) \right),
\]

(26b)

for \( l = 1, \ldots, M-1, \)

\[
V(m, 0) = (x(m, 0) + x(m, M)) \\
+ \sum_{n=1}^{M-1} \left( x(m, n) + x(m, N - n) \right)
\]

(26c)

and

\[
V(m, M) = (x(m, 0) + x(m, M)) \\
+ \sum_{n=1}^{M-1} (-1)^n \left( x(m, n) + x(n, N - n) \right)
\]

(26d)

where \( m = 0, 1, \ldots, N - 1. \) \( N \) and \( M \) are assumed to be even numbers, but it would also be possible to suitably modify Eq. 26 for odd values of \( N \) and \( M. \)

Using complex conjugate behaviour of the kernel coefficients, from Eqs.26a and 26b, we can have

\[
V(m, l) = (x(m, 0) + (-1)^l x(m, M)) \\
+ \left( V_1(m, l) - V_2(m, l) \right) \\
+ j \left( V_3(m, l) + V_4(m, l) \right)
\]

(27a)
and

\[ V(m, N-l) = \left( x(m, 0) + (-1)^l x(m, M) \right) \]
\[ + \left( V_1(m, l) + V_2(m, l) \right) \]
\[ + j\left( V_3(m, l) - V_4(m, l) \right) \]  \tag{27b} \]

where

\[
V_1(m, l) = \sum_{n=1}^{M-1} \text{Re}[s(m, n)] \cdot \text{Re}\left[ W^l_N \right] \]  \tag{28a} \\
V_2(m, l) = \sum_{n=1}^{M-1} \text{Im}[d(m, n)] \cdot \text{Im}\left[ W^l_N \right] \]  \tag{28b} \\
V_3(m, l) = \sum_{n=1}^{M-1} \text{Im}[s(m, n)] \cdot \text{Re}\left[ W^l_N \right] \]  \tag{28c} \\
V_4(m, l) = \sum_{n=1}^{M-1} \text{Re}[d(m, n)] \cdot \text{Im}\left[ W^l_N \right] \]  \tag{28d} \\
s(m, n) = (x(m, n) + x(m, N-n)) \]  \tag{28e} \\
d(m, n) = (x(m, n) - x(m, N-n)), \]  \tag{28f} \\

for \( l, n = 1, ..., M-1, m = 0, 1, ..., N-1, \)

\[
V(m, 0) = (x(m, 0) + x(m, M)) + \sum_{n=1}^{M-1} s(m, n), \]  \tag{28g} \\

and

\[
V(m, M) = (x(m, 0) + x(m, M)) \]
\[ + \sum_{n=1}^{M-1} (-1)^n s(m, n), \]  \tag{28h} \]

for \( m = 0, 1, ..., N-1 \). \text{Re}[\cdot] and \text{Im}[\cdot], respectively, denote the real-part and the imaginary-part of a complex number, [\cdot].

The core computation of the stage-one can be computed according to Eqs.28a–28d through \( 4N(M-1) \) number of \((M-1)\)-point real-valued inner-products, which amounts
to nearly $N^3$ real-valued multiplications and nearly the same number of real-additions. Note that a straight-forward implementation of stage-one of 2-DFT of size $N \times N$ involves $N^3$ complex-valued multiplications and nearly the same number of complex-additions.

5. PROPOSED STRUCTURE FOR 2-D DFT

The dependence graph DG-1 for computation of $V_1(m, l)$ and $V_3(m, l)$ for $l = 1, 2, ..., M - 1$ and for a given value of $m$ is shown in Fig. 3a and the dependence graph DG-2 of $V_2(m, l)$ and $V_4(m, l)$ is shown in Fig. 3b. As shown in the figures, each of these DGs consists of $(M - 1) \times (M - 1)$ number of nodes arranged in $M - 1$ rows and equal number of columns. Function of the nodes of both the DGs is depicted in Fig. 3c. Each of the nodes performs a pair of multiplications of the real and imaginary parts of the vertical input with a fixed constant and adds the pair of input available from its left to deliver a pair of output. The vertical input is propagated across a column of nodes without modifications. Since, both the DGs are identical in structure and function, they can be merged together and each of the nodes of the merged DG can be assigned to a PE to obtain a 2-D systolic array consisting of $(M - 1) \times (M - 1)$ number of PEs arranged in $(M - 1)$ rows and equal number of columns as shown in Fig. 4a. Function of the PEs is depicted in Fig. 4b.

A pair of input values from a row of the matrices $[s(m, n)]$ and $[d(m, n)]$ are fed to the PEs on the top row of the structure such that the input to a PE is staggered by one time-step with respect to the PE on its left to maintain the data-dependency requirement. For conventional multiplier-accumulator-based implementation, each PE stores a pair of constants, and during each cycle period, it performs two pairs of real-multiplications of the real and the imaginary parts of the pair of complex-valued vertical input with its stored pair of constants. It adds the four product values with the four real-valued input available from its left and delivers four real-valued output to its right. Rows of the pair of input matrices $[s(m, n)]$ and $[d(m, n)]$ may be processed one after the next to generate four matrices $[V_1(m, l)], [V_2(m, l)], [V_3(m, l)]$ and $[V_4(m, l)]$ of size $N \times (M - 1)$.

The structure for computation of stage-1 is shown in Fig. 5. The major part of this structure is constituted by the 2-D systolic array of $(M - 1) \times (M - 1)$ PEs for computation of intermediate sub-matrices $[V_1(m, l)], [V_2(m, l)], [V_3(m, l)]$ and $[V_4(m, l)]$ (described in Fig. 4). In addition to this, the structure consists of $(M - 1)$ Adder Cell-1 (AC-1), one Adder Cell-2 (AC-2) and $(M - 1)$ Adder Cell-3 (AC-3). The functions of AC-1, AC-2 and AC-3 are depicted in Fig. 5b. During each cycle period, each of the adder-cells AC-1 receives a pair of input values from the top such that the $i$-th AC-1 receives the $i$-th and $(N - i)$-th value of the rows of input matrix $[x(m, n)]$ such that the input pair to the AC-1s are staggered by one cycle period with respect to the AC-1 on its left. AC-1 performs the add/subtract operations of Eqs.28e and 28f to generate the input values $s(m, n)$ and $d(m, n)$ to be processed by the 2-D systolic array. AC-2, similarly, receives a pair of input values $x(m, 0)$ and $x(m, M)$ from the top and performs the add/subtract operations of Eqs.28g and 28h for computing the DC components $V(m, 0)$ and middle component $V(m, M)$. Each of the adder-cells ‘AC-3’ performs the eight
additions of Eq. 27 during a cycle period in three pipelined stages. AC-2 yields a pair of components \( N/2 \) cycles after the first input arrives at the structure. Each of the \( (N/2 - 1) \) AC3s, one after the other, during each of the next \( (N/2 - 1) \) cycles start yielding a pair of output. Once the pipeline is filled in completely in the first \( (N - 1) \) cycles, the structure yields \( N \) output in every cycle.

The hardware involved in a PE and the duration of cycle period depend mostly on how the four multiplications are implemented in the PEs. If each PE is provided with four multipliers and four adders, then the duration of a cycle period will be \( T_1 = (T_A + T_M) \). The complete structure for 2-D DFT is shown in Fig. 6. It consists of the structure for the computation of stage-one followed by \( N \) number of 1-D systolic array (described in Sections 2 and 3). The output of the structure of stage-one, which is generated in column order. The each PE of the proposed structure for stage-one delivers one output per cycle period of duration \( T_1 = (T_A + T_M) \), while each of the 1-D DFT structures of stage-two takes a pair of consecutive values of an intermediate output sequence for each recursion in its PEs. The output of stage-one is thus transferred to the 1-D arrays of stage-two through a 1–2 lines multiplexer where the output line is alternated in a period of duration of \( T_1 \). To match the input-output rates of both the stages of computation, and to have full hardware utilization, each PE of the 1-D DFT arrays should have two multipliers and two adders so as to perform each recursion in a cycle period of duration \( T_2 = 2(T_A + T_M) \).

6. HARDWARE- AND TIME-COMPLEXITIES

We discuss here the hardware- and time-complexities of the proposed structures for 1-D and 2-D DFTs, and compare them with those of the existing systolic structures.

6.1 Complexity Considerations of 1-D DFT

For computation of the 1-D DFT of length \( N \), the proposed structure, in general, will contain \( (N/4 - 1) \) PEs along with an adder cell and one output cell. During each cycle period, each PE performs four real-multiplications and eight real-additions. To have a cycle period of duration \( T_1 = (T_A + T_M) \), each PE is required to have four multipliers and four adders, the adder cell is required to have eight adders, and each output cell is required to have eight multipliers and eight adders. The input samples are fed in pair to the left most PE of the structure and propagated across the array in successive cycles. The first set of output of the structure is obtained after a latency of \( (3N/4 - 1) \) cycles after the first pair of input values enter the structure at the left most PE and produces \( N \) DFT components in every \( N/2 \) cycles after the latency period. The hardware- and time-complexities of the proposed structure are estimated accordingly and listed in Table 1 along with those of the existing structures [22–25]. The orders of area-complexities of the structures are calculated here from the number of multipliers, since most area of a structure is contributed by the multipliers only. It is found that the proposed structure involves nearly the same number of multipliers and offers nearly half the average computation-time (ACT), and half the area-time complexity compared with the best of the existing structures.
6.2 Complexity Considerations of 2-D DFT

Stage-one of the proposed structure for 2-D DFT of size \((N \times N)\) involves a 2-D systolic array of \((N/2 - 1)^2\) number of PEs along with \((N/2 - 1)\) AC-1, one AC-2 and \((N/2 - 1)\) AC-3. Each PE consists of four multipliers and four adders to perform four multiplications and four additions during a cycle period \(T_1 = (T_M + T_A)\). Each AC-1 and AC-2 require four adders, while AC-3 requires eight adders. The structure of stage-one thus involves \((N - 2)^2\) multipliers and \((N^2 + 2N + 4)\) adders. Stage-two of the proposed 2-D DFT structure involves \(N\) number of 1-D DFT arrays with cycle period \(T_2 = 2(T_M + T_A)\), where each of the \((N/4 - 1)\) of its PEs is required to have two multipliers and two adders, each adder cell is required to have four adders and each output cell is required to have four multipliers and four adders. The structure of stage-two thus involves \(N(N + 4)/2\) multipliers and \(N(N + 12)/2\) adders. The first set of intermediate output are available from the structure of stage-one, \(N/2\) cycles after the first input arrives at the structure.

The pipeline is filled in completely in the first \((N - 1)\) cycles, and the structure yields \(N\) output in every cycle thereafter. The first set of output of stage-two of the structure is obtained after a latency of \((3N/4 - 1)\) cycles of duration \(T_2 = 2(T_M + T_A)\) after the first pair of input values enter stage to at the left most PE of the top-row, and produces a complete set of \(N^2\) components of 2-D DFT in every \(N/2\) cycles of duration \(T_2\) after the pipeline is filled in completely in the next \((N/2 - 1)\) cycles. The proposed 2-D structure, therefore, would have a latency of \(2(N - 2)\) cycles and average computation of time of \(N\) cycles of duration \(T_1 = (T_M + T_A)\). The hardware- and time-complexities of the proposed structure are estimated accordingly and listed in Table 2 along with those of the existing structures [22–25]. The orders of area-complexities of the structures are calculated here from the number of multipliers, since most area of a structure is contributed by the multipliers only. It is found that the proposed structure provides the same ACT, but involves nearly \((3/4)\)-th the number of multipliers and adders, involves nearly the same latency with 75% of the area-time complexity compared with the best of the corresponding existing structures.

7. CONCLUSION

A reduced-complexity recursive solution based on Clenshaw’s recurrence relation is derived for concurrent of computation of the 1-D DFT. The proposed computational algorithm is used further to obtain a simple, regular and locally connected fully pipelined linear array architecture for systolic implementation of the DFT. It is shown that the proposed structure requires nearly the same number of multipliers and adders and offers nearly twice the throughput and involves nearly half the area-time complexity as that of the best of the corresponding existing DFT structures.

A simple 2-D systolic architecture is also derived for highly concurrent pipelined implementation of the 2D-DFT. Stage-one of the proposed 2-D DFT structure performs the row DFT processing and generates the elements of the columns of intermediate matrix such that the output of stage-one is processed by 1-D DFT arrays directly to have transposition-free computation of 2-D DFT. It is found that the proposed structure
involves nearly $(3/4)$-th the number of multipliers and adders and involves nearly the same latency and the same ACT with $75\%$ of the area-time complexity compared with the best of the existing 2-D DFT structures [30]. The proposed 2-D DFT structure can also be used for computation of long-length 1-D DFT by prime-factor approach for composite transform-length $N = N_1 \times N_2$, where $N_1$ and $N_2$ are relatively prime.

Since the multiplying coefficient used by each of the PEs is fixed, the multiplications may be implemented by any of the constant multiplication method, e.g., CORDIC multiplier, ROM-based multiplier, adder-based multiplier using CSD representation or a hardwired multiplier. Unlike some of the existing structures, the proposed one can be used for the DFT of any transform-length and does not involve tag-bit control. It would, therefore, have potential scope to be used in real-time signal processing and communication applications.
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<thead>
<tr>
<th>Structures</th>
<th>Multipliers</th>
<th>Adders</th>
<th>Cycle-time</th>
<th>Latency</th>
<th>ACT</th>
<th>Area-time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Structure of [22]</td>
<td>2(N + 1) 2(N + 1)</td>
<td>2(N + 1)</td>
<td>T_M + T_A</td>
<td>(N + 1)(T_M + T_A)</td>
<td>N(T_M + T_A)</td>
<td>2N(N + 1)(T_M + T_A)</td>
</tr>
<tr>
<td>Structure of [23]</td>
<td>4(N + 1) 2(N + 1)</td>
<td>2(N + 1)</td>
<td>T_M + 2T_A</td>
<td>(N + 1)(T_M + 2T_A)</td>
<td>N(T_M + 2T_A)</td>
<td>4N(N + 1)(T_M + 2T_A)</td>
</tr>
<tr>
<td>Structure of [24]</td>
<td>2N 2N</td>
<td>T_M + T_A</td>
<td>(3N - 4)(T_M + T_A)</td>
<td>(N - 1)(T_M + T_A)</td>
<td>2N(N - 1)(T_M + T_A)</td>
<td></td>
</tr>
<tr>
<td>Structure of [25]</td>
<td>N + 2  N + 2</td>
<td>T_M + T_A</td>
<td>N(T_M + T_A)</td>
<td>N(T_M + T_A)</td>
<td>N(N + 1)(T_M + T_A)</td>
<td></td>
</tr>
<tr>
<td>Proposed</td>
<td>N + 4 N + 12</td>
<td>T_M + T_A</td>
<td>(3N/4 - 1)(T_M + T_A)</td>
<td>(N/2)(T_M + T_A)</td>
<td>(N/2)(N + 4)(T_M + T_A)</td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Structures</th>
<th>Multipliers</th>
<th>Adders</th>
<th>Latency</th>
<th>ACT</th>
<th>Area-time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Structure of [17]</td>
<td>$8N^2$</td>
<td>$4N^2$</td>
<td>$2N(T_M + 2T_A)$</td>
<td>$N(T_M + 2T_A)$</td>
<td>$(8N^2)(T_M + 2T_A)$</td>
</tr>
<tr>
<td>Structure of [28]</td>
<td>$4N^2$</td>
<td>$2N^2$</td>
<td>$2N(T_M + 2T_A)$</td>
<td>$2N(T_M + 2T_A)$</td>
<td>$(4N^2)(T_M + 2T_A)$</td>
</tr>
<tr>
<td>Structure of [30]</td>
<td>$(2N - 1)^2$</td>
<td>$2N^2 - N + 1$</td>
<td>$2N(T_M + T_A)$</td>
<td>$N(T_M + T_A)$</td>
<td>$2N(N - 1)^2(T_M + T_A)$</td>
</tr>
<tr>
<td>Proposed</td>
<td>$(3N^2/2 - 2N + 4)$</td>
<td>$3N^2/2 + 8N + 4$</td>
<td>$2(N - 2)(T_M + T_A)$</td>
<td>$N(T_M + T_A)$</td>
<td>$N(3N^2/2 - 2N + 4)(T_M + T_A)$</td>
</tr>
</tbody>
</table>
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\[
Y_{\text{out}} \leftarrow aY_{\text{lin}} - bY_{\text{lin}} + X_{\text{in}};
\]
\[
Y_{\text{2out}} \leftarrow Y_{\text{lin}};
\]
\[
X_{\text{out}} \leftarrow X_{\text{in}}.
\]
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