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\textbf{ABSTRACT}

Digital watermarking techniques have been proposed as a solution to the problem of copyright protection of multimedia data. In this paper, we propose a novel Chinese remainder theorem (CRT)-based technique for digital watermarking. The use of CRT for this purpose provides additional security along with resistance to some familiar attacks. We have shown that this technique is quite resilient to addition of the noise. We have compared performance of the proposed technique with recently reported two singular value decomposition (SVD)-based watermarking techniques and shown its superior performance in terms of tampering assessment function (TAF), computational efficiency and peak signal to noise ratio (PSNR). For example, the embedding time of the proposed CRT-based scheme is 6 and 3 times faster than the SVD-based Schemes 1 and 2, respectively. This technique can also be applied to document, audio and video contents.

\section{Introduction}

Today’s information driven economy is dominated by the tremendous growth of the Internet and explosion of day-to-day data processing with huge amount of multimedia data. Easy availability of content-editing software, mobile and compact digital devices and the Internet, make the digital lifestyle of common man quite different from that of few years ago. Digital multimedia contents, e.g., text, image, video and audio, can be easily altered, stored or transmitted to any point of the globe instantly. However, multimedia digital content owners are skeptical of putting their content on the Internet due to lack of intellectual property protection available to them. In order to address this situation, digital watermarking is indeed one of the solutions to protect the ownership of these contents. In digital watermarking techniques, some digital signature that is unique to the owner or copyright information is embedded into the host multimedia content. The signature embedded remains invisible and imperceptible and cannot be removed easily even under certain manipulations, e.g., addition of noise, compression, tampering and scaling operations. Only the authorized recipient of the digital content can extract the watermark from the watermarked content with the knowledge of some key information. In this way security, content integrity and intellectual protection can be provided to the owner. In this direction, starting from mid-1990, several researchers have reported many watermarking techniques in spatial and transform domains [1–3].

Some important properties of an effective watermarking scheme are [1–3]: (i) imperceptibility: there should not be any noticeable difference between a watermarked content and the original, (ii) robustness: the embedded watermark should be able to withstand to some extent of content manipulation. Any attempt to destroy a watermark should also void the watermarked content and (iii) trustworthiness: no other watermark other than the embedded watermark should be extracted.
from the watermarked content. This is to reduce ambiguity on the ownership of the content. Unfortunately, it is impracticable to design a technique, which features all the above mentioned qualities simultaneously. Therefore, it would be necessary to make tradeoffs on some of these qualities.

Based on the application and methods used, different types of watermarking techniques were exist.

- **Fragile/Robust watermark.** A fragile watermark authenticates images and documents. Such a scheme identifies and locates changes in the watermarked content. The robust watermark is different because it is integrated into the content and is supposed to be resistant to attacks.

- **Blind, Semi-blind, Non-blind scheme.** A blind scheme requires only a key for extraction of the watermark, where as in a semi-blind scheme, more information is required such as the watermark. Lastly, for the non-blind scheme, the host image is also needed for the extraction of the watermark.

The research in watermarking techniques covers a very wide area [1–3]. Many different techniques have been devised using cryptography and quantization-based embedding to improve security [4,5], discrete cosine transformation [6,7] to make use of properties in the frequency domain, and error control codes [8] to increase robustness. An independent component analysis-based blind watermarking technique with interesting results has been proposed in [9]. Many published schemes rely on similar principles or approaches, but they differ in their implementation methodology. Recently few singular value decomposition (SVD)-based elegant watermarking techniques have been proposed in [10–15].

In this paper, we propose a novel watermarking technique based on Chinese remainder theorem (CRT). The CRT has been used in several engineering problems, such as hierarchical access control by assigning cryptographic keys [16], secret sharing of stego-images [17], construction of quasi-cyclic codes [18], residue number systems [19] and oblivious data transfer mechanism [20]. A CRT-based watermarking scheme with preliminary results has been reported in [21]. However, there are not many applications of CRT for watermarking. The main purpose of using CRT in watermarking is its added security. For example, by selecting a set of relatively prime numbers \( \mu = \{M_1, M_2, \ldots, M_r\} \) and using CRT, a large integer \( Z \) can be represented by a set of smaller integers \( \{R_1, R_2, \ldots, R_r\} \). It is extremely difficult to get back the original integer \( Z \) without knowing \( \mu \). This fact provides additional security in this scheme. Since CRT is based on simultaneous congruences and modular arithmetic, it is computationally efficient. In addition, at the time of extraction of watermark, only a few information are needed. We have shown that the proposed technique introduces minimal distortion to the original host image, during embedding process and it can withstand the noise attack quite well. We have compared performance of the proposed scheme with the two recently reported SVD-based schemes, and shown its superior performance by conducting different attacks to the watermarked image. In this paper, we have also proposed a method to increase the watermarking capacity.

The rest of the paper is as follows. We briefly introduce the two existing SVD-based schemes in Section 2. The mathematics of CRT is introduced in Section 3. Next, the CRT-based watermarking scheme is explained in Section 4. The experimental results and performance comparison with SVD-based techniques have been included in Section 5. Finally, conclusions and discussions on this study have been made in Section 6.

## 2. Existing SVD-based watermarking schemes

In this section, we briefly discuss the two recently reported SVD-based watermarking schemes and their weaknesses. Chang et al. [14] proposed an elegant SVD-based watermarking scheme, but it has some weaknesses. Patra et al. [15] have reported an improved SVD-based scheme that has overcome the weaknesses of Chang et al.’s scheme.

### 2.1. Watermarking Scheme 1

Let \( A \) be a matrix of size \( M \times N \) representing an image. The elements of \( A \) will have values between 0 and 255, for 8-bit representation of the pixels. Using singular value decomposition the matrix \( A \) can be decomposed into three matrices as follows:

\[
A = UDV^T
\]

\[
= \begin{bmatrix}
  u_{11} & u_{12} & \ldots & u_{1M} \\
  u_{21} & u_{22} & \ldots & u_{2M} \\
  \vdots & \vdots & \ddots & \vdots \\
  u_{M1} & u_{M2} & \ldots & u_{MM}
\end{bmatrix}
\begin{bmatrix}
  \lambda_1 & 0 & 0 & \ldots & 0 \\
  0 & \lambda_2 & 0 & \ldots & 0 \\
  \vdots & \vdots & \ddots & \vdots & \vdots \\
  0 & 0 & \ldots & \lambda_M
\end{bmatrix}
\begin{bmatrix}
  v_{11} & v_{21} & \ldots & v_{N1} \\
  v_{12} & v_{22} & \ldots & v_{N2} \\
  \vdots & \vdots & \ddots & \vdots \\
  v_{1N} & v_{2N} & \ldots & v_{NN}
\end{bmatrix},
\]

where \( U(M \times M) \) and \( V(N \times N) \) represent the orthogonal matrices of \( A \), and \( D(M \times N) \) (same dimension as \( A \)) represents a diagonal matrix. The eigen-vectors of \( AA^T \) make up the columns of \( U \) and the eigen-vectors of \( A^T A \) are the columns of \( V \). The diagonal elements of \( D \) represent square root of eigen-values of either \( A^T A \) or \( A A^T \), and these are arranged in descending order, i.e., \( \lambda_1 > \lambda_2 > \lambda_3 > \ldots \). The rank of \( A \) is defined as the number of non-zero diagonal elements of \( D \).

The SVD-based watermarking scheme proposed by Chang et al. [14] uses a block-based SVD technique. The scheme is quite promising, however, the main weakness of this scheme is its reliance on the use of rank in selecting an image block.
for embedding watermark bits. This reliance causes the scheme to be less resistant to attacks, which alters the rank of the image blocks. The host image is a grey-scale image and the watermark is a binary image. First, the host image is divided into blocks of $n \times n$ pixels. A single watermark bit is embedded in a block. The blocks are chosen randomly using a pseudo-random number generator (PRNG) based on their rank. The blocks with higher ranks are selected first before those of lower ranks.

In order to embed a watermark bit in a block the following procedure is adopted. We first perform a SVD transformation on the selected block. Let $c_1$ and $c_2$ denote the second and the third elements ($u_{21}$ and $u_{31}$) of the first column of $U$ matrix, respectively. The embedding rules are as follows:

To embed a watermark bit ‘1,’ the value of $c_1 - c_2$ should be positive and its magnitude is greater than a strength factor, $s$. If this condition is not satisfied, $c_1$ and $c_2$ are modified as $c_1'$ and $c_2'$, respectively, and are given by

$$c_1' = a + s/2,$$
$$c_2' = a - s/2.$$  

(2)

where $a = (|c_1| + |c_2|)/2$.

To embed a watermark bit ‘0,’ the value of $c_1 - c_2$ should be negative and its magnitude is greater than the strength factor, $s$. If this condition is not satisfied, $c_1$ and $c_2$ are respectively modified as $c_1'$ and $c_2'$ given by

$$c_1' = a - s/2,$$
$$c_2' = a + s/2.$$  

(3)

To reconstruct the watermarked block, an inverse SVD transformation is performed on the modified $U$ matrix with the original $D$ and $V$ matrices. This watermarked block then replaces the original selected block in the host image. This embedding process is repeated until all the watermark bits have been embedded.

In this scheme, the selection of image blocks based on higher ranks would lower the distortion level of the watermarked image. However, the rank is not a reliable feature as it is not stable. The rank of the selected block could change after modifications are made to the elements $c_1$ and $c_2$. Therefore, without any tampering to the watermarked image, the extracted watermark could be corrupted due to a change in rank of the block. Fig. 1 shows the corruption of the extracted watermark due to changes in rank. In general, when the strength factor increases, the likelihood of changing of the rank of a block increases. This leads to a higher level of corruption and distortion in the watermark and watermarked image, respectively.

The initial steps of the extraction procedure are similar to that of the embedding process up to and including the selection of the coefficients $c_1$ and $c_2$. The value of $c_1 - c_2$ determines the value of the extracted watermark bit. A positive difference indicates that the watermark bit is a ‘1.’ Whereas, a negative difference would imply that a watermark bit ‘0’ is extracted.

2.2. Watermarking Scheme 2

The embedding procedure of the scheme proposed by Patra et al. [15] is an improved version of Scheme 1. The host image is divided into a number of super-blocks that is equal to the number of watermark bits. From each super-block, a sub-block is selected which is transformed via SVD to embed the watermark. Instead of embedding exclusively in the $U$ matrix, the $V$ matrix is also utilized. A counter is introduced to allow random selection of embedding the watermark bit in either $U$ or $V$ matrix to improve the security and robustness.

In addition, the coefficients ($c_1$ and $c_2$) are selected randomly from the first column of the $U$ or $V$ matrices using a PRNG. This flexibility gives an edge over the scheme proposed by Chang et al. [14], as malicious tampering cannot be targeted at the two modified coefficients due to their random selection. However, to minimize the distortion to the watermarked image, the position of $c_2$ must be consecutive to $c_1$. Experiments show that the watermarked image quality reduces as the distance between the modified coefficients is increased. The modifications of $c_1$ and $c_2$ are similar to the procedure in Scheme 1. The reconstruction of the new block, re-placement of the block into the image, and extraction procedure are also similar to that of Scheme 1.

This scheme removes the reliance on rank and also improves security by using random selection of coefficients for embedding the watermark bits. The weakness of this scheme is that the robustness of the scheme is inversely proportional

---

Fig. 1. Watermarking Scheme 1. The change in rank results in a shifted Panda in the extracted watermark: (a) original $16 \times 16$ watermark, (b) extracted $16 \times 16$ watermark, (c) difference between original and extracted watermarks.
to the watermarked image quality. A higher strength factor would increase the watermarked image to be resistant to attacks, but it also means a drop in image quality. On the other hand, too low a strength factor would reduce its robustness against attacks. Moreover, the concept of using a super-block in this case causes a sharp drop in the capacity of embedded watermark bits. It may be insufficient for a small-sized watermark to provide evidence of ownership of a document or an image.

3. Chinese remainder theorem

3.1. The CRT

The CRT can be compactly stated as follows. Let \( \mu \) be a set of \( r \) integers given by \( \mu = \{M_1, M_2, \ldots, M_r\} \), such that \( M_i \) are pair-wise relatively prime. Let a set of \( r \) simultaneous congruences is given by

\[
Z \equiv R_i \pmod{M_i},
\]

where \( R_i \) are called residues. The solution for the integer \( Z \) can be found as

\[
Z \equiv \left( \sum_{i=1}^{r} R_i \frac{M}{M_i} K_i \right) \pmod{M},
\]

where \( M = M_1 \cdot M_2 \cdots M_r \) and \( K_i \) are determined from

\[
K_i \frac{M}{M_i} \equiv 1 \pmod{M_i}.
\]

Let us take a simple example with \( r = 2 \) to illustrate CRT. Let \( M_1 = 6 \), \( M_2 = 11 \), and \( R_1 = 4 \), \( R_2 = 8 \). That is, \( Z \equiv 4 \pmod{6} \) and \( Z \equiv 8 \pmod{11} \). Compute \( M = M_1 M_2 = 66 \). \( K_1 \) and \( K_2 \) are to be determined such that (6) is satisfied. That is, \((K_1 \frac{66}{6}) \equiv 1 \pmod{6}\) and \((K_2 \frac{66}{11}) \equiv 1 \pmod{11}\). We can see that for \( K_1 = 5 \) and \( K_2 = 2 \), these two equations are satisfied. Now \( Z \) is determined as \( Z \equiv (4 \cdot \frac{66}{6} + 8 \cdot \frac{66}{11} \cdot 2) \pmod{66} = 52 \).

3.2. The inverse CRT

Given that \( \mu = \{M_1, M_2, \ldots, M_r\} \) and \( M = M_1 \cdot M_2 \cdots M_r \). The objective of the inverse CRT is to represent any integer \( Z \), \( 0 < Z \leq M - 1 \) by a set of integers \( Z = \{R_1, R_2, \ldots, R_r\} \). The \( R_i \) are obtained from the following congruences:

\[
Z \equiv R_i \pmod{M_i}.
\]

Let us take the previous example in which \( M_1 = 6 \) and \( M_2 = 11 \). Therefore, \( M = M_1 M_2 = 66 \). Let the given integer be \( Z = 52 \). Using (7), \( 52 \equiv R_1 \pmod{6} \) and \( 52 \equiv R_2 \pmod{11} \). Thus, we get \( R_1 = 4 \) and \( R_2 = 8 \). Therefore, \( Z \) can be represented as \( Z = \{4, 8\} \). For detailed discussions on CRT, one can refer to any textbook on number theory or cryptography [22,23].

4. Proposed CRT-based watermarking scheme

The embedding and extraction procedure of the proposed scheme is based on CRT technique. This scheme attempts to provide improved security and minimal distortion to the host image. In addition, it needs minimal information during extraction phase and provides robustness to some severe attacks.

4.1. Embedding procedure

The process begins by dividing the host image into equal-sized blocks based on the number of watermark bits to be embedded. For example, to embed a \( 32 \times 32 \) binary watermark (black and white) into a \( 256 \times 256 \) host image, the host image is divided into 1024 blocks each of size \( 8 \times 8 \). Therefore, there would be one watermark bit embedded in each block. After dividing the host image into blocks, consider one block at a time to embed the watermark bits. The pixel intensity of the host image is represented by 8-bits. Therefore, the pixel intensity ranges from 0 to 255 (0 and 255 represent pure black and pure white, respectively). The embedding procedure is given by the following steps:

Step 1. Select the pixel (with intensity \( X \)), to be embedded in a block, using a PRNG.
Step 2. Convert the decimal value of \( X \), which ranges from 0–255, into a binary form.
Step 3. Consider the 6 least significant bits (LSBs) of \( X \) and convert it into a decimal value \( Z \). The range of \( Z \) is 0–63.
Step 4. Consider the 2 most significant bits (MSBs) of \( X \) and convert it into a decimal value \( Y \), which can take the values 0, 64, 128 and 192.
Step 5. Select the pair-wise co-prime numbers as \( M_1 = 6 \), \( M_2 = 11 \).
Step 6. Find \( R_1 \) and \( R_2 \) for \( Z \) by applying the inverse CRT using (7).
Step 7. To embed bit ‘1,’ the required condition is given by

\[ R_1 \geq R_2. \] (8)

If (8) is not satisfied, then \( Z \) is modified using the modification procedure, as explained below, until it is satisfied.

Step 8. To embed bit ‘0,’ the required condition is:

\[ R_1 < R_2. \] (9)

If (9) is not satisfied, then \( Z \) is modified using the modification procedure, as explained below, until it is satisfied.

Step 9. After deciding on the values \( R_1 \) and \( R_2 \), using CRT (5) combine them with \( M_1 \) and \( M_2 \) to get \( Z' \).

Step 10. Combine the value of \( Y \) with \( Z' \) to get \( X' \), the new watermarked pixel value.

Step 11. Reconstruct the block with the new watermarked pixel value \( X' \).

Step 12. Repeat Steps 1–11 for all the blocks until all the watermark bits are embedded.

There were some considerations to be made for embedding a watermark bit. Firstly, we are using only the 6 LSBs and not the full 8 bits, because we do not want to modify the pixel values to a large extent, which can cause some visual distortion. Our focus in this scheme is to keep distortion minimal. Secondly, we have selected the pair-wise co-prime numbers \( M_1 \) and \( M_2 \), as 6 and 11, respectively. According to CRT, the product of the pairwise coprime numbers should be greater than the possible range of numbers under consideration, which in our case is 0–63. Another reason behind choosing 6 and 11 instead of other numbers is that the maximum possible pixel intensity, 63 is close to 66. This allows minimum distortion to the watermarked pixel.

We have mentioned that to embed bits ‘1’ and ‘0’ some conditions are to be satisfied. If these are not fulfilled, the value of \( Z \) is to be systematically modified. This is carried as follows.

1) Modification procedure to embed bit ‘1’:

First check whether the condition (8) is satisfied. If it satisfied, then there is no need to modify the value of \( Z \). Otherwise subtract 1 from \( Z \). Going back to Step 6, check whether condition (8) is satisfied. If it is satisfied then select new value of \( Z \). Otherwise, add 1 to \( Z \), continue with Step 6 and check whether (8) is satisfied. If adding or subtracting 1 does not yield the expected result, then carry on subtracting or adding 1 to \( Z \) until (8) is satisfied. Thereafter, the modified values of \( R_1 \) and \( R_2 \) are used by CRT (5) to get \( Z' \).

2) Modification procedure to embed ‘0’:

In this case, the modification procedure is the same as that of bit ‘1’ except that the condition to be checked is (9).

A flow-chart illustrating the above embedding procedure is shown in Fig. 2.

4.2. Extraction procedure

The extraction procedure is reverse of the embedding procedure. We need to know only the following information to extract the watermark from the watermarked image.

1. Watermarked image.
2. Size of the watermark.
3. Seed of the PRNG.
4. The pair-wise co-prime numbers \( M_1 \) and \( M_2 \).

With the knowledge of PRNG, the pixel of the block in which watermark is embedded is selected and its pixel value \( Z \) is found out. Thereafter, using \( M_1 \), \( M_2 \) and \( Z \), \( R_1 \) and \( R_2 \) are determined using (7). After which, a comparison is made between \( R_1 \) and \( R_2 \). If \( R_1 \geq R_2 \), bit ‘1’ would be extracted, otherwise bit ‘0’ would be extracted. These steps are repeated for every consecutive block to extract all the watermark bits.

5. Experimental results

In order to carry out the comparison between the proposed and the SVD-based techniques, few performance measures are defined below. The extent of tampering of the extracted watermark is computed using Tampered Assessment Function (TAF) [22]. Considering the size of the watermark as \( m \times n \), the TAF in percentage is defined as

\[
TAF = \frac{1}{mn} \left[ \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} w(i, j) \oplus \overline{w}(i, j) \right] \times 100,
\] (10)
where, \( w(i, j) \) and \( w(i, j) \) represent the original and extracted watermarks at position, \((i, j)\) respectively, and \( \oplus \) is an exclusive-OR operator. The acceptance level of TAF is 5% because, above this value, the extracted watermark will not be recognizable.

Peak Signal-to-Noise Ratio (PSNR) measures the quality between two images. Usually we would compare the modified signal against the original signal, i.e., in this case, the watermarked image against the original host image. The value of PSNR usually ranges from 20 dB (low quality) to 40 dB (high quality). Since the host images used for the experiments are in 8-bit grayscale format, the peak value of the image is taken to be 255. The PSNR in dB is given by

\[
PSNR = 10 \log_{10} \left[ \frac{255^2}{\frac{1}{M \cdot N} \sum_{i=0}^{M-1} \sum_{j=0}^{N-1} [A(i, j) - \bar{A}(i, j)]^2} \right],
\]

where, \( A \) represents the host image, \( \bar{A} \) represents the watermarked image and \( M \) and \( N \) represent the dimensions of the two images.

In this study we carry out performance comparison among the three schemes considering the following performance criteria:

1. Computational complexity of the embedding and extracting procedures.
2. Quality of the watermarked images.
3. Robustness of the schemes to different attacks.
4. Further increase in embedding capacity.
Fig. 3. The three host images (256 × 256): (a) Lenna, (b) Baboon, (c) Airplane, and (d) the watermark image, Panda (64 × 64).

Fig. 4. Comparison of embedding and extracting times for the three schemes: (a) embedding time, (b) extraction time.

5.1. Computational complexity

The computational time for embedding and extraction is an important performance measure, especially when the watermarking is to be carried out for online applications, e.g., video or audio broadcasting. Several experiments were conducted to evaluate performance of the proposed scheme against the two SVD-based schemes. The experiments were carried out in a laptop PC with Intel Pentium M processor, 1.70 GHz clock and 512 MB RAM. Three benchmark gray-level images of 256 × 256 pixels of Lenna, Baboon and Airplane were used as host images, as shown in Fig. 3. A black and white (binary) image of Panda was used as the watermark. Several watermark dimensions were used in the simulations, i.e., 32 × 32, 32 × 64, 64 × 64 and 128 × 64. The results are based on Lenna (host image, 256 × 256) watermarked with Panda (watermark, 32 × 32), unless otherwise stated. We have observed that the results of simulations using the other two host images (Baboon and Airplane) were similar to that of Lenna.

We compare the embedding and extraction time of the proposed scheme against Schemes 1 and 2. Ten simulation runs were conducted for each scheme to determine the average timing for each scheme and are plotted in Fig. 4. The host images were watermarked with Panda image (32 × 32).

From Fig. 4 one can see that the proposed scheme is able to embed and extract the watermark in much less time than Schemes 1 and 2. On averaging over the three host images, the embedding time for Scheme 1, Scheme 2 and proposed CRT-based scheme were found to be 250, 130 and 40 ms, respectively. The proposed scheme is faster because only simple CRT calculations are required for embedding, which makes up the bulk of the embedding time. The difference in timings between Schemes 1 and 2 is due to the calculation of ranks of the individual blocks and selection of blocks to embed the watermark bits. Furthermore, it can also be seen that the time taken to select blocks based on rank is image-dependent that gives rise to significant differences in timing. However, in our proposed scheme, the embedding time is found to be independent of the host image. The extraction time in the proposed scheme (as shown in Fig. 4(b)) is also reduced to a large extent, because only CRT calculations are needed during extraction phase. The average extraction time for Scheme 1, Scheme 2 and proposed scheme was observed to be 190, 90 and 20 ms, respectively. It is also noticed that unlike the two SVD-based schemes, the extraction time in our proposed scheme does not depend on the host image. Scheme 2 is faster than Scheme 1 because of absence of rank calculation and selection of blocks based on rank.

The computational advantage of the proposed scheme is derived from the fact that CRT involves only modular operations which are computationally efficient compared to SVD. In the SVD-based Schemes 1 and 2, the basic operations involved in the embedding phase are given by: (i) given a matrix A, generate the three matrices, U, V and D, (ii) manipulate some elements of U or V matrix, and (iii) obtain the matrix  ̂A through SVD using modified U, V and D. In our proposed scheme, the basic operations in the embedding stage are given by: (i) given an integer Z, using CRT determine the residues  \( R_1 \)
and $R_2$, (ii) check the embedding conditions, and (iii) modify $Z$ until embedding conditions are satisfied. We simulated these operations in an Intel Duo P8600-based CPU with 2.40 GHz clock and 4 GB RAM using JAVA programming language. The average computation time for one run of the SVD and CRT-based basic operations were found to be 37 ms and 92 ns, respectively. This shows that the CRT-based computations are much faster than SVD computations. The relative timings shown in Fig. 4 are much higher because they were based on a different PC specification and are meant for complete embedding and extraction phases.

5.2. Quality of watermarked images

The quality of the watermarked images used to embed the watermark with respect to the different schemes is investigated here. Fig. 5 shows the quality of the watermarked images based on PSNR for the different host images. In Schemes 1 and 2, a strength factor, $\alpha = 0.02$ was used for embedding. The performance difference between Schemes 1 and 2 is not significant. Note that Scheme 1 utilizes the rank property of the block matrices by giving preference to higher ranked blocks during the embedding procedure. However, it does not seem to have a clear advantage in quality of the watermarked image when compared to Scheme 2. It can be seen that our proposed scheme is superior in terms of PSNR than the other two schemes for different host images. The PSNR of the watermarked image in the CRT-based scheme is about 60 dB, whereas in Schemes 1 and 2 it remains between 30 to 40 dB.

In order to have a visual inspection, we magnified the Lenna image that was watermarked using the three schemes. The magnified images along with the original image are shown in Fig. 6. One can notice by close visual inspection that the resemblance of images between the original (top left) and the watermarked with the proposed scheme (bottom right) is higher than that with the other two schemes. This provides the evidence that least distortion occurs to the host image that is watermarked with the CRT-based scheme.

5.3. Robustness against attacks

In this section, we compare the proposed scheme against Schemes 1 and 2 in their ability to withstand different types of attacks. The watermarked image was subjected to different attacks, such as, addition of noise and tampering, before extracting the watermark. The quality of the extracted watermark is determined by their TAF value (10). A lower TAF value would indicate that the extracted watermark is more similar to the original watermark.

Several image manipulation techniques were used to distort the watermarked images. These techniques are: (i) Cropping of a block size of $32 \times 32$ at the upper left corner of the image, (ii) tampering 25% of the pixels with a strength factor of 25, (iii) adding noise to the entire watermarked image with a 20% distortion rate, (iv) JPEG compression with a value of 0.75, and (v) brightening the watermarked image to 140%.

Fig. 7 shows the TAF of the extracted watermarks after the watermarked images are subjected to noise attack. Note that this figure is based on host image Lenna ($256 \times 256$), watermark image Panda ($32 \times 32$) and block size $= 8 \times 8$. A strength factor, $s = 0.02$ was used in Schemes 1 and 2. It can be seen that the TAF performance of Schemes 1 and 2 is similar. But the proposed scheme outperforms the other two schemes, especially when the additive noise is between 15 to 30 dB. For example, with an additive noise of 17 dB, TAF for the proposed scheme is only 4%, whereas for Schemes 1 and 2, it is 31% and 29%, respectively.

The performance comparison in terms of TAF for the cropping and tampering attacks is shown in Fig. 8. The host Lenna image was watermarked with Panda image ($32 \times 32$) and a block size of $8 \times 8$ was used. It can be seen that all the three schemes performs similarly for tampering attack. However for the cropping attack, the proposed scheme does not perform as well as Scheme 2, but performs better than Scheme 1. The extracted watermark based on Scheme 1 has high
Fig. 6. Magnified images: top left – original host image; top right – watermarked with Scheme 1, bottom left – watermarked with Scheme 2, bottom right – watermarked with proposed scheme.

Fig. 7. Quality of extracted watermark due to noise addition attack.

TAF percentage. This means that the extracted watermark is not recognizable and thus unable to prove ownership of the image. This is probably due to the usage of ranks in the selection of a block for embedding the watermark bit.

The experimental results for the JPEG compression, brightening and sharpening attacks showed that the proposed scheme is not as robust as Scheme 2, as the TAF is more than 30% which voids the watermark. Scheme 1 is quite robust to sharpening attack but not so much for JPEG compression and brightening attacks as compared to Scheme 2. The results for blurring and scaling down attacks were omitted as all the schemes were unable to extract a recognizable watermark. The TAF is found to be more than 30% which voids the watermark. All these tests were conducted on the other two host images and similar results were observed.

Some extracted watermark images for different attacks are shown in Fig. 9. It can be seen that for the proposed scheme, there is a significant improvement in the quality of extracted watermarks from the watermarked images subjected to noise addition. There is also noticeable improvement for cropping attack compared to Scheme 1. The TAF of the extracted watermarks under different attacks to the watermarked Lenna image are shown in Table 1 in which Scheme 1, Scheme 2 and the proposed scheme are denoted by (a), (b) and (c), respectively. It can be seen that the proposed scheme outperforms other
Fig. 8. Quality of extracted watermark after cropping and tampering attacks.

<table>
<thead>
<tr>
<th>Schemes</th>
<th>Without attack</th>
<th>Cropping</th>
<th>Tamper</th>
<th>Addition of noise</th>
<th>JPEG 0.75</th>
<th>Brighten 140%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scheme 1 (Chang et al. [14])</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scheme 2 (Patra et al. [15])</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed scheme</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 9. Watermarks extracted from the attacked watermarked Lenna image.

Table 1

<table>
<thead>
<tr>
<th>Host images</th>
<th>Attacks</th>
<th>Cropping</th>
<th>Tampering</th>
<th>Addition of noise</th>
<th>JPEG compression</th>
<th>Brightening</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(a)</td>
<td>(b)</td>
<td>(c)</td>
<td>(a)</td>
<td>(b)</td>
</tr>
<tr>
<td>Airplane</td>
<td>40.63</td>
<td>0.156</td>
<td>0.20</td>
<td>0.29</td>
<td>13.57</td>
<td>35.45</td>
</tr>
<tr>
<td>Baboon</td>
<td>40.63</td>
<td>0.156</td>
<td>0.20</td>
<td>0.10</td>
<td>19.63</td>
<td>32.23</td>
</tr>
<tr>
<td>Lenna</td>
<td>40.63</td>
<td>0.156</td>
<td>0.10</td>
<td>0.10</td>
<td>23.93</td>
<td>32.23</td>
</tr>
</tbody>
</table>

The proposed scheme utilizes all the blocks in the host image to embed the watermark bits. The watermark embedding capacity in the host image can be doubled by embedding two bits per block instead of one. This is done by embedding the second bit by selecting the pixel just below the first embedded pixel. We have seen that by doing so the quality of the watermarked image drops about 2–4 dB when all other conditions remain the same. This drop in image quality is not significant as differences in watermarked images based on the original and modified proposed scheme are not noticeable to the human eye. Fig. 10 shows the results of this scheme based on host image Lenna (256 × 256), watermark image Panda (64 × 32), block size = 8 × 8. A strength factor, $s = 0.02$, was used for Schemes 1 and 2. It may be observed that the proposed scheme maintains its superiority in PSNR compared with other two schemes when the watermark capacity is doubled. In this case, the quality of the extracted watermark under addition of noise is similar to that of Fig. 7. In case of other attacks (cropping and tampering) the performance is similar to that of Fig. 8, but with a slight deterioration. Despite two schemes against noise attack. For cropping and tampering attacks, both the proposed scheme and Scheme 2 perform much better than Scheme 1.

However, the proposed scheme is not as robust as Scheme 2 against JPEG compression and brightening attacks. The reason for the unsatisfactory performance against JPEG compression is probably due the fact that JPEG compression is based on discrete cosine transform (DCT), where as in the proposed scheme, watermarking is carried out in spatial domain. Therefore, we believe that if the CRT-based watermarking scheme is carried out in DCT domain, performance against JPEG compression can be improved.

5.4. Increase of watermark capacity

The proposed scheme utilizes all the blocks in the host image to embed the watermark bits. The watermark embedding capacity in the host image can be doubled by embedding two bits per block instead of one. This is done by embedding the second bit by selecting the pixel just below the first embedded pixel. We have seen that by doing so the quality of the watermarked image drops about 2–4 dB when all other conditions remain the same. This drop in image quality is not significant as differences in watermarked images based on the original and modified proposed scheme are not noticeable to the human eye. Fig. 10 shows the results of this scheme based on host image Lenna (256 × 256), watermark image Panda (64 × 32), block size = 8 × 8. A strength factor, $s = 0.02$, was used for Schemes 1 and 2. It may be observed that the proposed scheme maintains its superiority in PSNR compared with other two schemes when the watermark capacity is doubled. In this case, the quality of the extracted watermark under addition of noise is similar to that of Fig. 7. In case of other attacks (cropping and tampering) the performance is similar to that of Fig. 8, but with a slight deterioration. Despite
having doubled the amount of watermark bits embedded, the modified proposed scheme maintains its superiority in being robust in handling noise addition, cropping and tampering attacks.

6. Conclusion

In this paper we have proposed a new approach based on CRT for watermarking of images for authentication. This technique can also be applied to other multimedia contents, such as, documents, audio and video. The use of CRT provides advantage in terms of improved security and low computational complexity. In this scheme only a few information are needed for extraction of watermark. We have compared its performance with two other recently reported SVD-based watermarking schemes [14,15] and shown that the proposed scheme outperforms the other two in terms of distortion in the watermarked image and some of major attacks. Especially, the proposed technique exhibits strong resistance to the addition of noise attack. The time required for embedding and extraction of watermark in the proposed scheme is much less compared to that of the two SVD-based schemes. The proposed scheme can increase the embedding capacity in the host image while maintaining imperceptibility and robustness against attacks. However, the proposed scheme is not robust against JPEG compression and brightening attacks. We believe that by implementing the proposed scheme in DCT domain, these deficiencies can be well tackled.
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