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Hardware-Efficient Systolic-Like Modular Design for Two-Dimensional Discrete Wavelet Transform

Pramod Kumar Meher, Senior Member, IEEE, Basant Kumar Mohanty, Member, IEEE, and Jagdish Chandra Patra, Member, IEEE

Abstract—A systolic-like modular architecture is presented for hardware-efficient implementation of two-dimensional (2-D) discrete wavelet transform (DWT). The overall computation is decomposed into two distinct stages; where column processing is performed in stage-1, while row processing is performed in stage-2. Using a new data-access scheme and a novel folding technique, the computation of both the stages are performed concurrently for transposition-free implementation of 2-D DWT. The proposed design can offer nearly the same throughput rate, and requires the same or less the number of adders and multipliers as the best of the existing structures. The storage space is found to occupy most of the area in the existing 2-D DWT structures but the proposed structure does not require any on-chip or off-chip storage of input samples or storage/transposition of intermediate output. The proposed one, therefore, involves considerably less hardware complexity compared with the existing structures. Apart from that, it has less duration of cycle period in comparison to the existing structures, and has a latency of $O(K)$ cycles while all the existing structures have latency of $O(N)$ cycles, the filter order $K$ being small compared to the input size $N$.

Index Terms—Discrete wavelet transform (DWT), systolic array, VLSI, 2-dimensional (2-D) DWT.

I. INTRODUCTION

THE two-dimensional (2-D) discrete wavelet transform (DWT) is frequently encountered in numerous applications involving image and video compression, pattern recognition, bioinformatics, and many more [1]–[5]. Due to its remarkable advantage over the discrete cosine transform (DCT), 2-D DWT has been adopted for the JPEG-2000 compression standard [6]. The implementation of this transform, however, is computation intensive and most of its applications demand real-time processing. High-speed calculation of 2-D DWT to meet the timing requirement of real-time applications is, consequently, considered as an important task. Keeping this in view, several architectures have been suggested in the last decade for efficient realization of 2-D DWT in dedicated VLSI systems [7]–[14]. The 2-D DWT can be implemented either by non-separable direct approach or by separable indirect approach. The direct approach [13], [14] of 2-D DWT involves latency of a few clock cycles only, but requires $(K/2)$ times more computation (where $K$ is the order of 2-D filter bases) compared with the separable approach; and requires proportionately more hardware to achieve the same throughput performance as the latter. Although the nonseparable devices have very small latency, they are not suitable for cost-effective realization due to their large hardware complexity. In the indirect approach, the 2-D DWT architectures are designed by separating the transform into row- and column-transformations. A straightforward implementation of each level of decomposition by separable approach consists of three distinct stages. In the first stage, 1-D DWT is performed on each of the $N$ rows of the input of size $(N \times N)$ to obtain two intermediate matrices of size $(N \times N/2)$. In the second stage, the intermediate matrices are transposed and in the third stage, $N$ number of 1-D DWT are performed again on the $N$ rows of the transposed intermediate matrices to obtain the desired 2-D DWT. The area-time complexity of a computing structure for 2-D DWT thus amounts to that of its constituent 1-D modules along with the overheads pertaining to the transposition of intermediate output matrix.

Although the performance and complexity of a 2-D DWT architecture are substantially dependent on the implementation of its 1-D modules, the data-access mechanism along with the size and location of the input and intermediate buffers greatly affects the overall performance of the computing structure. According to the data-access mechanism, the 2-D DWT architectures are categorized into three main classes, e.g., block-based architectures [15], level-by-level architectures [16] and line-based recursive architectures [9], [17]. It has been observed that none of the architectures has definite advantage in all respects over the others, but each one may defeat the others in terms of storage requirements, processing speed, and energy dissipation under specific conditions, e.g., number of levels of decomposition, size and location of on-chip and off-chip memory, and the order of the 2-D wavelet filter bases [17], [18]. Comparisons of various aspects of 2-D DWT architectures are presented in [17]–[19]. In this brief, we propose a new data-access scheme and a novel folding approach to have a transposition-free concurrent row-column processing in order to eliminate the requirement of storage for intermediate output.

Necessary mathematical formulation is presented in Section II and the proposed architecture is described in Section III. The hardware complexity and performance of the proposed structure are discussed in Section IV. Conclusion of the paper is presented in Section V.
II. MATHEMATICAL FORMULATION

The 2-D DWT with separable wavelet bases of any decomposition level can be obtained from the scaling coefficients of its previous level using the pyramid algorithm (PA) [20] as

\[ A^l(m,n) = \sum_{i=0}^{K-1} \sum_{j=0}^{K-1} h_l(i) h_l(j) A^{l-1}(2m - j, 2n - i) \]  
\[ B^l(m,n) = \sum_{i=0}^{K-1} \sum_{j=0}^{K-1} h_l(i) g_l(j) A^{l-1}(2m - j, 2n - i) \]  
\[ C^l(m,n) = \sum_{i=0}^{K-1} \sum_{j=0}^{K-1} g_l(i) h_l(j) A^{l-1}(2m - j, 2n - i) \]  
\[ D^l(m,n) = \sum_{i=0}^{K-1} \sum_{j=0}^{K-1} g_l(i) g_l(j) A^{l-1}(2m - j, 2n - i). \]  

\( A^l(m,n), B^l(m,n), C^l(m,n) \) and \( D^l(m,n) \) are the coefficients of \( l \)th stage of 2-D DWT. \( K \) represents the length of the low-pass and high-pass filters. For the first level decomposition, the input matrix \( [A^0(m,n)] \) is of size \( (N \times N) \), while each of the four sub-bands is of size \( (N/2) \times (N/2) \). Without loss of generality of the design, we may assume \( N \) to be a power-of-two number, for simplicity of presentation. The computations of (1) may be decomposed into two distinct stages of computation as

\[ A^l(m,n) = \sum_{j=0}^{K-1} h_2(j) V_L^{l-1}(m, 2n - j) \]  
\[ B^l(m,n) = \sum_{j=0}^{K-1} g_2(j) V_L^{l-1}(m, 2n - j) \]  
\[ C^l(m,n) = \sum_{j=0}^{K-1} h_2(j) V_H^{l-1}(m, 2n - j) \]  
\[ D^l(m,n) = \sum_{j=0}^{K-1} g_2(j) V_H^{l-1}(m, 2n - j). \]

For \( 0 \leq m, n \leq M - 1 \) and \( M = N/2^l \), where

\[ V_L^{l-1}(m,n) = \sum_{i=0}^{K-1} h_1(i) A^{l-1}(2m - i, n) \]  
\[ V_H^{l-1}(m,n) = \sum_{i=0}^{K-1} g_1(i) A^{l-1}(2m - i, n) \]

for \( 0 \leq n \leq 2M - 1 \) and \( 0 \leq m \leq M - 1 \).

Using (2) and (3), the 2-D DWT of any given level of decomposition can, therefore be computed in two distinct stages.

- In stage-1, 1-D DWT is performed on the columns of the input matrix \( [A^l(m,n)] \) according to (3) for obtaining the low-pass intermediate matrix \( V_L^{l-1}(m,n) \), and the high-pass intermediate matrix \( V_H^{l-1}(m,n) \).
- In stage-2, 1-D DWT is again performed on the rows of two intermediate output matrices \( V_L^{l-1}(m,n) \) and \( V_H^{l-1}(m,n) \) according to (2) for obtaining the desired 2-D DWT coefficients \( A^l(m,n) \), \( B^l(m,n) \), \( C^l(m,n) \), and \( D^l(m,n) \).

The key idea used here is to generate the intermediate output of stage-1 in row-wise manner, which could directly be used for the computation of stage-2 without transposition. To achieve this, we have proposed a new data access scheme which is discussed in detail in the following section.

III. PROPOSED ARCHITECTURE

From the 2-D input matrix \( [A(m,n)] \) of size \( N \times N \), we derive \( rP \) number of input-blocks \( I(j,k) \), for \( 1 \leq j \leq P \) and \( 1 \leq k \leq r \), where \( P = N/2^l \) and \( r = N + K - 2 \). Each block of input contains \( K \) values of a column of \( [A(m,n)] \), such that: \( I(j,k) = \{A(2j - 2), (k-1)N), A(2j - 1), (k-1)N), A(2j), (k-1)N), \ldots, A((2j + K-3)N), (k-1)N)\}. The symbol \( (\cdot)_N \) denotes modulo \( N \) operation on the indexes, which takes care of cyclic extension of \( [A(m,n)] \) by \((K-2)\) rows and \((K-2)\) columns. Note that cyclic extension of input matrix by \((K-2)\) rows and \((K-2)\) columns is required to prevent the loss of boundary information. The data-access scheme to be used in the proposed structure is shown in Table I. As shown in the table, \( r \) number of input blocks, \( I(1,k) \) for \( 1 \leq k \leq r \), are used as input during the first \( r \) cycles, out of which the first \( N \) blocks are derived from the first \( K \) rows of the input matrix \( [A(m,n)] \), such that each of those input blocks belongs to a different column.
of \([A(m, n)]\). The last \((K - 2)\) blocks are repetitions of the first \((K - 2)\) blocks to realize the cyclic extension of input by \((K - 2)\) columns. The second set of \(r\) input blocks, \(I(2, k)\) for \(1 \leq k \leq r\), to be used in the next \(r\) cycles, are similarly derived from the third row to \((K + 2)\)th row of \([A(m, n)]\). Other sets of input blocks \(I(j, k)\) for \(3 \leq j \leq P\) and \(1 \leq k \leq r\), are also derived similarly, where the adjacent input blocks pertaining to the same column of input matrix overlap by \((K - 2)\) samples.

Proposed structure for the computation of 2-D DWT is shown in Fig. 1. It consists of two subcells working in separate pipelined stages. Subcell-1 performs the computation of stage-1, while subcell-2 performs the computation of stage-2. The internal structure of subcell-1 for \(K = 4\) is shown in Fig. 2. It performs two filtering operations given by (3a) and (3b) of stage-1 of the 2-D DWT computation. Subcell-1 for \(K = 4\) has four multiplication units (MUs). The structure of an MU is described in Fig. 2(b). Each of the MUs stores a pair of filter coefficients of the low-pass, and the high-pass filters such that the \((k + 1)\)th MU stores the pair of coefficients \(h_1(k)\) and \(g_1(k)\) for \(k = 0, 1, 2\) and 3. During each computational cycle an input block of four sample values are fed in parallel to the four MUs. Four pairs of multiplications corresponding to the high- and the low-pass filtering are performed on the input samples concurrently by four MUs as shown in Fig. 2(a). The outputs of the MUs are added concurrently by six adders in a pipelined-adder-tree (PAT) to obtain a pair of filter outputs in three pipelined stages. The duration of cycle period \(T_{C}\) of the structure is the same as the time required to perform a multiplication in an MU. During each cycle, after a latency of three cycles, subcell-1 produces a low-pass and a high-pass intermediate output. Note that subcell-1 processes the successive input blocks in successive cycles, and generates the pair of intermediate matrices \([V_L(m, n)]\) and \([V_H(m, n)]\) row-wise which can be used directly (without transposition) as the input for subcell-2.

The computation of stage-2 given by (2) requires four filtering operations to process the output of stage-1 in order to produce four output sub-bands. All the four filtering operations can be mapped to subcell-2, where processing of the low-pass and the high-pass intermediate outputs \([V_L(m, n)]\) and \([V_H(m, n)]\), respectively are multiplexed together in subcell-2 to take advantage of the down-sampling of subband components followed by wavelet transformation of the rows. The internal structure of subcell-2 for \(K = 4\) along with the functions of its components is depicted in Fig. 3. It consists of four MUs, three adder cells (ACs), one delay cell (DC), and a line changer (LC). During every cycle, a pair of output from subcell-1 \((V_L(m, n))\), \(V_H(m, n)\) is fed to subcell-2 through the LC. The structure and function of LC are shown in Fig. 3(b). LC has two output lines, LINE-1 and LINE-2. In each cycle, the pair of inputs of LC exchange their output lines, such that if the low-pass and the high-pass intermediate outputs \(V_L(m, n)\) and \(V_H(m, n)\), respectively, are on LINE-1 and LINE-2 of LC during the current cycle period, then in the next cycle \(V_L(m, n+1)\) and \(V_H(m, n+1)\) would, respectively, be on LINE-2 and LINE-1. Input samples are fed to the MUs in subcell-2 through these pair of output lines from the LC. The sample values on LINE-1 are fed to the odd-numbered MUs (MU-1 and MU-3), while the sample values on LINE-2 are fed to the even-numbered MUs (MU-2 and MU-4). The schedule of arrival of the rows of intermediate low-pass and high-pass values is shown in Table II. Decimation pertaining to row-transformation is performed indirectly in subcell-2 by this sample loading through the LC; because, the
computations to process the low-pass and the high-pass intermediate output ([V_L(m,n)] and [V_H(m,n)], respectively) are performed only once in every pair of consecutive cycles. From Table II, it may be observed that, the computation of filter output for stage-2 for low-pass input subband [V_L(m,n)] is initiated at MU-1 in odd-number cycles, while those of high-pass input subband [V_H(m,n)], is initiated on even-numbered cycles. The function of the MUs in this case is the same as that of the subcell-1 as depicted in Fig. 2(b). Each of the four MUs of subcell-2 stores a pair of filter coefficients (h_2(k) and g_2(k)) of the low-pass, and the high-pass filters of stage-2, and performs a pair of multiplications of the intermediate output value with the pair of filter coefficients. Four pairs of multiplications corresponding to the high- and the low-pass filtering are thus implemented concurrently by the four MUs as shown in Fig. 3(a) for K = 4. The output of the MUs are fed to the DC and three ACs. The function of DC and ACs are depicted in Fig. 3(c). The addition operations pertaining to the low-pass (LL and HL) and the high-pass (LH and HH) output subbands are computed by the ACs and a DC in a pair of separate systolic pipelines. The additions pertaining to the low-pass and the high-pass intermediate output ([V_L(m,n)] and [V_H(m,n)], respectively) are multiplexed in the ACs. After a latency of five cycles, subcell-2 produces two subband coefficients in every cycle period, such that during two consecutive cycles it computes four 2-D DWT coefficients corresponding to four subbands.

### IV. HARDWARE AND TIME COMPLEXITIES

The entire computations of the 2-D DWT are performed in two stages. Subcell-1 performs computation of stage-1 and subcell-2 performs the computation of stage-2. Each of the subcells is comprised of K MUs, where each MU consists of 2K multipliers. Apart from that, each subcell consists of 2(K − 1) adders. Subcell-1 involves (1 + \log_2 K) pipeline stages (one stage for multiplication in the MUs and \log_2 K stages for the adder-tree). Subcell-2 involves (K + 1) pipeline stages (one stage for the multiplications by the MUs and K stages in DC and ACs). The latency of stage-1 and stage-2, therefore, amounts to (1 + \log_2 K) and (K + 1) cycles, respectively. The overall latency of the structure thus amounts to (K + \log_2 K + 2) cycles. After the latency period, a pair of 2-D DWT coefficients are obtained in every cycle from the structure so that (N + K − 1) subband outputs corresponding to a row of intermediate result are obtained in (N + K − 1) cycles. The complete DWT of input size N × N thus obtained by processing the N/2 rows of intermediate result in every N(N + K − 1)/2 cycles. The hardware complexity in terms of the number of multipliers, adders and storage words along with the time complexities of the proposed structure and the existing structures [7]–[11] in terms of average computation time (ACT), and latencies are listed in Table III.

As shown in the table, the proposed design requires the same number of cycles of ACT, and involves the same number of multipliers and adders as the structures of [7]–[9], but the structures of [7]–[9] have lower throughput rate due to their higher cycle period and require an additional storage space O(KN). The structure of [10] has (N/4) times less ACT and higher throughput rate, but involves higher cycle period and (3N/8) times more number of multipliers and adders than the proposed structure. The structure of [11] for tile-factor \( l = 1 \) requires twice the multipliers and adders than the proposed design, and involves nearly twice the ACT along with storage of KN/2 words. The structure of [11] has the same operating frequency as the proposed one but yields lower throughput rate. The memory-complexity of the tile-based design falls by \( 2^l \), where \( l \) is the tile-factor, but on the other hand, its ACT increases by nearly the same factor. It may be noted that the number of multipliers and adders is \( O(K) \), while storage space of the existing structures is \( O(KN) \). Moreover, in most practical situations, \( N \) is very large compared to \( K \), e.g., for many image compression problems \( N \approx 512 \), while \( K \approx 4 \). The storage space, consequently, makes major contribution to the hardware complexities of the existing structures. The proposed structure, therefore, involves significantly less hardware complexity compared with the existing structures.

The area of the multipliers, adders, and storage cells along with the addition-time and multiplication-time are determined using the Synopsys DesignWare 0.18-\( \mu \)m TSMC library for 8-bit data-width [21]. Accordingly, we have estimated the area-complexity and the ACT of proposed structure and the existing structures of [9]–[11]. The area-time complexities for different values of \( N \) and \( K = 4 \) thus obtained are plotted in Fig. 4. The proposed structure is found to involve significantly low area–time complexity compared with the others. The proposed design is coded in VHDL and simulated using Xilinx ISE 9.1i tool for validation. The simulation results obtained for (2-D DWT) of different sizes, is found to be as expected from the theoretical result. The area-complexity in terms of

### Table II

<table>
<thead>
<tr>
<th>cycle no.</th>
<th>MU-1</th>
<th>MU-2</th>
<th>MU-3</th>
<th>MU-4</th>
</tr>
</thead>
<tbody>
<tr>
<td>r + 1</td>
<td>V_L(i,0)</td>
<td>V_H(i',r'''')</td>
<td>V_L(i,0)</td>
<td>V_H(i',r'''')</td>
</tr>
<tr>
<td>r + 2</td>
<td>V_L(i,0)</td>
<td>V_H(i,1)</td>
<td>V_L(i,0)</td>
<td>V_H(i,1)</td>
</tr>
<tr>
<td>r + 3</td>
<td>V_L(i,2)</td>
<td>V_H(i,1)</td>
<td>V_L(i,2)</td>
<td>V_H(i,1)</td>
</tr>
<tr>
<td>r + 4</td>
<td>V_L(i,2)</td>
<td>V_H(i,3)</td>
<td>V_L(i,2)</td>
<td>V_H(i,3)</td>
</tr>
<tr>
<td>r + 5</td>
<td>V_L(i,4)</td>
<td>V_H(i,3)</td>
<td>V_L(i,4)</td>
<td>V_H(i,3)</td>
</tr>
<tr>
<td>r + r - 1</td>
<td>V_L(i,r')</td>
<td>V_H(i,r''')</td>
<td>V_L(i,r')</td>
<td>V_H(i,r''')</td>
</tr>
<tr>
<td>r + r</td>
<td>V_H(i,r')</td>
<td>V_L(i,r''')</td>
<td>V_H(i,r')</td>
<td>V_L(i,r'''')</td>
</tr>
</tbody>
</table>

\( r = (N + K - 2) \), \( r \) is even, when \( N \) and \( K \) are assumed to be even.

\( r' = (r - 2) \), \( r''' = r' - 1 \), \( r'' = r - 1 \) and \( r'' = (r - 1) \). 0 ≤ \( i \) ≤ \( P - 1 \).
the number slices, number of LUTs, and maximum usable frequencies obtained from the synthesis report for devices of different speed grades are listed in Table IV.

V. CONCLUSION

Using a new data-access scheme and a novel folding approach, we have designed a hardware-efficient systolic-like architecture for 2-D DWT. The overall computation is decomposed into two distinct stages; and both the stages are implemented concurrently in a modular structure consisting of two fully-pipelined subcells for transposition-free realization of 2-D DWT. Unlike the existing structures, the proposed one does not involve any on-chip memory for storage of intermediate data. The area-time complexity of proposed design is found to be significantly less compared with the existing designs. Apart from these, the proposed structure has a latency of $O(K)$ while all the other structures have latency $O(N)$. It would, therefore, be very much suitable for VLSI implementation of 2-D DWT for real-time reactive systems and low latency applications. The proposed single-level DWT can be extended further for multi-level DWT computation either by level-level or by recursive approach. The proposed data-access scheme may be utilized further to derive an area-time-efficient design for the computation of lifting-based 2-D DWT, as well.
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