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Abstract

In a digital watermarking scheme, it is not convenient to carry the original image all the time in order to detect the owner’s signature from the watermarked image. Moreover, for those applications that require different watermark for different copies, it is preferred to utilize some kind of watermark-independent algorithm in extraction (does not need a priori knowledge of the watermark). In this paper, we introduce a novel approach called WMicaT that employs an independent component analysis technique in watermark embedding and extraction. Using a single ‘public image’ that can be made publicly available, the new algorithm is able to extract the watermark without requiring the original image and any information about the watermark. In addition, the watermark is not limited to some specific binary sequences but can be any meaningful image. The WMicaT method, undergoing different experiments, has shown its robustness against many attacks.
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1. Introduction

Digital watermarking, in which some information is embedded directly and imperceptibly into digital data to form the watermarked data, is one of the most effective techniques to protect digital works from piracy [1]. The watermark (the embedded data) could be any authentication information such as company’s logo, a serial number for a certain copy of document or an author signature. Once embedded, the watermark is bound to the work and it should be extractable even if the watermarked work is modified either intentionally or unintentionally.

In order to estimate the watermark, some existing methods require the original image at the extraction site. Some others need a priori knowledge of the watermark for the extraction. It is not encouraged since original work should be restricted from public access, and watermark information are not always fixed in advance. For example, those applications that embed the copy’s ID number to the copies of the work [2], hence, each copy will have a different watermark. Scanning through all the available watermarks is impractical in terms of time and computation. For such applications, one need an extraction method that is independent from the embedded watermark.

In this paper, we develop a simple method called WMicaT (watermarking by independent component analysis with image transpose) that can satisfy the above requirements. It uses a ‘public image’ (which is publicly available) instead of the original image for the extraction process. With the popularity of the Internet and the availability of large storage devices, storing and transferring a public image is simple and feasible.
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Independent component analysis (ICA) is an important technique in signal processing field for estimating unknown signals from their observed mixtures [3]. With its blind separation capability, several authors have tried to apply ICA to watermarking. When applied to watermarking, ICA presumes the watermarked work as a mixture of the original work and the watermarks, and therefore, it can do separation to estimate the watermark. Zhang and Rajan [4] and Gonzalez et al. [5] propose algorithms that extracts the independent components (ICs) from the original image and the watermark, and then combine these ICs to produce the watermarked image. These techniques, however, require a lot of computation and usually fails in brute-force attacks. Recently, in [6], the authors combine ICA with quantization index modulation (QIM) technique to develop a better algorithm which is robust for natural images. Results for other kind of images, however, have not been clearly stated.

Another approach considers the watermarked data as a mixture of the whole host data and the watermark, and manages to generate the other mixtures from the available data. This approach is simple to implement but usually need additional knowledge about the original data or the watermark. For example, in [7,8], the algorithm needs both secret key and the original image. Our WMicaT method follows the advantages of the second approach. Furthermore, we exploit the two-dimensional characteristic of an image to overcome the requirement of additional information while keeping the algorithm simple. The idea is, the image $I$ and its transpose $I^T$ can be considered as two independent sources for ICA. Comparing with other watermarking techniques, our proposed method has the following advantages:

1. The original image is not needed for watermark extraction. Support information, i.e., the public image can be made publicly available.
2. The extraction process is the same for images with different watermarks. No a priori watermark information is needed.
3. The watermark is robust against many attacks.
4. The watermark can be any meaningful image.

2. Watermarking using ICA

The ICA technique [9], which consists of recovering a set of unknown sources from their instantaneous mixtures, is an important technique in signal processing. Assuming that the sources are independent of one another, ICA algorithm tries to find a transform of the mixtures such that the recovered signals are as independent as possible [3]. An ICA model shown in Fig. 1 can be divided into two sub-models: mixing model and demixing model. The observations $x_1, \ldots, x_N$ are assumed to be linear mixtures of $N$ hidden statistically independent signals $s_1, \ldots, s_N$. The mixing model can be expressed as

$$x = As,$$  \hspace{1cm} (1)

where $x = [x_1, \ldots, x_N]^T$, $s = [s_1, \ldots, s_N]^T$ and $A_{N \times N}$ is an unknown mixing matrix.

To estimate the unknown signals, $s$, we have to build a demixing model, i.e., to compute a demixing matrix $B$. ICA carries out this task by maximizing the statistical independence criteria among the outputs $y_1, \ldots, y_N$. When converged, the outputs, $y_1, \ldots, y_N$ will be a permutation of the unknown sources $s_1, \ldots, s_N$. The demixing model, therefore, can be formulated as

$$y = Bx,$$  \hspace{1cm} (2)

![Fig. 1. The ICA mixing and demixing model.](image-url)
where \( y = [y_1, \ldots, y_N]^T \). The objective is to make \( B \) be an inverse of \( A \), i.e., \( B \approx A^{-1} \). Many algorithms have been developed for ICA, for example, Infomax [10], FastICA [11] and ThinICA [12]. More details on ICA techniques can be found in [3].

The similarity between an ICA model and a watermarking model can be seen by comparing Fig. 1 with Fig. 2. The embedding stage in Fig. 2 can be viewed as a mixing process that mixes original image and the watermarks to produce the watermarked image. Likewise, the extraction stage can be viewed as a demixing process that estimate the watermarks from one of the mixture, the watermarked image. That is, we can apply ICA to the watermarking problem. Several studies on ICA-based watermarking can be found in [4,5,7,8,13].

3. WMicaT embedding scheme

A complete embedding scheme of WMicaT is shown in Fig. 3. A small-sized image representing the owner’s signature \( S \) is tiled to generate an initial watermark \( W_0 \). Next, a visual mask \( V \) is applied on \( W_0 \) to generate the watermark \( W \). The purpose of a visual mask is to identify the significant areas of the host image, i.e., the texture and edge regions, in which the watermark can be more strongly embedded. With the help of a visual mask, one can increase the watermark strength considerably while maintaining the original image quality as well as the watermark invisibility [14,15]. Finally, the watermark \( W \) and its transpose \( W^T \) are inserted into the original image to form the watermarked image \( I^+ \) given by

\[
I^+ = I + \alpha W + \beta W^T,
\]

where \( \alpha \) and \( \beta \) are called ‘embedding strengths.’ The values of these two parameters will determine how strongly the watermarks are embedded.

A public image \( K_P \), the additional data needed for extraction, is also generated during the embedding process. It is a mixture of the original image, the original image transpose and a key image. The key image \( K \) is obtained by

\[
K = I^T + \gamma \times W + \delta \times W^T
\]
generating a pseudo-random sequence such that $K = KT$. A secret key $k_s$ is used as the seed number to a pseudo-random number generator. The public image is computed by

$$K_p = \gamma I + \delta I^T + \lambda K.$$  

(4)

The parameters $\gamma$, $\delta$ and $\lambda$ are the ‘key-image coefficients.’ These parameters can be any nonzero values in the range of $[-1, 1]$. Without knowing the secret number $k_s$, one cannot extract the original image $I$ using the public image $K_p$. The public image, therefore, can be made available online.

In this paper, we use the noise visibility function (NVF) technique [14] to compute the visual mask. The $(m,n)$th entry of the visual mask $V$ is obtained from the original image $I$ and is given by

$$V(m,n) = \frac{1}{1 + \sigma^2_I(m,n)},$$

(5)

where $\sigma^2_I(m,n)$ denotes the local variance of the image in a window centered on the pixel $I(m,n)$. The local variance is calculated using a window of length $2L + 1$ as

$$\sigma^2_I(m,n) = \frac{1}{(2L + 1)^2} \sum_{i=-L}^{L} \sum_{j=-L}^{L} (I(i+m,j+n) - \bar{I}(m,n))^2,$$

(6)

where

$$\bar{I}(m,n) = \frac{1}{(2L + 1)^2} \sum_{i=-L}^{L} \sum_{j=-L}^{L} I(i+m,j+n).$$

(7)

In summary, with reference to Fig. 3, steps involved in the embedding process are as follows:

1. Generate the initial watermark $W_0$ by tiling the owner’s signature $S$.
2. Generate a visual mask $V$ from the original image using (5).
3. Create the watermark $W$ from $W_0$ and $V$ using a modification function $M$ given by

$$W = W_0 - W_0 \cdot V,$$

(8)

where ‘$\cdot$’ denotes element-by-element product. For example, the $(m,n)$th entry of this product is given by $(W_0 \cdot V)(m,n) = W_0(m,n) \cdot V(m,n)$.
4. Generate the watermarked image $I^+$ using (3).
5. Compute key image $K$ using the secret key $k_s$ such that $K = K^T$.
6. Generate the public image $K_p$ using (4).

An example of the embedding scheme is provided in Fig. 4, which shows the original image, initial watermark, watermark, watermarked image and public image, all are 256 gray-scale images of size $512 \times 512$. The initial watermark was created from the owner’s signature of size $64 \times 64$. In this example, the value of the coefficients were set at $\alpha = 0.06$, $\beta = 0.015$, $\gamma = -0.7$, $\delta = 0.49$, $\lambda = 0.82$ and $L = 10$. The last figure (Fig. 4f) illustrates the difference between original image $I$ and the watermarked image $I^+$. This indicates that the distortion caused to the original image due to embedding of watermark is very little.

4. WMicaT extraction scheme

The goal of the extraction scheme is to extract the signature $S$ from the watermarked image $I^+$. Besides the watermarked image, the other information available to us are the public image $K_p$ and the secret key $k_s$. Using $k_s$, the seed to the pseudo-random generator, we are able to generate the key image $K$. Therefore, the task now is to extract the owner’s signature $S$ from the knowledge of $I^+$, $K_p$ and $K$. The extraction scheme can be divided into three stages. The first stage is to extract the original image from $K$ and $K_p$ by applying ICA technique. The second stage applies ICA again on the estimated image and watermarked image to extract the watermark. After that, in stage three, a post processing scheme is applied to obtain the owner’s signature from the estimated watermark. A WMicaT extraction scheme is depicted in Fig. 5.
As discussed earlier, the most important task in all ICA-based watermarking methods is to generate enough observations from the available data. Our solution is to use the image transpose. We have two images: \( K_P \) and \( I^+ \), and we need to generate at least four signals to extract the watermark. To do this, in the first stage, we reconstruct the key image \( K \) using a pseudo-random generator with secret key \( k_s \). The three images \( K, K_P \) and \( K_T \) are converted by a 2D-to-1D operator \( C_{2 \rightarrow 1} \) into one-dimensional (1D) signals \( t_K, t_{K_P} \) and \( t_{K_T} \), respectively. Applying (4) and noting that \( K^T = K \), the inputs to the first ICA block can be expressed as

\[
\begin{align*}
  t_{K_P} &= C_{2 \rightarrow 1}(K_P) = C_{2 \rightarrow 1}(\gamma I + \delta I^T + \lambda K), \\
  t_{K_T} &= C_{2 \rightarrow 1}(K_T) = C_{2 \rightarrow 1}(\gamma I^T + \delta I + \lambda K), \\
  t_K &= C_{2 \rightarrow 1}(K).
\end{align*}
\] (9)
Denote the 1D signal of $I$ and $I^T$ by $t_I$ and $t_{IT}$, respectively. The above equation (9) can be rewritten in a matrix form as
\[
\begin{bmatrix}
    t_{KP} \\
    t_{K^p} \\
    t_K
\end{bmatrix} =
\begin{bmatrix}
    \gamma & \delta & \lambda \\
    \delta & \gamma & \lambda \\
    0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
    t_I \\
    t_{IT} \\
    t_K
\end{bmatrix}.
\] (10)

Clearly, (10) represents an ICA mixing model. That is, by applying ICA technique on the observed signals $[t_{KP}, t_{K^p}, t_K]^T$, we can estimate the 1D signals $\hat{t}_I$ and $\hat{t}_{IT}$ of the original image and its transpose.

The second stage is the main step to extract the watermark. We have in total four 1D observations: $t_{I^+}$, $t_{I^+T}$, $\hat{t}_I$ and $\hat{t}_{IT}$. Using (3) the four mixtures can be expressed as
\[
\begin{align*}
    t_{I^+} &= C_{2\rightarrow1}(I + \alpha W + \beta W^T), \\
    t_{I^+T} &= C_{2\rightarrow1}(I^T + \alpha W^T + \beta W), \\
    \hat{t}_I &= C_{2\rightarrow1}(I), \\
    \hat{t}_{IT} &= C_{2\rightarrow1}(I^T)
\end{align*}
\] (11)

or in the matrix format
\[
\begin{bmatrix}
    t_{I^+} \\
    t_{I^+T} \\
    \hat{t}_I \\
    \hat{t}_{IT}
\end{bmatrix} =
\begin{bmatrix}
    1 & 0 & \alpha & \beta \\
    0 & 1 & \beta & \alpha \\
    1 & 0 & 0 & 0 \\
    0 & 1 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
    t_I \\
    t_{IT} \\
    t_W \\
    t_{W^T}
\end{bmatrix},
\] (12)

where $t_W$ and $t_{W^T}$ denote the 1D signals of the watermark $W$ and its transpose $W^T$, respectively.

Equation (12) clearly matches the ICA mixing model $x = As$. Hence, applying ICA technique on $[t_{I^+}, t_{I^+T}, \hat{t}_I, \hat{t}_{IT}]^T$ results in four outputs $y_1$, $y_2$, $y_3$, and $y_4$, which correspond to the 1D estimates of the original image $I$, the watermark $W$ and their transposes $I^T$ and $W^T$ (but may not be in same order). From these 1D signals, we apply an 1D-to-2D operator $C_{1\rightarrow2}$ to generate four estimated images $Y_1$, $Y_2$, $Y_3$, and $Y_4$. Figure 6 illustrates the ICA output images obtained from the watermarked image and public key image shown in Fig. 4. We can see in the figure the original Lena image, the watermark and their transposes.

5. The post-processing scheme

The ICA technique, however, only provides a set of images that contains the watermark, but is not able to identify which one is the estimate of the watermark. It means that the output $Y_1$ does not necessarily correspond to the estimate of original image $I$. It can be the estimate of any one of the four source signals $I$, $I^T$, $W$ or $W^T$. For this reason, in the third stage of the extraction scheme, we develop a post-processing algorithm to obtain the owner’s signature from the images $Y_1$, $Y_2$, $Y_3$ and $Y_4$. We apply the correlation coefficients in post-processing scheme to identify which output, $Y_i$, corresponds to which source signal.

The detail scheme of the post-process is shown in Fig. 7. It includes two stages, an identifying stage and a refining stage. The first stage filters out the watermarks from the four image inputs. The second stage uses the estimated watermarks to extract the owner’s signature. To identify the watermarks, we use the correlation coefficients between...
each output and the watermarked image. Let us consider two images $X$ and $Y$, each of size $M \times N$. The absolute correlation coefficient $|r_{X,Y}|$ between two images $X_{M \times N}$ and $Y_{M \times N}$ is defined as

$$|r_{X,Y}| = \frac{|s_{xy}|}{\sqrt{s_{xx}s_{yy}}},$$

where

$$s_{xy} = \sum_{i=1}^{M} \sum_{j=1}^{N} (X(i,j) - \bar{X})(Y(i,j) - \bar{Y}),$$
$$s_{xx} = \sum_{i=1}^{M} \sum_{j=1}^{N} (X(i,j) - \bar{X})^2,$$
$$s_{yy} = \sum_{i=1}^{M} \sum_{j=1}^{N} (Y(i,j) - \bar{Y})^2,$$

and

$$\bar{X} = \frac{1}{MN} \sum_{i=1}^{M} \sum_{j=1}^{N} X(i,j),$$
$$\bar{Y} = \frac{1}{MN} \sum_{i=1}^{M} \sum_{j=1}^{N} Y(i,j).$$

The absolute correlation coefficient $|r_{X,Y}|$ measures the similarity between two images $X$ and $Y$. When two images are totally different $|r_{X,Y}| \approx 0$, and, on the other hand, when $X$ and $Y$ are identical to each other $|r_{X,Y}| \approx 1$.

Our identification method is based on the following observations. In watermarking, the watermarked image $I^+$ is supposed to be highly correlated with the original image $I$, i.e., $|r_{I,I^+}| \approx 1$. Similarly, the absolute correlation coefficient between their transposes, $|r_{I^T,I^{+T}}|$ is also near to 1. On the other hand, the watermark, $W$ is considered to be independent from both $I^+$ and $I^{+T}$. The values of $|r_{W,I^+}|$ and $|r_{W,I^{+T}}|$, therefore, are close to 0. That is, by evaluating the absolute correlation coefficient between an output $Y_i$ and the watermarked image $I^+$, we can identify which output is the estimate of the watermark.

Let us denote the absolute correlation coefficient between the watermarked image $I^+$ and the output $Y_i$ by $|r_{I^+, Y_i}|$. Similarly, denote the absolute correlation coefficient between the transpose of the watermarked image $I^{+T}$ and the output $Y_i$ by $|r_{I^{+T}, Y_i}|$, for $i = 1, \ldots, 4$. Let $\tilde{r}_i$ be the sum of these two values, i.e., $\tilde{r}_i = |r_{I^+, Y_i}| + |r_{I^{+T}, Y_i}|$. From the above observations, it is clear that the sum, $\tilde{r}_i$ will be close to 0 if its corresponding output, $Y_i$ is the estimate of the watermark or the watermark transpose. Thus, by computing all the sum, $\tilde{r}_i, i = 1, \ldots, 4$, we can find out the estimates of the watermark and its transpose.

A numerical example of the correlation coefficients for the results shown in Fig. 6 are provided in Table 1. From Table 1, it can be seen that the ICA outputs $Y_1$ and $Y_3$ are the estimates of $W$ and $W^T$.

After successfully estimating the watermark and its transpose by choosing the two outputs that yield the smallest correlation coefficient sum, $\tilde{r}_i \approx 0$, we continue to the next stage. The aim of this refining stage is to compute owner’s signature from the two extracted watermarks. From the fact that the watermark is a multiple duplication of the owner’s signature, we apply a reverse process, splitting the watermark estimate into sub-images and then averaging them to retrieve the owner’s signature.

Now let us denote by $Z_1$ and $Z_2$ the two outputs that are the estimates of the watermark and its transpose. First, we calculate an average watermark, $\hat{W}$, by

$$\hat{W} = (Z_1 + Z_2^T)/2.$$
Second, we partition the image $\hat{W}$ into $l$ sub-images, $\hat{W}_s1, \hat{W}_s2, \ldots, \hat{W}_sl$ each of size $M_S \times M_S$, where $M_S \times M_S$ is the size of the owner’s signature. Third, we compute the estimate of the owner’s signature as the average of these sub-images, given by

$$\hat{S} = \frac{1}{l}(\hat{W}_s1 + \hat{W}_s2 + \cdots + \hat{W}_sl).$$

An illustration of the refining process is shown in Fig. 8. The average watermark is divided into 9 sub-images. These images are then averaged to generate the estimate of the owner’s signature. As it can be seen in the figure, the quality of the estimated signature is very good.

6. WMicaT performance analysis

We carried out several experiments to verify the robustness of the proposed method under different attacks with different original images and watermarks. We implement the first and second experiments on a medium-textured Lena image with two different watermarks. The first watermark was an image of a university logo and the second watermark was an image containing three letters ‘NTU.’ In the third experiment, the same ‘NTU’ image was selected and embedded in a highly-textured Baboon image.

6.1. Simulation setup

The original images (Lena and Baboon) are gray-scale images of size $512 \times 512$ with 256 intensity levels. The owner’s signatures are binary images: the university logo is of size $128 \times 128$ and the university’s name, ‘NTU,’ is of size $64 \times 64$. The embedding strengths $\alpha$ and $\beta$ were controlled so that the watermarked images have a high quality in term of the peak signal-to-noise ratio (PSNR). The peak signal-to-noise ratio between an original image $I$ and the modified image $\hat{I}$ is computed by

$$\text{PSNR} = 20 \log_{10} \left( \frac{255}{\sqrt{\frac{1}{MN} \sum_{i=1}^{M} \sum_{j=1}^{N} (X(i,j) - \hat{X}(i,j))^2}} \right),$$

where $I(i,j)$ and $\hat{I}(i,j)$ denote the $(i, j)$th pixel intensity (gray) level of the original and modified images, respectively. The numerical values used for different parameters in the three experiments are provided in Table 2. With the chosen parameter values, the watermark was generated and embedded into the host images. The owner’s signatures used in the three experiments are shown in Fig. 9.
Table 2
The configuration table for the three experiments

<table>
<thead>
<tr>
<th></th>
<th>α</th>
<th>β</th>
<th>γ</th>
<th>δ</th>
<th>λ</th>
<th>L</th>
<th>PSNR (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expt1</td>
<td>0.073</td>
<td>−0.010</td>
<td>−0.70</td>
<td>0.49</td>
<td>0.82</td>
<td>10</td>
<td>41.45</td>
</tr>
<tr>
<td>Expt2</td>
<td>0.060</td>
<td>0.015</td>
<td>−0.70</td>
<td>0.49</td>
<td>0.82</td>
<td>10</td>
<td>43.99</td>
</tr>
<tr>
<td>Expt3</td>
<td>0.040</td>
<td>−0.010</td>
<td>−0.70</td>
<td>0.49</td>
<td>0.82</td>
<td>10</td>
<td>42.91</td>
</tr>
</tbody>
</table>

Fig. 9. The owner’s signatures used in WMicaT experiments. (a) Size 128 × 128 used in Expt1 and (b) size 64 × 64 used in Expt2 and Expt3.

Fig. 10. The images used in WMicaT experiments. From left to right: original image (I), watermark (W), watermarked image (I+) and public image (KP). (a) Expt1, (b) Expt2 and (c) Expt3.

An illustration of the original image I, watermark W, the watermarked image I+ and the public image KP are shown in Fig. 10. With the help of the visual mask and the selected embedding strengths (Table 2), we are able to produce a high quality watermarked images (PSNR > 40 dB). The watermarked images are almost identical to the original ones and the embedded marks are invisible to normal eyes.

We conduct the simulations by letting the watermarked images undergo various modifications before carrying out watermark extraction. We have applied several typical linear ICA methods for the extraction, such as SOBI (second-order blind identification) [16], JADETD (joint approximate diagonalization of eigen matrices with time delays) [17], and FPICA (fixed-point ICA) [11]. Since results of these methods were almost identical, we only provide the outcomes...
Fig. 11. WMicaT results for the JPEG compression test. The compression quality ranges from 90% to 10%.

Fig. 12. The estimated signatures of WMicaT in JPEG compression test. (a) Expt1, (b) Expt2 and (c) Expt3. In each figure, from left to right: the outputs of JPEG compression test with quality factor of 90%, 50% and 20%.

that were carried out with SOBI. Finally, to measure and compare the quality of the estimated signature, we evaluate the absolute correlation coefficient $|r_{S,\hat{S}}|$ between the original owner’s signature $S$ and its estimate $\hat{S}$.

6.2. JPEG compression test

The watermarked image $I^+$ was compressed using JPEG compression tool with different quality factors (from 90% down to 10%). The watermark extraction was done on the compressed image. The performance index, $|r_{S,\hat{S}}|$ was computed for each quality factor and is shown in Fig. 11. As it is shown, the proposed algorithm provided very good performance on all experiments. The quality of the estimated signatures were high even when the JPEG quality factor was lowered drastically. Only in Expt1 where the watermark was a relatively complex image (university logo), and when the compression quality factor was reduced to the lowest level (=10%), the estimated signature was unrecognizable. Illustrations of the estimated signatures are shown in Fig. 12.

6.3. Gray scale reduction test

In this test, the intensity (gray) level of the watermarked image $I^+$ was reduced from original 256 level down to 128, 64, . . . , 8 level. As it is shown in Fig. 13, the algorithm offered excellent results in the gray-scale reduction test. The performance index $|r_{S,\hat{S}}|$ in all experiments were high, showing a strong correlation between the estimated image and the owner’s signature. It can be seen that WMicaT was able to extract the signature successfully in all the cases where the gray level is greater or equal 8. When the gray level went down to 4, however, the performance of WMicaT degraded and the signature was not recognizable. Figure 14 shows examples of the estimated signatures extracted from the test images with gray level of 128, 32 and 8.

When comparing the results among the three experiments, we found out that Expt1’s results were inferior to the others because of the relatively complex signature and the watermark. However, unlike the previous JPEG compression test, Expt3 yielded a slightly better performance in comparing with Expt2, especially when the gray level was low.
772

Fig. 13. WMicaT results for the gray-scale reduction test. The pixel gray level of the watermarked image is reduced from 256 down to 4 level.

Fig. 14. The estimated signatures of WMicaT in gray level reduction test. (a) Expt1, (b) Expt2 and (c) Expt3. In each figure, from left to right: the outputs of the test with gray level reduced to 128, 32 and 8.

The difference is partially because there is no distortion in the gray level test. Therefore, the experiment on Baboon image (Expt3), where the watermark was more strongly embedded in textured areas, provided a better result.

6.4. Image resizing test

Image resizing is one of the most common modification to an image. In this test, we resized the watermarked image to different sizes and then applied WMicaT to estimate the signature. Since the image is resized, we needed to synchronize all the input images (the watermarked image and the public image) to the same size before executing the extraction scheme. There are two approaches for the synchronization. In the first approach, we resize all images to the size of the test image \( I^* \) before doing the ICA-based extraction. After that, the outputs of ICA process \( Y_1, Y_2, Y_3, Y_4 \) are resized again to the size of the public image and the post-process scheme is carried out. In the second approach, the test image \( I^* \) was resized to the public image’s size and the whole extraction scheme was executed normally.

We down-scaled the watermarked image \( I^+ \) to different sizes: 384 \( \times \) 384 (75%), 256 \( \times \) 256 (50%), 192 \( \times \) 192 (37.5%), 128 \( \times \) 128 (25%), 96 \( \times \) 96 (18.75%) and 64 \( \times \) 64 (12.5%), and then carried out all the three experiments with both synchronization approaches. The experiment results are illustrated in Fig. 15. The difference in size synchronization results in different performance of WMicaT. The first approach \( m1 \) in which the test image, \( I^* \) is kept intact displays a superior result (Fig. 16) in comparison with the second approach \( m2 \) where the test image is resized before going through the extraction. In fact, with \( m2 \), the test image has been resized two times, one during the attack and another one during the synchronization. The interpolation technique which is usually involved in the resizing process has modified or even removed most of the watermark content that was embedded in the image. Hence, as it is shown in Fig. 16, WMicaT algorithm performed poorly in all three experiments with the second size synchronization approach.

The interpolation applied in the resizing test also results in an interesting observation. A closer look on Fig. 15 reveals that, when the test image is resized to 256 \( \times \) 256, the performance (measured by the absolute correlation coefficient) of Expt2 with synchronization \( m2 \) approach is better than the performance of Expt3 with \( m1 \) approach. However, in Fig. 16, the estimated signature of Expt2.m2 (Fig. 16b, row 2, column 2) is much worse than the estimated
signature of Expt3.m1 (Fig. 16c, row 1, column 2). So, what is the reason for the performance contradiction between numerical measure and visual observation?

The answer is because of the inevitable interpolation that is applied in all image resizing process. This interpolation can make several (or every) pixels in the reconstructed image shift one or two row/column(s) from their location in the original image. For example, a pixel at (10, 10) in the original image can be moved to (9, 10) or (11, 11) in the reconstructed image. Such pixel shifting effect does not make any visible difference. However, for the point-to-point numerical measure, like the absolute correlation coefficient, it makes a big difference, resulting in low performance. A classic example is when you take a chessboard image (black and white pixels interleaving each other), shift the image one column to the left, and do the correlation calculation. You will get a number that is close to zero, which means the old image and the new one are almost totally different.

In addition, the shifting effect is also the cause of the sudden depression in performance of WMicaT (shown in Fig. 15) at 75% size-reduction test, for example. The effect happens not only on WMicaT but also on other algorithms, as we will see it in Section 6.5. Hence, for a better conclusion, we should consider the performance of an watermarking algorithm both by visual inspection and by numerical measures.

6.5. Comparison with other methods

For further investigation, we compared the proposed WMicaT method with other watermarking techniques that work on different processing domains [18]. These techniques include two discrete cosine transform algorithms Cox-DCT [19] and Koch-DCT [20], two spatial-domain algorithms Langelaar-spa [21] and Kutter-spa [22], and two
discrete wavelet transform algorithms Kundur-DWT [23] and Wang-DWT [24]. The result of these techniques are taken from [18] and compared with the result of our second experiment, Expt2 (the Lena embedded with ‘NTU’ signature).

Illustrations in Figs. 17, 18, and 19 show impressive results of WMicaT in comparison with the other techniques. It outperforms most of the referenced algorithms in all three image attacking tests: JPEG compression, gray-scale reduction and image resizing. Unlike some methods that are only robust against several specific attacks, the proposed method provides a steady performance throughout all the tests. In JPEG compression test, WMicaT outperforms the other algorithms and only inferior to on DCT-based method (the Cox-DCT). It is an advantage of WMicaT since the spatial-based techniques usually perform poorly on JPEG test [1].

Again, in the gray-scale reduction test (Fig. 18), the WMicaT provides good performance and is one of the three methods that yields the best result while the Cox-DCT method could not provide adequate result. A similar situation can be observed in the third test in Fig. 19 on image resizing, WMicaT is again one of the top three methods that provide the best estimation of the owner’s signature.
7. Conclusion

In this work, we have proposed a novel watermarking method which uses a single key image for extracting different watermarks. The utilization of ICA technique in watermark extraction brings advantages to our WMicaT because the supporting image $K_P$ can be publicly available and no original image is required. In addition, the use of secret key $k_s$ protects the original image without any degradation to the robustness of the algorithm and to the quality of the extracted watermark. We have observed that by using different secret key $k_s$ to generate different public image $K_P$ does not affect the performance of the proposed algorithm.

Throughout various simulations, the WMicaT has shown an impressive result against common attacks such as JPEG compression, gray-scale reduction and image resizing. It provides a consistent performance on different host images in all the experiments. In comparison with other watermarking methods, WMicaT illustrates very good performance with high quality estimation of the owner’s signature.

The effect of watermark content on the extraction algorithm can be observed from the experiment results. An image embedded by a complex watermark that contains curves and discontinued areas seems to be more vulnerable to the attack than that embedded by a watermark with straight lines or smooth areas. Therefore, in the same test, the quality of the estimates of complex watermarks (the university logo, for example) is not as high as those of a simple watermark (the ‘NTU’ words, for example). However, the performance of WMicaT in the experiments with complex watermark is still very good. The estimated images are highly correlated with the owner’s signature. The algorithm fails to recognize the signature only when the test image is modified severely.

Since the WMicaT embedding and extraction are carried out directly on spatial domain, the computational workload is similar to other spatial domain-based watermarking algorithm. The workload does not contain any complex calculation. For the experiment with $512 \times 512$ images presented in the simulation, it took less than 30 seconds to complete the extraction test set which includes 1 no-attack test, 9 JPEG compression tests, 6 gray reduction tests and 6 resizing tests.

WMicaT, however, also has its disadvantage that needs further improvement. The size of the public image is as big as the size of the original image, therefore, storing and transferring this supporting image is not very convenient in some situations. We might address this issue by exploiting some special watermarks. In addition, applying WMicaT in transformed domain is another interesting study. And finally, we are experimenting the use of multiple overlapping watermarks in order to increase the security of the watermarks. However, this approach may reduce the robustness of the algorithm.
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